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PREFACE 

Kar l  A. G S C H N E I D N E R ,  Jr., and  L e R o y  E Y R I N G  

These elements perplex  us in our rearches [sic], baffle us in our speculations, and haunt 
us in our very dreams. They stretch like an unknown sea before us - mocking, mystifying, 
and murmuring strange revelations and possibilities. 

Sir William Crookes (February 16, 1887) 

Three of  the chapters in this volume deal with various aspects of the magnetic 
behaviors of the lanthanide metals and some of their compounds, while the fourth is 
concerned with the photoelectron spectroscopy of the anomalous f (heavy fermion) 
systems in cerium and uranium compounds. 

For many years the only way to obtain information about the magnetic structures 
observed in lanthanide materials, many of which are quite elegant and exotic, was to 
use neutron diffraction. But that started to change about ten years ago when scientists 
began to exploit the unique features of X-rays from synchrotron sources, i.e. a high 
flux of photons which can be focussed into a small spot with a fairly wide tunable 
bandwidth. The information and results gleaned from X-ray scattering studies of the 
magnetic lanthanide metals, intra lanthanide alloys, a few intermetallic compounds, intra 
lanthanide superlayers and thin films are summarized in chapter 169 by McMorrow, 
Gibbs and Bohr. 

The use of  static pressure and alternating mechanical stresses to study the magnetic 
properties of  the lanthanide metals, alloys and compounds is reviewed by Tishin, 
Spichkin and Bohr in chapter 170. The effects of  these static and dynamic stresses on 
the magnetoelastic interactions is the main thrust. These interactions display themselves 
in the changing of  the magnetic state under mechanical stress, causing a variation of 
the magnetic phase transition temperatures, magnetization and magnetic structures, and 
leads to anomalies in the elastic constants as well as the damping of sound oscillations. 

Magnetic systems which are close to the critical conditions for the appearance of 
magnetic ordering are examined by Duc and Goto in chapter 171. The transition from 
a nonmagnetic or low-induced moment state to a ferromagnetic state under an applied 
magnetic field is known as itinerant electron metamagnetism. The first-order transition, 
which has been observed in several lanthanide-cobalt intermetallic compounds, can 
be affected by external parameters (i.e. temperature, pressure, magnetic fields) and 
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internal parameters, including the exchange field and stoichiometry. As noted by the 
authors itinerant electron metamagnetism was predicted over 35 years ago, but the major 
advances only occurred over the past decade. 

The discovery of materials with extremely heavy electron masses (500 to 2000 times 
larger than that of copper metal) occurred about twenty five years ago, and these 
materials have become known as "heavy fermions." In the 1980s this was one of the 
hottest topics in condensed matter physics, only to be supplanted by high-temperature 
superconductors in the 1990s. Still a lot of work is being carried out on the heavy 
fermion materials, i.e. cerium- and uranium-based systems. As a matter of fact some 
of the most important studies were not made until this last decade. One of the prime 
research tools for understanding these 4f and 5f systems is photoelectron spectroscopy. 
Early work in this field was plagued by the lack of single crystals, the poor quality of 
polycrystalline samples, and inadequate theories to interpret photoelectron spectra. But 
that has changed in the last five to ten years. The new developments in the photoelectron 
spectroscopy (both experimental and theoretical) are reviewed in chapter 172 by Arko, 
Riseborough, Andrews, Joyce, Tahvildar-Zadeh and Jarrell. 

The "unknown sea" as a metaphor, proposed 112 years ago by Sir William Crookes 
for the rare earth elements and quoted at the head of this preface, has been charted 
to a significant degree since then, including the contributions to this volume and the 
Handbook series. Nevertheless, they remain for us "mocking, mystifying and murmuring 
strange revelations and possibilities," and so shall remain beyond the distant horizon. 
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Chapter 169 
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1. Introduct ion 

Interest in the applications of  X-ray synchrotron radiation has grown rapidly during the 
last decade. At the present time, intense, ultra-bright synchrotron radiation is available on 
a routine basis from third-generation sources located in Europe (ESRF), North America 
(APS) and Japan (Spring8). This burgeoning activity is driven both by advances in 
technology and a rapidly developing understanding of  how to exploit the high-intensity 
beams from these sources. Widely diverse areas o f  science have benefited, including 
physics, chemistry, materials science, biology, medicine, geology, and others. With 
increasing frequency, cross-disciplinary efforts have led to the creation of  entirely new 
fields, such as in the study of  complex materials, surface science, and in applications 
o f  real space imaging. In synchrotron-based research generally, it is a time of  enormous 
productivity and excitement that promises much for the future. 

The study of  magnetic materials by X-ray scattering techniques is among the fields that 
has benefited most from the routine availability o f  X-ray synchrotron radiation. While 
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virtually all of the knowledge we possess today concerning magnetic structures was 
gathered using the well-established technique of neutron diffraction, exploitation of the 
unique features of X-rays from synchrotron sources has led to qualitatively new kinds 
of experiments. All of these experiments have depended crucially on high flux: today 
more than 1012 photons s 1 can be focussed onto a 1 mm 2 spot within a 5 eV bandwidth. 
Another important factor in the development of this field has been the naturally high 
wave-vector resolution, that not only allows the determination of the magnetic modulation 
wave vectors to higher levels of accuracy than can be achieved with neutrons, but also 
allows magnetic correlation lengths to be explored on micron length scales. In addition, 
the well-defined polarization characteristics of synchrotron radiation and wavelength 
tuneability have been used to create new techniques involving, for example, resonance 
and interference studies of ferromagnets and antiferromagnets. New efforts are beginning 
in X-ray inelastic, high-energy (50-100keV) and surface magnetic scattering. Other 
related techniques include spin-dependent Compton scattering, nuclear Bragg scattering, 
magnetization dependent absorption and dichroism, and experiments involving Faraday 
rotation. As might be expected for such recent endeavours, the basic properties of the 
cross-section are still of great interest, in addition to what may be learned about the 
magnetic and electronic structures of the samples under study. 

In simple terms, an X-ray incident on an electron is scattered both by the electron's 
charge and by its magnetic moment. Charge scattering is the dominant mechanism and is 
the basis for crystallographic investigations of condensed matter. Although considerably 
weaker, the electric and magnetic fields of the incident X-ray also interact with the 
magnetic moment, and this gives rise to magnetic scattering. Generally speaking, the 
results of X-ray magnetic scattering experiments are considered within two regimes, 
determined by the incident photon energy. These are the non-resonant limit, when 
the incident X-ray energy is well separated from the excitation energy of any atomic 
absorption edge in the solid, and the resonant regime, where the incident X-ray energy 
lies near an absorption edge. 

The amplitude for non-resonant X-ray magnetic scattering has the simple form 
L- .4" + S./~.  Here,/~ and S refer to the Fourier transforms of the atomic orbital and 
spin magnetization densities respectively, and the vectors A" and/~ depend on the incident 
and scattered wave vectors, and on the incident and scattered photon polarization vectors. 
The polarization dependence of the magnetic cross-section provides a natural technique 
for quantitative determinations of magnetic structures. Beyond this, there are other novel 
possibilities that arise from the well-defined (and tunable) polarization characteristics 
of synchrotron radiation. For example, using the high degree of linear polarization of 
the incident beam, it has been possible to distinguish between charge peaks arising 
from lattice modulations and magnetic scattering. As a second example, because the 
vectors ~H and/~ are distinct, the polarization dependence of the orbital contribution 
to the magnetic cross-section differs from that of the spin contribution. This leads to 
the possibility that the orbital- and spin-magnetization densities may be distinguished in 
X-ray scattering experiments by performing polarization analysis of the scattered beam. 
(The same separation is not directly possible by neutron diffraction techniques, where 
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the polarization dependence of the spin and orbital contributions are identical.) Early 
experiments of this sort carried out on lanthanides and actinides produced qualitative 
agreement with theoretical expectations (Gibbs et al. 1988, McWhan et al. 1990). More 
recently, similar experiments performed using the ESRF have begun to extract quantitative 
information (Sutter et al. 1999). 

In the resonant regime, when the incident X-ray energy is tuned near an absorption 
edge, there are additional contributions to the X-ray scattering cross-section. Within 
a one-electron view of the scattering process, the incident photon promotes an inner 
shell electron to an unoccupied level above the Fermi energy EF, which subsequently 
decays through the emission of an elastically scattered photon. The amplitude for resonant 
magnetic scattering then depends on the matrix elements which couple the ground and 
excited magnetic states allowed by the exclusion principle. In this way, the energy and 
polarization dependence of the magnetic scattering probes the fine structure of magnetic 
states. It follows that detailed modelling of the line shapes of the magnetic scattering 
may reveal the spectrum of allowed transitions near Ev, including perhaps the magnitude 
of the exchange splitting and induced polarization within metallic conduction bands. 
The largest resonant enhancements occur near the L and M absorption edges. As a 
consequence, experiments of this variety have been attempted in most of the lanthanides 
(for which the L absorption edges are easily accessible near 8 keV), in a variety of the 
actinides (for which the M absorption edges fall around 3.7keV, allowing diffraction 
experiments to be performed), and in reflectivity measurements from transition elements 
using ultra-violet synchrotron radiation (near their L edges below 1 keV). Considerably 
smaller enhancements have also been observed at transition element K edges, for example 
in Ni (Namikawa et al. 1985) and NiO (Hill et al. 1997). In all of  the studies performed 
so far, it has been found that the results are qualitatively consistent with atomic orbital 
descriptions of the electronic structure. Possible exceptions to this have been noted 
in determinations of the branching ratio in actinides (Tang et al. 1992a) and in the 
lanthanides (D. Watson et al. 1996), and in studies of the mixed valence compound TmSe 
(McWhan et al. 1993). It is also important to note that the polarization dependence 
of the resonant cross-section depends in a simple way on the directions of the local 
atomic moments (and which is distinct from the polarization dependence of the non- 
resonant cross-section). The existence of large resonant enhancements of the magnetic 
scattering then makes feasible the determination of magnetic structures in an even 
wider class of materials than was previously thought. Exciting possibilities include the 
extension of these techniques to alloys (Pengra et al. 1994, Stunault et al. 1995), to 
magnetic superlattices (Vettier et al. 1986, McMorrow et al. 1995), and to surfaces 
(Ferret et al. 1996, G.M. Watson et al. 1996). In particular, in composite materials, the 
possibility of tuning the incident photon energy to the absorption edges of one or the other 
constituent will make possible species-specific determinations of the magnetic structure. 
A recent example is the observation of a small induced 5d moment at the site of non- 
magnetic Lu in Dy-Lu alloys (Everitt et al. 1995). With the development of beamlines 
specialized for coherent and inelastic scattering on the new sources, the future seems 
exciting, indeed. 
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The lanthanide metals have played a special role in these developments. The striking 
variety of modulated structures found in these elements has provided a testing ground 
for elucidating the basic features of the X-ray magnetic cross-section, for example, its 
polarization and energy dependence. At the same time, the application of these techniques 
to the lanthanides has provided a new understanding of their structural and magnetic 
properties. In this article, we review the progress made during the last ten years or so 
in X-ray scattering studies of lanthanide metals. We focus especially on the results of 
X-ray scattering experiments and their interpretation, avoiding a more general discussion 
of the basic properties of the lanthanide metals, as comprehensive reviews are provided 
in earlier volumes of this series, in the book edited by Elliott (1972), and most recently in 
the book by Jensen and Mackintosh (1991). As mentioned above, we also refrain from a 
more general discussion of related techniques such as spin-dependent Compton scattering, 
Faraday rotation, spin-dependent dichroism, and others (see Lovesey and Collins 1996 for 
a complete discussion of these subjects). By narrowing our perspective to this extent, we 
are able to present a somewhat more detailed discussion of X-ray scattering than would 
otherwise be possible in a review. 

Before concluding this introduction it is appropriate to consider the historical 
background to this field. After the development of the Klein-Nishina equation in 1929, 
it was widely appreciated that X-ray photons interact with, and are scattered by, the 
magnetic moment of the electron. An interesting short paper on the classical interaction 
between a photon and a magnetic moment was written by Compton in the nineteen thirties 
(Compton 1936). Relevant discussions of magnetic scattering were made in the nineteen 
fifties, for example, by Gell-Mann and Goldberger (1954), and by Low (1954). Because 
of the weakness of the interaction (and, later, due to the enormous success of neutron 
magnetic diffraction), X-ray magnetic scattering was not considered a useful technique 
for the investigation of magnetism in solids. In 1970, a theoretical discussion of the 
cross-section for magnetic scattering of X-rays by bound electrons by Platzman and 
Tzoar (1970) led to the suggestion that magnetic diffraction could be observed using 
modern X-ray tubes. This suggestion was soon taken up by by de Bergevin and Brunel 
(1972), who in a tour de force experiment were able to see antiferromagnetic order in 
NiO. Later, de Bergevin, Brunel and coworkers conducted a series of experiments on 
both ferromagnets and antiferromagnets, and various aspects of the cross-section were 
quantitatively explored (de Bergevin and Brunel 1981, Brunel and de Bergevin 1981, 
Brunel et al. 1983). 

In the last decade or so, the X-ray magnetic scattering cross-section has continued to 
attract interest, but it has also been exploited as a tool in the broader investigation of 
magnetism in solids. It is worthwhile mentioning in this context the early calculations of 
Blume (1985), who suggested that interesting effects might occur near an absorption edge, 
the original non-resonant experiments on Ho by Gibbs et al. (1985), the first resonant 
experiments by Namikawa et al. (1985) on Ni, the first X-ray magnetic studies of a 
superlattice by Vettier et al. (1986), the large enhancements of  the magnetic scattering 
found in Ho by Gibbs et al. (1988), and the observation of even larger enhancements for 
the actinides by Isaacs et al. (1989). It is also worth noting the exhaustive and useful 
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X-ray scattering studies by Darnell (1963) on the temperature dependence of the lattice 
constants in the lanthanides, and a truly remarkable series of experiments performed by 
Keating in 1969 which revealed charge scattering at twice the magnetic wave vector in Ho 
and ascribed it to the aspherical charge distribution of the 518 Hnnd's rule ground state. 

The layout of this review is as follows. In sect. 2 we discuss the X-ray scattering 
cross-section, including both resonant and non-resonant cross-sections. We also develop 
the polarization dependence of the X-ray magnetic cross-section, and work through an 
example of  the calculation of the scattering expected from a helix, as found in some of 
the heavy lanthanides, and discuss the principles behind the separation of spin and orbital 
contributions to the total moment. In sect. 3 we describe the results of X-ray scattering 
studies of the lanthanide metal Ho, while results from the rest of the lanthanide metals are 
considered in sect. 4. In sect. 5 a summary is given of work on random alloys, selected 
compounds, and artificial structures, including superlattices and thin films, with examples 
chosen to exemplify the benefits of X-ray magnetic scattering. The review closes with a 
summary in sect. 6. 

2. The X-ray scattering cross-section 

In this section we gather together the key ingredients that are required to describe the 
X-ray magnetic scattering cross-section. Although our understanding of this has to a large 
extent come from the results of experiments to be described in later sections, for the 
sake of clarity it is more useful to first present an overview of the current theoretical 
understanding. 

2.1. The non-resonant regime 

The classical approximation for the interaction of an X-ray with an electron is illustrated 
in fig. 1 (de Bergevin and Brunel 1981). In charge scattering (or Thomson scattering, 
fig. la) the electric field of the incident X-ray exerts a force on the electronic charge. 
The electron's subsequent acceleration leads to dipole re-radiation of the scattered field 
with the classical dependence on polarization of k. U. (~ and ~' are the incident and final 
photon polarization vectors respectively.) This term dominates and forms the basis for 
structural investigations by X-ray diffraction. Although considerably weaker, the electric 
and magnetic fields of the incident photon also interact with the magnetic moment in 
the solid and give rise to magnetic scattering. The possible scattering processes involving 
the magnetic moment are illustrated in fig. lb-f, together with the forms of the emitted 
radiation. Quantum analogues to these classical interactions have been discussed by Gell- 
Mann and Goldberger (1954) and by Low (1954). For a free electron, the ratio of the 
magnetic dipole re-radiation to electric dipole re-radiation is (hoo/mec2) 2, which is of 
order 10 4 for photons of energy he)= 10keV. 
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Fig. 1. A classical representation of the dominant scattering mechanisms of a plane-polarized X-ray by an 
electron. Here E and H are the electric and magnetic fields acting on an electron of charge e and magnetic 
moment /~. In (a) the X-ray is scattered from the electronic charge. All the other mechanisms involve the 
electronic magnetic moment. For each type of scattering the nature of the incident driving field and the 
scattered radiation are shown. (b~(d) are pure spin scattering, whereas (e) and (f) are for a moving magnetic 
dipole with finite orbital angular momentum. (Adapted from de Bergevin and Brtmel 1981 and Blume 1994.) 

The cross-section for elastic scattering of X-rays from atomic electrons in a single 
crystal has the form 

( ~ )k,e~k,,e, = r 2 ~n eiO'r~fn(IC,]cl, he)) 2, (l) 

where •, is the position of the nth atom in the crystal, he) is the incident photon energy, 
0 = k-/~t is the wave-vector transfer of the photon, and r0 is the classical electron radius. 
Using second-order perturbation theory Blume (1985, 1994) has shown that the scattering 
amplitude per atom f~ may be written as 

fn (/~,/~', he)) = fcharge(o ) +fff(fc, fc', he)) + if~'(Ic, let, he)) +fn spin (/~,/~', he)), (2) 

where fn charge is the usual Thompson contribution, f~ and if~' are the contributions arising 
from the.4./3 term in the cross-section, and f  spin represents the amplitude for all scattering 
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k ~:ll ± e'l~--'~-, 

U1 

U2 

A 

Ua 

Fig. 2. The co-ordinate system (UI, U2, U3) used in 
this work for the incident and scattered photons. 
Here ell(e±) refer to the components of the incident 
photon's polarization parallel (perpendicular) to the 
scattering plane, and k is its wave-vector: primed 
quantities refer to the scattered beam. (After Blume 
and Gibbs 1988.) 

which explicitly contains the electron-spin operator. Sufficiently far from any absorption 
edge, the scattering amplitude f~ may be simplified: 

fn (/~, k ' ,  h(D) = fcharge(0 ) +fnmagnetic(0), (3) 

where 

= pn(Q)(e~e)r ) • ~ 

and 

fnmagnetic(0) = i/'0 ( r e @ C 2 ) I 1 L n ( O ) ' A u + S n ( O ) ' B ]  " (4) 

H rcharge magnetic ere, Yn and J~ are the non-resonant amplitudes for pure charge and magnetic 
scattering, respectively, pn(Q) is the Fourier transform of the electronic charge density, 
and Ln(Q) and Sn(Q) are the respective Fourier transforms of the orbital- and spin- 
magnetization densities of the nth atom. The vectors .4" and/~ depend on the initial 
and final photon polarization vectors and on the initial and final photon wave vectors. 
(Here we are following the notation of Blume and Gibbs (1988) and using double primes 
on the polarization vector .4" to avoid confusion with .4, the vector potential of the 
photon field.) We choose the linear components of the photon polarization to be parallel 
or perpendicular to the diffraction plane (spanned by the vectors k and fc'). The or- 
component of the polarization is defined to be perpendicular to the diffraction plane and 
the Jr-component to lie within the diffraction plane (see fig. 2). We note that in most 
synchrotron experiments performed to date, the incident polarization is predominantly 
linearly polarized within the median (horizontal) plane of the storage ring and elliptically 
polarized above and below the median plane. Thus, in experiments performed on the 
median plane and using a vertical diffraction geometry, the linear incident polarization is 
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predominantly a-polarized, while in a horizontal scattering geometry it is predominantly 
me-polarized. With these conventions, the vectors A" and/~ may be written 

2 ( o 
A " = 2 ~  22(D~) (~r+k')2(~rx~r')J ( ~ 2 )  

and 

( = (~'~') ~:(1 - F .k) -k, × ~ ~ 
(5) 

To re-cast this in a form that is useful for the interpretation of data, and following Blume 
and Gibbs (1988), we expressall of the vectors appearing in eq. (5) in terms of the 
orthonormal basis vectors UI, U2, and (73 defined in fig. 2. Thus, the amplitude for pure 
non-resonant magnetic scattering may be written in matrix form as 

fmagnetic = ir0 m 7  

sin 20S2 
× 2sin20[(L1 +&)cosO+S3sinO] 

-2 sin 2 0 [(L1 + S1) cos 0 -- S 3 sin 8] 

sin 28[2 sin 20L2 + $2] ) 
(6) 

where 0 is the Bragg angle, and here and in what follows we are implicitly writing the 
scattering matrix using the polarization vectors as a basis. This equation contains all of 
the dependence on the components of the spin and orbital moments, and as we shall 
see in section 2, once the polarization characteristics of the beam are known, allows the 
scattering cross-section to be calculated. 

The relative magnitudes of the pure magnetic scattering to the pure charge scattering, 
ignoring polarization factors, is given approximately by (Blume 1985) 

amagnetic ,-~ ( ~ 0 )  ~2 Q ~ ) 2  ( ~ )  2 
acharg e __ ~, me c2 J __ ~1~2), 

(7) 

where Nm and fm are the number of magnetic electrons and the magnetic form factor, 
respectively; N and f are the total number of electrons and the charge form factor, 
respectively; and {/~) is the average magnetic moment per magnetic electron. The 
prefactor is the amplitude for magnetic scattering from a free electron. For incident photon 
energies of 10keV, its value is about 4 x 10 4. Since each of the other ratios in this 
expression is typically of the order one, or smaller, the ratio of the magnetic scattering 
to the charge scattering in the non-resonant limit is always less than 10 -5. 

It is clear from eq. (3) above that in addition to the pure charge scattering and the 
pure magnetic scattering, there is also in principal an interference term which couples 
the charge and the magnetic scattering. The interference term is reduced by only a single 
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factor (hog/meC2), and is therefore larger than the pure magnetic scattering. However, the 
interference term is non-negligible only for ferromagnets where the charge and magnetic 
scattering are coincident in reciprocal space, thus making it difficult to distinguish from 
the pure charge scattering. One method to overcome this limitation is to introduce a 
magnetic field and to measure the flipping ratio, thereby isolating the interference term 
in the cross-section (Brunel et al. 1983, Namikawa et al. 1985, Vettier et al. 1986). Our 
discussion of the interference term will be limited to ferromagnetic superlattices (see 
section 5). (The charge and magnetic scattering are of course st/2 out of phase and cannot 
interfere unless a phase shift is introduced, either by the use of circular polarization or 
by tuning to an absorption edge. See Lovesey and Collins (1996) for more details.) 

2.2. Resonant magnetic scattering 

When the incident X-ray energy is tuned near an absorption edge, there are additional res- 
onant contributions to the X-ray magnetic scattering amplitude (Blume 1985, Namikawa 
et al. 1985, Gibbs et al. 1988, Hannon et al. 1988, Gibbs et al. 1991). In the following, only 
the resonant terms arising from the operator A •/3 in the Hamiltonian, which contribute 
directly to f /  and f "  are considered, where A is the vector potential of the photon 
field, and P is the momentum of the electron in the presence of a field. Crystal-field 
effects are also neglected. An important consequence of such a simple description is 
that conventional electric multi-pole selection rules may be used to investigate which 
transitions are allowed. For the particular case of electric 2L-pole (EL) transitions in a 
magnetic ion, the contribution to the coherent scattering amplitude from A •/3 may be 
written (Hannon et al. 1988) 

L 

fEL =4:rX Z [U*" YLM @') Y~M @) " ~JFLM(O)), 
M=-L 

(8) 

where 

~-, PaPa(b)I'x (aMb; EL)/F 
eLM(o,)  : 7(2,,bZZ- i 

a,b 

(9) 

In this expression, the YLM'S are the vector spherical harmonics, ;~ is the photon 
wavelength, and a and b are the initial and excited ionic states with energy Ea and Eb, 
respectively, ea gives the statistical probability for the initial state a, and Pa(b) gives the 
probability that the excited state b is vacant for transitions from a. Summed over M, 
Fx(aMb; LM) gives the partial width for EL radiative decay from the b to a, and F is the to- 
tal width for b (determined from all radiative and non-radiative decay). In the denominator 
of eq. (9) x(a, b) = 2 (E~ - Eb - ho))/F. It is also clear from eq. (8) that the amplitude of 
the resonant scattering is determined by the detailed electronic structure through the FLM 
factors. Specifically, the energy widths Fx and F depend directly on matrix elements of the 
initial and excited states. Provided that sufficient spin-orbit correlations exist among the 
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ground or excited states so that the sum over M is non-zero (Hannon et al. 1988, Hamrick 
1994), it follows that the greater the overlap is of the wavefunctions, the greater the 
resonant magnetic intensity will be. For this reason, the L and M absorption edges of the 
lanthanides and actinides (for which the overlap is large) have been studied intensively in 
the 3-10 keV range convenient for most X-ray beamlines. It also follows from eq. (8) that 
the polarization dependence of the resonant scattering is determined independently of the 
FLM terms through the dependence of the vector spherical harmonics on the direction of 
the local ionic moment zn. Further, as we shall see, the allowed diffraction harmonics (rn~, 
m = 0, 1, 2, etc., where f is the fundamental wave vector of the modulation) arises from 
the dependence of the YLM products on powers of ~n. More recently, it has been shown 
that the energy-integrated resonant amplitudes may be written as a linear combination 
of the orbital and spin magnetization densities, plus higher order terms. For the heavy 
lanthanides, for which Russell-Saunders coupling is valid, this form is proportional to 
the magnetization provided that the higher-order terms are negligible (Luo et al. 1993). 

For incident X-ray energies near the LIH absorption edges of the lanthanide metals, the 
dominant contributions to the resonant scattering (eq. 8) arise from (1) electric dipole 
transitions coupling 2p3/2 core and 5d-derived conduction-band states, and (2) electric 
quadrupole transitions coupling 2p3/2 and 4f states, as shown schematically in fig. 3. 

L m Edge 

s - p  

s - p - d  

s-p 

4f 

2P3/2 

4f 

E1 : 2p3/2-~5ds/2 

E2: 2P3/2--->4f7/2 

E F 

Fig. 3. Schematic, one-electron view of  reso- 
nant magnetic scattering at the LlI I absorption 
edge. The linearly polarised incident photon 
promotes a 2p3/z core electron into an empty 
state above the Fermi level. In the lanthanides 
there are 5d states available in the dipole 
approximation, and unfilled 4f  states available 
through a quadrupole transition. Magnetic 
scattering results when the virtually excited 
electron decays, thereby filling the core 
hole and coherently emitting an elastically 
scattered photon. 
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(Transitions involving 6s states are ignored by virtue of  the assumed small induced 
s moment and the small overlap with the p states.) For core excitations involving typical 
X-ray energies between he) = 5 and 10keV, a reasonable first step is to assume that one- 
particle Hartree-Fock wave functions provide an adequate description of the electronic 
structure. 

2.3. Dipolar transitions (El) 

The resonant cross-section is normally dominated by electric dipole processes for which 
L = 1 and M = =El, such as the 2p3/2 --+ 5dl/2 transition that occurs at the LIII edge in 
the lanthanides. For such a transition the scattering amplitude may be written as 

f ~ ]  = (e ~'. ~)F (°) - i(e' × ~). 2 .F (1) + (e ' .  fn)(e" z.) F(2), (10) 

where F (°) etc. are linear combinations of  the FLM factors given in eq. (9), and }n is a 
unit vector parallel to the total magnetic moment (Hannon et al. 1988). Following the 
same procedure that allowed us to express the non-resonant amplitude as a 2 x 2 matrix, 
eq. (6), we can write the dipole contribution to the resonant scattering amplitude as 

f ~ S = F ( 0 ) ( 1  0 ) _ i F ( l ) (  0 zlcosO+z3sinO) 
0 cos 20 z3 sin 0 - Zl cos 0 -z2 sin 20 

Z 2 --Zz(Z 1 sin 0 - z 3 c o s  0 )  

+ F(2)  +z2 (z l  sin 0 + z3 cos 0) - cos 20(z~ tan 2 0 + z32) J ' 

(11) 

where zl is the component parallel to U1, etc. (Pengra et al. 1994, Hill and McMorrow 
1996). The first term in eq. (11) does not depend on the components of  the moment and 
hence just contributes to the charge peaks, whereas the last two terms both contribute 
to the magnetic scattering. For example, in an incommensurate system the second term, 
which is linear in the components of  the moment, produces scattering at the first harmonic, 
whereas the last term (quadratic in the components) gives rise to scattering at the second 
and zeroth harmonics. 

2.3.1. Quadrupolar transitions (E2) 
It has been established that at the L edges in the lanthanides there is a small but significant 
contribution to the resonant scattering amplitude from quadrupole transitions which is 
displaced by a few eV to lower energy than the dipole contribution. For example, at 
the Lm edge of Ho the cross-section for the 2p3/2 -+ 4f processes at the first harmonic is 
approximately one quarter that of  the dipole (Gibbs et al. 1988). One of the consequences 
of  this contribution is that it produces up to four distinct high-order harmonics in the 
diffraction pattern. The scattering amplitude for quadrupole transition may be calculated 
following a similar procedure as outlined for the dipole term, but as it is much more 
involved than the dipole term and we do not reproduce it here (Hannon et al. 1988, Hill 
and McMorrow 1996). 
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2.4. Scattering from a helix 

In this section we outline the derivation of  the scattering cross-section for a simple helix, 
as found in Ho, Tb and Dy. For simplicity we start by assuming that the synchrotron 
radiation is perfectly plane polarized in the orbit plane, and consider contributions 
from the non-resonant and resonant dipole terms only. The contributions from the 
resonant quadrupolar terms are considered qualitatively at the end of  this section, while 
a discussion of  the consequences of  having an imperfectly polarized beam are deferred 
until section 2, where we consider the principles behind the separation of  the spin and 
orbital magnetization densities. 

The elastic X-ray scattering cross-section may be generally written as 

d 6  _ i h o )  
d(2 - Z P ~  (~'](Mc)l)~) m c  2 ()t'](Mm)])~) 

(12) 

+ ()~' I(M~]~)[ )~) + ()/[ (M~S)[ X) + . . -  2, 

where the terms on the right hand side in the sum represent the contributions from charge, 
non-resonant magnetic, resonant dipole and resonant quadrupole scattering, respectively. 
[)~) and IX') are the incident and final polarization states, and Pz is the probability for 
incident polarization )~. The terms (Mc), etc. are the respective expectation values of  
scattering operators evaluated in the initial and final states of  the solid. For example, 

for non-resonant magnetic scattering (Mm) = ( a  ~ i0"F~"magnetic \ 2_,, e Yn a / ,  where [a) is an 

eigen state of  the solid. We now make the restrictive assumption that Pz = 6z~, so that the 
only non-zero terms are a ---+ a and a ~ Jr. From eq. (6) the non-resonant cross-section 
may then be written as 

d ~  = r2 \me  c2 J a e i0"r;' a 
(7 G ( )2] 

+ a O[(L1 +Sl )cosO+S3 sinO]) a , 

(13) 
while the resonant dipole term assumes the form 

dares 

dQE1 

( ezl 2 + a cos 0 - z3 sin 0) + F(2)z2(zl sin 0 + z3 cos a . 

(14) 
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It is important to note that in a typical experiment, both resonant and non-resonant 
contributions are present, and indeed their a --~ o" and a --~ ~ amplitudes interfere 
so that due considerations must be given to this when fitting the measured intensities. 

For a basal-plane spiral described by a wave vector ~ the total angular momentum takes 
the form 

.1~ = J(cos(~'. Y~)U1 + sin(~. F,)U2). (15) 

Writing this as a sum of complex exponentials and inserting it into eq. (13) yields for 
the non-resonant cross-section the result 

do" n°n-res ( h o )  ~2 ( ~ )  2 
d£2 =r~ \meC2 j sin220(lOs[2 +lCL +~s[2sin2 0)b(O-G-4- ~), (16) 

where G is a reciprocal lattice vector, and OL and Cs are the normalized ionic form factors 
of the orbital- and spin-magnetization densities, respectively. (Equation 16 is only valid 
for wave-vector transfers along the [00g] direction, and if both final polarization states are 
accepted equally.) Thus, first-order magnetic peaks will be observed a distance T on either 
side of each charge Bragg peak. In this way the non-resonant X-ray magnetic scattering 
cross-section is similar to the neutron cross-section. Where it differs is that the unrotated 
(o" --~ o") channel contains contributions from the pure spin term ([¢s [2), and the rotated 
(o" --~ Jr) channel contains contributions from both orbital and spin ([OL + 0Sl2)- This 
important result offers the possibility to separate the spin and orbital form factors, and 
will be discussed more fully in the next section. 

The resonant dipole cross-section for a basal-plane helix is also readily obtained by 
inserting eq. (15) into eq. (14), but in this case the magnitude of the moment does not 
enter the equation directly. The result is 

do" res 
_1  IF(2) 126(0_  6 ) +  1 df2E1 4 4 c°s20 IF<l)l 2 -- G ± (17) 

+ 1(1  + sin 2 0)IF(2)I 2 (5(0- 6 4- 2~). 

Again this has been derived assuming that the rotated and unrotated components are 
collected with equal weight. It is apparent that even for a pure sinusoidal modulation, 
and in contrast to the non-resonant cross-section, magnetic scattering is produced at 
the second harmonic position for resonant dipole transitions. When the quadrupole 
terms are included, it is found that additional satellites appear at the third and fourth 
harmonic positions, each with its own characteristic polarization dependence. Hannon 
and coworkers (Hannon et al. 1988, Hamrick 1994) have computed the relative intensities 
expected for each of the harmonics from explicit calculations of the FLM factors (eq. 9) 
using atomic wave functions of the lantbanide series. In addition, they have considered 
the corresponding intensities for the (2p ~ 5d, 2p -~ 4f) and (2s --~ 6p, 2s --~ 5d, 2s ~ 4f) 
transitions appropriate for the respective Lri and LI absorption edges. A summary of the 



X-RAY SCATTERING STUDIES OF LANTHANIDE MAGNETISM 15 

Table 1 
Allowed and forbidden E1 and E2 transitions at the LIZ and LIH edges in a simple, magnetic spiral. A "1" 

indicates that the transition is allowed and "0" that it is forbidden 

Harmonics 

Zeroth First Second Third Fourth 

E1 go" 1 0 1 
E1 o~ 0 1 1 
E2 gg 1 1 1 1 1 
E2 g~ 0 1 1 1 1 

Table 2 
Allowed and forbidden E1 and E2 transitions at the L1l and L m edges in a pure c-axis modulated s~ucture. 

A "1" indicates that the transition is allowed and "0" that it is forbidden 

Harmonics 

Zeroth First Second Third Fourth 

E1 gg 1 0 0 
E1 g~ 0 1 0 
E2 gg 1 0 1 0 0 
E2 g~ 0 1 0 1 0 

allowed and forbidden harmonics  at the LII and LII1 edges calculated for the basal  p lane  
and c-axis structures are summar ized  in tables 1 and  2, respectively (Bohr et al. 1990). 

Finally, we note that the extension o f  calculat ions o f  the X-ray cross-section to terms 
other than .4.  f i  ( leading to magnet ic  dipole and quadrupole  contr ibutions)  and into the 
inelastic regime is ongoing  (Luo et al. 1993, B lume 1994, Hamrick  1994, Carra et al. 
1996). 

2.5. Separation of  orbit and spin 

It is clear from eq. (13) that for non- resonant  magnet ic  scattering the different polarizat ion 
states o f  the scattered b e a m  contains  informat ion  on  the spin- and orbi ta l -magnet izat ion 
densities. To develop this further, and to derive useful  expressions that may allow us 
to separate these components  experimentally,  requires a descript ion o f  the polar izat ion 
characteristics o f  the incident  and scattered beams.  The detailed analysis  required to 
do this has been  developed elsewhere (see, for example,  B lume and Gibbs  (1988) and 
references therein),  and here we make  use o f  only  those steps that are needed for our 
example  o f  the scattering from a helix. 
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A general result is that the incident polarization may be expressed as a (2 x 2) density 
matrix 

P = E t;-)Px ()~t, 

so that the elastic cross-section may be written as 

d o  _ r 2 T r ( M p M t )  ' 
dY2 

where M is one of the scattering matrices given in eq. (12). If we now assume that the 
incident beam is essentially plane polarized in the orbit plane of the synchrotron, then 
the density matrix simplifies to 

P = 2  0 1 - P  " 

The degree of linear polarization is defined as P = (I~ - I~) / ( Io  + I~), where Ia and Lc 
are the intensities of the linear components polarized perpendicular and parallel to the 
diffraction plane. Clearly, for perfectly a polarized light P = 1, whereas for real sources 
it is typically >~ 0.95. 

For the scattered beam a density matrix may also be defined with the degree of linear 
polarization given by 

! ! 

p,_  i;-i;~. (18) 
/ ! 

From eq. (13) it can be readily obtained that at the first diffraction harmonic of a helix 
the intensities in the two different linear polarization channels are 

I~ ~ (1 + P)O~ + sin2 0(1 -P)(OL + q}s) 2 (19) 

and 

I~ c< sin 2 0(1 + P)(OL + q~S) 2 + (1 -- P)(2 sin 2 0 ~L + ~S) 2. (20) 

In the limit P ---+ 1, the o-polarized component of the magnetic scattering from a 
helix depends only on the spin magnetization density, I~ c< q~2 while the ~-polarized 
component depends on the sum of the orbital and spin densities I~ e( (Or + q~s) 2. Thus, it is 
in this sense that the spin and orbital contributions to the total moment may be separated. 
Semi-quantitative experiments to demonstrate these ideas in a helix have been performed 
on Ho (Gibbs et al. 1988, Gibbs et al. 1991). Both st- and a-polarized scattered beams 
were observed. It was demonstrated that the Jr-component is dominant, consistent with 
the large orbital moment in Ho, and that the Q dependence of the orbital and spin form 
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factors was qualitatively in agreement with theoretical calculations. Further experiments 
at third generation synchrotron sources are ongoing (Sutter et al. 1999). 

Finally, in this section we mention two technical developments that promise to further 
enhance the usefulness of X-ray scattering in the study of magnetism. Independent groups 
in France (Giles et al. 1995) and the USA (Yahnke et al. 1994, Lang and Srajer 1995) have 
produced efficient X-ray phase plates that allow the polarization of the incident beam to 
be varied continuously from linear to circular. An example of the great potential utility of 
such a device is the study of the magnetic spiral in Ho using both left and right polarized 
light by Sutter et al. (1997). By comparing the change in the intensities of the +T and 
- r  satellites as the incident polarization was flipped from left to right Sutter et al. were 
able to estimate the relative domain population of right- to left-handed helices in their 
sample. The second important development concerns the use of high-energy X-rays. In the 
limit of  ho9 ~> 100keV, sin 0 ~ 0, and the non-resonant cross-section (eq. 6) simplifies 
considerably, such that it depends upon the spin magnetization density perpendicular to 
the diffraction plane only (Briickel et al. 1993). The main advantage, however, is that the 
increased penetration depth of the X-ray increases the total scattering volume, and hence 
the net signal. (This contrasts with the case for charge scattering, where the cross-section 
is much greater and the scattering comes from within an extinction length of the crystal 
surface.) 

3. The magnetic structure of holmium 

In this section we shall adopt a largely historical approach. We start with a summary of 
what was learned about the magnetic structure of rio in the period from the mid-sixties up 
to the mid-eighties, when the first synchrotron based X-ray scattering experiments were 
performed. 

3.1. Early studies of holmium 

The magnetic structure of Ho was first solved using neutron diffraction by Koehler et al. 
(1966) shortly after single crystals became available. In their pioneering experiments 
they established the existence of two distinct ordered phases. Below a Nrel temperature 
of ~133 K the moments in a given hexagonal basal plane order ferromagnetically, with 
successive planes along the c-axis rotated by a constant angle ~p. The structure can thus 
be described as a helix, with a modulation wave vector of  magnitude rm = , ~ y ~ ,  
where ~p is in radians, and the extra factor of two in the numerator arises from the fact 
that there are two layers per unit chemical cell in the hcp structure of Ho. At the ordering 
temperature ~m is incommensurable with a value close to 0.275e*. On cooling the wave 
vector reduces approximately linearly with temperature until around 20 K when it locks 
in to the commensurable value of  1 • g c . At or around the same temperature the moments 
lift out of  the basal plane, so that the low temperature structure is actually a shallow 
cone. In addition to the main magnetic peak, it was noted in these first experiments that 
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9 10 

(b) 4 3 

7 8 1 

Fig. 4. A schematic of the magnetic structure of Ho. (a) Its low-temperature cone phase shown projected onto 
the hexagonal plane. The structure is modulated along the c-axis with a unit cell of twelve atomic planes, 
and has a small ferromagnetic component along the c-axis. (b) The one spin-slip phase. (From Simpson et al. 

1995.) 

at low temperatures there were fifth and seventh harmonics in the diffraction pattern, 
indicating that the moments were bunched around the nearest easy axis in the basal 
plane, as shown in fig. 4a. These and later neutron scattering studies by Felcher et al. 
(1976), and Pechan and Stassis (1984) established that there were additional features in 
the diffraction patterns that could not be explained by a simple bunched spiral, but a 
unified model capable of  explaining all o f  the features was not forthcoming. Probably 
the most important X-ray scattering experiment in this period on Ho was performed by 
Keating (1969), who discovered additional charge scattering at 2Tm, and attributed its 
origin to the asphericity of  the 4f  charge distribution. 

Throughout this time is was appreciated that the helical structure of  Ho, and indeed the 
rich diversity of  complex structures that were discovered in the same period in many of  
the other lanthanides, resulted from a competition between the crystal-field and exchange 
interaction. It was first suggested by Vigren (1976) that this finely balanced competition 
could give rise to a structure with "spin discommensurations" or "spin slips", but it was 
not until the first X-ray magnetic scattering experiments were performed that the full 
importance of  this proposal was realized. 

3.2. X-ray scattering studies of holmium 

The first X-ray synchrotron experiments on Ho were performed at the Stanford 
Synchrotron Radiation Laboratory (Gibbs et al. 1985). In fig. 5 we show a summary of  
the X-ray scattering observed in these studies around (0, 0, 4), where the magnetic satellite 
is clearly visible and displaced from the charge peak by tin. (The energy of  the X-rays in 
these measurements was 7500 eV, well away from any absorption edge which might lead 
to significant resonant contributions.) As the temperature is increased, the satellite shifts 
to larger wave-vector transfers and the intensity decreases, falling continuously to zero 
above TN. In these scans, the peak counting rates were ~25 s 1 on large backgrounds of  
~10 s -1. The resolution full-width-half-maximum (FWHM) obtained at the (0, 0, 2 + tm) 

reflection was ~0.001c*, where c* (2Jr/c) ~ 1.11 A 1 = at 20 K. This width corresponds 
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Fig. 5. The temperature dependence of the Ho (0,0,4+Z'm) magnetic satellite taken with non-resonant synchrotron 
radiation. (The temperature increases from right to left.) The lines are drawn to guide the eye. (From Gibbs 

et al. 1985.) 

to correlation lengths o f  several thousand A, or greater. More recent measurements 
made at the National Synchrotron Light Source on samples with larger surface areas 
and under better optimized conditions routinely give signals o f  several hundred counts 
s -1 at essentially the same energy on backgrounds o f  about 1 s 1 (Gibbs et al. 1988). 
Although absolute measurements have not been made of  the non-resonant signal rates 
for X-ray magnetic scattering, the signal rates in these experiments were reduced from 
the corresponding charge scattering by of  order 1 x 106, which is consistent with a simple 
estimate o f  the non-resonant cross-section for Ho (eq. 7). 

The temperature dependence o f  rm obtained in these early experiments by both X-ray 
(open circles) and neutron diffraction (solid circles) is shown in fig. 6. It is clear that in 
the temperature range above 20 K the wave vector rm determined by X-rays has preferred, 
commensurable values, whereas in the lower resolution neutron data there is a continuous 
variation o f  the wave vector with temperature. Other noteworthy features o f  the X-ray 

2 data include the appearance o f  an inflection point near ~m = g at around 70 K, thermal 
hysteresis below 50 K, and coexistence among phases with differing wave vectors. At the 
lowest temperatures, there is a first-order transition between two commensurable wave 

1 , and there is an indication o f  a lock-in vectors, namely, Tm = 2 c *  and rm = gc , 
transformation at 5c* .  The inset in fig. 6 shows the variation o f  rm during several cycles 
o f  the temperature between 25 K and 13 K. The data suggest a clustering o f  the wave 
vectors around l~m = ~c*  and r m = 5c* .  

We now consider the apparent discrepancies in fig. 6 between the values o f  rm 
determined by X-ray and neutron scattering. This may be understood in part from the 
higher Q resolution o f  the former. Another factor is that the X-ray penetration depth in 
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Fig. 6. Temperature dependence of the Ho modulation wave vector r obtained with both synchrotron X-ray 
(open circles) and neutron (solid circles) scattering. The wave vectors obtained by neutron scattering in the 
coexistence region below 20 K are the result of fits to the first harmonic. The fine lines across the hysteresis 
loop indicate the results of cycles of the temperature below 50 K. Inset: Plot of the wave vectors obtained from 
several cycles of the temperature between 13 and 24.5 K, obtained with X-ray scattering. (From Gibbs et al. 

1985.) 

Ho at 8 keV is ~1 ~m, whereas neutrons sample the bulk, and it has become clear in 
these and subsequent studies that the surface preparation can alter the magnetic structure 
within the first several gms. It was also found by Koehler et al. (1966) that not all bulk 
crystals displayed the same wave vectors, and this was ascribed to a variation in the 
impurity content between the different samples. In fig. 7 the temperature dependence o f  
Tm is shown for two different samples o f  Ho, and also for a thin film o f  Ho grown by 
molecular  beam epitaxy. It is clear that large differences in rm can be observed depending 
in the case o f  bulk crystals on surface treatment, impurity content, etc., and in the case 
of  thin films mainly on the strain resulting from the lattice mis-match between the film 
and substrate (the latter is discussed more fully in section 5). 

In addition to the existence of  preferred commensurable magnetic wave vectors in 
Ho, there was a second distinctive feature of  the X-ray diffraction patterns that led 
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1 also the appearance of  two new lock-in wave vectors at ~ and 4 (From Gibbs 1989.) 

directly to a spin-slip description of the magnetic structure. Figure 8 shows the detailed 
evolution of the X-ray scattering as the temperature is lowered from around 25 K to 
17K. As the temperature is reduced a second, initially broad peak appears at larger 
wave-vector transfers. This peak arises from charge scattering, as discussed below. With 
decreasing temperature, both the magnetic peak and the charge peak shift to lower 
wave-vector transfers, although the charge scattering shifts considerably farther than the 
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Fig. 8. Synchrotron X-ray diffraction patterns 
of  the satellite above the (004) Bragg point of  
Ho, studied for decreasing temperature from 
T = 25K to 17K. Note that in addition 
to the sharp magnetic satellite, a second 
broad satellite appears at the slip position 
% = 12r m 2. When the temperature is 
lowered and Vm approaches z~ then the lattice 
modulation peak sharpens up and approaches 
~'s = ~c*. (From Bohr et al. 1986.) 
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Fig. 9. A schematic of the X-ray diffractometer showing the polarization analyscr. (From Gibbs et al. 1991.) 

magnetic scattering for the same change in temperature. When the magnetic peak reaches 
Tm = ~7 c*, the radial width of the charge scattering narrows and grows in intensity. As 
the temperature is lowered still further, the charge peak broadens and disappears. 

To establish that the second peak does indeed arise from charge scattering, polarization 
analysis was performed on both peaks. As may be seen from eq. (20), for linearly o- 
polarized radiation incident upon a magnetic spiral, there is a rotated or Jr-polarized 
component of the magnetic scattering, which varies in the non-resonant limit as the sum 
of the orbital and spin magnetization densities. (There is also a rotated component in the 
resonant limit, however, in the present case, with an incident photon energy of 7500 eV, 
the cross-section may be safely analyzed in the non-resonant regime). In contrast, charge 
scattering does not rotate the linearly a-polarized incident beam. Thus, it is possible to 
distinguish magnetic scattering from charge scattering in a spiral magnetic structure by 
the existence of a ~-polarized component in the scattered beam. Polarization analysis 
was accomplished by placing a second crystal after the sample on the 20 arm of the 
spectrometer, and scattering in the diffraction plane (see fig. 9). When the incident 
photon energy is appropriately tuned, the scattering angle for the second crystal is 90 ° . 
Consequently, one linear component of the beam scattered from the sample is reflected 
into the detector, while the other is suppressed. By rotating the second crystal by 90 ° 
around the axis of  the scattered beam (¢poh~ in fig. 9), the former is suppressed and the 
latter is reflected. In this way, the intensities of the linearly a- and Jr-polarized components 
of the scattered beam may be measured independently. (For detailed discussions of the 
operation of the polarization analyser see Gibbs et al. (1991)). 
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Fig. 10. X-ray scattering data from Ho. Open circles: scan of the Ho(004) + magnetic (% = ~vc*) and (T~ = 2c*) 
satellites taken at 17 K. Solid circles: the same scan, but with the polarization analyses in place. (From Gibbs 

et al. 1985.) 

Two radial scans taken through the magnetic and charge satellites o f  the (0, 0, 4) 
reflection at 17 K are shown in fig. 10. At this temperature the magnetic satellite is located 

2 . The open circles show the scan at T m = 5 ¢ *  while the charge peak is located at ~c . 
performed without polarization analysis. The solid circles show the scan taken with the 
polarization analyzer in place and oriented to pass the ~-polarized component of  the 
scattering, but suppress the o-polarized component. As may be seen in this figure, the 

2 is suppressed entirely. This establishes that the peak at ~7 is passed while the peak at 
2 arises predominantly from charge scattering, while the peak at 2~ is magnetic peak at 

in origin. 

3.3. The spin-slip model 

A unified model o f  the magnetic structure of  Ho may be derived by making use of  the 
concept o f  discommensurations, as originally proposed for structurally incommensurable 
materials by McMillan (1976) and discussed in the context o f  lanthanide metals by 
Vigren (1976), Greenough and Blackie (1981), and Bak (1982). During the last twenty 
years, investigations of  a fascinating variety of  incommensurable systems have revealed 
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inhomogeneous structures composed of commensurable regions separated by domain 
walls. Some prominent examples include charge-density wave materials, such as TaSe2, 
various graphite intercalates, rare gas monolayers adsorbed on graphite surfaces, mercury 
chain compounds, clean Pt and Au surface layers, the magnetic structure of the lanthanide 
metals, and many others. An elegant discussion of the main ideas and models underlying 
these systems in one and two dimensions has been given by Bak (1982), to which the 
reader is referred. Our immediate aim in the following is to describe a simple spin- 
discommensuration, or spin-slip, model of the magnetic structure of  Ho that applies to 
the commensurable magnetic wave vectors which were observed in the X-ray scattering 
study described above. 

We imagine that the ferromagnetic basal planes of Ho are arranged in pairs or doublets 
along the c-axis, which are each associated with one of the six easy directions defined 
by the six-fold symmetric crystal field. It is not necessary to assume that the moments 
within a doublet are oriented parallel to one another, nor must all such pairs be identical. 
(Details of  this sort are ultimately determined by comparing measured intensities with 

1 magnetic phase of  calculated structure factors, as discussed below). In the idealized 
Ho, there are six pairs of  planes in the magnetic unit cell, each associated with one easy 
direction, to form a spiral of  doublets (see fig. 4a). The magnetic wave vector is inversely 
proportional to the number of  layers in the magnetic unit cell, ie, "gm = 2 = ~C*. The factor 
two enters because the hcp lattice has two atomic planes for each chemical unit cell. This 
structure is, of  course, identical to that first proposed for the ~ phase of Ho by Koehler 
et al. (1966) to explain the observed fifth and seventh harmonics; it results from the basal- 
plane anisotropy that increases rapidly at low temperatures. 

1 magnetic unit The fundamental building block of the spin-slip model for Ho is the 
cell. A spin slip is created by associating only a single atomic plane, instead of two, 

1 unit cell gives a to a particular easy direction. For example, a single spin slip in the 
new structure with one slip for every five doublets (see fig. 4b). The resulting magnetic 
wave vector is rm = 2c*.  A simple notation for this structure is (122222) where the 
"1" represents a spin slip and the "2" a doublet. More generally, commensurable spin- 
slip structures may be created by introducing s slips for every n full (2~) rotations of  
the moments about the c-axis. The wave vector for such a structure is the ratio of the 
number of  2~ rotations of  the moments to the number of  layers in the magnetic unit cell, 
namely, 

2n 
"Cm- 12n- s '  (21) 

where rm is in reciprocal lattice units. In this way, it is possible to construct spin-slip 
l The simplest commensurable structures for any rational wave vector between ~ and 5" 

spin-slip structures are those with an integer ratio of  doublets and slips: (222222), 
(122222), (12222)x6, (1222)x3, (122122), (121212), etc. The corresponding wave 

2 57 4 1 and 2 These are precisely the wave vectors for these structures are ~, 11, ' 21' 5 9" 
vectors to which the wave vector in Ho shown in figs. 6 and 7 tends to lock. From this 
perspective, the decrease of  the magnetic wavevector with temperature proceeds via the 
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Table 3 
Summary of the spin-slip phases and the associated wave vectors of the peaks observed in the non-resonant 

x-ray scattering experiments in Er (after Gibbs et al. 1986) 

Temperature Structure ,Cr n a Ts b 2 Z -  m __ ~-  c 2 ~  m d 

(K) 

52 2(43) 2/7 2/7 2/7 4/7 

40 2(443) 3/11 2/11 4/11 6/11 

34 2(4443) 4/15 2/15 6/15 8/15 

29 2(44443) 5/19 2/19 8/19 10/19 

25 2(444443) 6/23 2/23 10/23 12/23 

20 (44) 1/4 1/2 1/2 

a Vm, fundamental magnetic. 
b ~, triplet. 

c 2r  m _ rs ' quartet. 
d 2~m, magneto-elastic distortion. 

decrease of the spin-slip density until Tm = 1. A similar trend is observed also in the 
temperature dependence of the magnetic wavevector of Er (see table 3). 

The next step in developing the spin-slip model is to recognize that the additional 
charge scattering peaks which appear in the diffraction pattern of Ho may be explained 
as lattice modulations accompanying magnetic ordering. To establish this, we make the 
plausible assumption that the magnetoelastic coupling varies at the spin-slip positions. 
For example, it might be imagined that the exchange interaction between neighbouring 
doublets differs from than that between a neighbouring doublet and a slip. If  so, then 
we would expect inter-planar distortions of the lattice to occur with the frequency of the 
spin slips. To take a specific case, in the 5 magnetic phase there is one spin slip, on- 
average, for every nine atomic planes. The spin-slip wave vector characterizing the lattice 
distortion for this phase is then ~c.2. Referring to fig. 8, it may be seen that when the 
magnetic wave vector is located at 5c*,  there is a second peak in the diffraction pattern, 

2 * originating in charge scattering, which is located at precisely gc . We thus interpret this 
second peak as arising from the distortions of the lattice due to the spin-slips. 

More generally, we may calculate the spin-slip wave vector Ts for any commensurable 
phase as 

2s  
r s -  12n-~ '  (22) 

Rewriting this equation in terms of (s/n) and substituting in eq. (21) for Tm, we can express 
the spin-slip wave vector rs in terms of the magnetic wave vector rm for a magnetic 
spiral: 

rs = 1 2 r m  - 2. ( 2 3 )  

This expression has been found to account accurately for the positions of the magnetic and 
spin-slip charge peaks in Ho as a function of temperature, as illustrated for two different 
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Fig. 11. Temperature dependence of the magnetic (solid symbols) and spin-slip (open symbols) wave vectors 
for two different bulk samples studied by X-ray diffraction. The wave vectors of the spin slips broadens 
considerably and moves to zero when the magnetic wave vector locks to -~, as indicated by the arrow. (From 

Helgesen et al. 1994.) 

1 * then from the above rs 0, and thus samples in fig. 11. Note that when Tm locks to ~c , = 

1 phase is explained. the disappearance o f  the slip scattering in the 

Referring now to fig. 8, it may also be seen that when Tm= ~7C*, then the radial 

width o f  the spin-slip scattering at ~c* is at its narrowest. This is a recurring property 
o f  the simple commensurable phases o f  the lanthanides, namely, that the correlations 
among the spin-slips extend over the greatest distances in these phases. Moreover, it is 
only the simple commensurable phases that are observed to lock in zero field. Higher- 
order commensurable phases, involving non-integral ratios o f  doublets and slips (and, 
therefore, two or more spin-slip periods), have not to our knowledge been observed in 
bulk samples, although they have been observed in the presence o f  an applied magnetic 
field (Cowley et al. 1991), and in thin films (Helgesen et al. 1994). We conclude that the 
additional charge scattering observed in the diffraction patterns arises from magnetoelastic 
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modulations of  the lattice accompanying magnetic ordering, and that the positions, 
intensities, and widths of these peaks reflect the correlations among the spin slips. 

So far we have developed these arguments for the case of Ho only. General expressions 
for the relationship between Tm and rs have been derived by Bohr et al. (1986), to which 
the reader is referred for more details. 

3.3.1. Lattice modulations 

The presence of spin slips in the magnetic structures leads through the magneto-elastic 
coupling to an induced modulation of the lattice. Magnetostriction is known to be 
significant in the lanthanides as expressed, for example, by their anomalous lattice 
distortions below the N6el point. 

Three possible mechanisms that may produce a lattice modulation are shown in 
fig. 12. In fig. 12a a distance-dependent exchange interaction is sketched. At spin slip 
positions the turn angle differs from turn angles in the rest of the structure. A distance- 
dependent exchange interaction will therefore lead to lattices modulations which arise 
from spin slips. In fig. 12b the effect of quadrupoles in a crystal field is considered. 
The different orientations of the magnetic moments relative to the crystal field give rise 
to local differences in the magnetostriction. The third proposed mechanism (fig. 12c) is 
a quadrupole-quadrupole interaction. This mechanism would also give rise to a second 
harmonic of the magnetic satellite. The so-modified structure of the magnetic spiral will in 
addition to the magnetoelastically induced lattice modulation, give rise to weak magnetic 
satellites at rm -4- %. 

(a) (b) (c) 

, • % " 

T " " " 

DISTANCE DEPENDENT QUADRUPOLE IN QUADRUPOLE- 
EXCHANGE J ( r )  A CRYSTAL FIELD QUADRUPOLE 

INTERACTION 
c ld( r i j )  -- -- a V ( r i + l - r i - I )  2 

Oz S i" Sj 8z Si 

Fig. 12. Schematic of  three mechanisms which can lead to lattice modulations: (a) distance dependent exchange, 
(b) quadrupole in a crystal field, and (c) quadmpole~lnadrupole interaction. (From Bohr et al. 1989.) 
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3.3.2. Neutron scattering 
The fact that the existence of spin slips in Ho was first revealed by X-ray magnetic 
scattering can be viewed as a major coup for this technique. Inevitably, it was not very 
long before a new series of neutron scattering experiments were undertaken (Cowley and 
Bates 1988). Instead of adopting the same approach used in the X-ray study of Gibbs 
et al. (1985), who concentrated on the first-order rm satellite, Cowley and Bates (1988) 
focussed on making a detailed study of the higher-order peaks. Two data sets from their 
work are shown in fig. 13, where it can be seen that in addition to the first, fifth and seventh 
harmonics reported in earlier neutron scattering studies, there are many additional peaks. 
An important aspect of their work, however, is that they developed a spin-slip model for 
the structure that was able not only to account for the positions of all the observed peaks, 
but also their intensities over nearly decades of intensity variation. In their notation, the 
position in Q of the spin-slip peaks is given by 

Qmag = i [q0 + ~(q0 +Ic" )], (24) 

1 ~ for Ho, I is an integer, and b is the number of lattice planes between spin where g0 = gc 
slips on different sub-lattices, so that b is necessarily odd. For example, for the ~7 phase 
shown in fig. 13a we have that b = 9, and all of the peaks in this figure can be indexed 
using eq. (24). In order to account for the intensities of the magnetic peaks Cowley and 
Bates found it necessary to introduce a few extra ingredients into the original spin-slip 
model. The most significant of  these modifications was the inclusion of a Debye-Waller 
factor to allow both for the fact that the position of the slips was not sharply defined, but 
was instead represented by a distribution with a width of a few lattice planes, and that 
there was a distribution in the bunching angles. With these modifications it was found 
that a good fit to the peak intensities could be achieved for both the [00g] and [10g] data 
as shown in fig. 14. (It is worth noting that the higher-order magnetic satellites have so 
far eluded attempts to observe them by X-ray scattering techniques.) 

Support for the results of the detailed modelling of the spin-slip structures by Cowley 
and Bates (1988) was produced by self-consistent mean-field calculations (Jensen and 
Mackintosh 1991). The Hamiltonian used in these calculations was essentially the same 
as developed to explain the magnetic excitations in Ho and its alloys (Larsen et al. 1987), 
with the exchange parameters adjusted to produce the correct Tm at a given temperature. 

1 and ~1 phases the mean-field calculations were able to As shown in fig. 15 for the 
confirm the salient features of the spin-slip structures. This modelling was later extended 
to calculate the magnetic excitations in the 2 ,  or one-spin-slip phase as it is referred to. 
This showed that the effect of the spin-slips on the excitations is to open up a characteristic 
gap near ~ .  The presence of this gap was subsequently confirmed by high-resolution 
neutron scattering (McMorrow et al. 1991). 

The spin-slip model has also found application in the interpretation of neutron 
diffraction data obtained from Ho in a magnetic field. In 1986, Bohr and coworkers noted 
that the ~l phase of Ho possesses a ferrimagnetic component in the basal plane (due to 
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Fig. 13. The scattered neutron intensity from Ho in 50 seconds, plotted on a logarithmic (natural) intensity scale 
for scans of  the wave-vector transfer along (a) [00g] and (b) [10g]. The scans were performed at two different 
temperatures and correspond closely to structures with integer b values as indicated. The bars at the top of the 
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S, second-order contamination; L, possible longitudinal spin modulation. (From Cowley and Bates 1988.) 
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Fig. 14. A comparison between the measured neutron peak intensities (solid circles) and those calculated (lines) 
from the spin-slip model of  rio: (a) [00g] scan for the b = 9 structure, and (b) [10g] scan for the b = 11 smacture. 

(From Cowley and Bates 1988.) 

the uncompensated singlet), and suggested that this might explain the stability of the 
2__ phase observed by Koehler et al. (1967), who performed the first diffraction study of 11 
the magnetic phase diagram of Ho in a field. (Although Koehler et al. noted the unusual 
stability of  a structure with rm ~ 0.182c* they did not realize that it was in fact a simple 
commensurable structure.) More recently, Cowley et al. (1991) have studied the neutron 
diffraction pattern exhibited by Ho when a magnetic field is applied along the c-axis. The 
field has the effect of suppressing the onset of the commensurable cone phase found at low 
temperatures in zero-field, and instead produces a sequence of lock-in transformations to 
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a b 

Fig. 15. The self-consistent periodic structures in Ho, calculated at different temperatures. Each circle represents 
the magnitude and direction of the ordered moment in a specific plane, relative to the size of  the moment at 
absolute zero (10 ~uB), indicated by the length of the horizontal lines. The orientation of  moments in adjacent 
planes is depicted by the positions of neighboufing circles. (a) The 12-layer zero-spin-slip structure at 4K. 
The open circle in the centre indicates the ferromagnetic component in the cone structure. (b) The 1 l-layer 
one-spin-slip structure at 25 K. The bunched pairs of  moments are disposed unsymmetrically with respect to 

the easy axis in the vicinity of  the spin slip (Jensen and Mackintosh 1991). 
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Fig. 16. The ordering wave vector in Ho as a function of temperature below 50K. The calculated results 
are shown by the horizontal solid lines, which are connected with vertical thin solid or thin dashed lines 
corresponding respectively to the results obtained at zero field, or at a field of  10kOe applied along the c-axis. 
The symbols show the neutron scattering results of  Cowley et al. (1991) at various values of  the c-axis field 
as defined in the figure. The thick dashed line, between 35 and 48K, indicates the variation of  ~ derived by 
Tindalt et al. (1993) from the position of the primary magnetic peak in a c-axis filed of 30kOe. The smooth 
curve shown by the thin solid line is the temperature dependent position of the maximum in J(q). (From Jensen 

1996.) 
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spin-slip structures with increasing field. In contrast te the zero-field neutron diffraction 
experiments (Cowley and Bates 1988), where a continuous variation of the magnetic wave 
vector with temperature was observed, it was found that below 15 K, the magnetic wave 
vector is always commensurable and forms a Devil's Staircase with increasing field. This 
is illustrated in fig. 16, which shows the temperature dependence of rm measured in four 
different magnetic fields. Although some of the spin-slip structures observed in a field 
are similar to those found in zero-field (for example, ~, ~ ,  and 4) ,  there are additional 
phases which have not been observed previously in Ho (for example, 1~ and 5) .  The 
phase diagram of  Ho in a basal-plane field has also been studied (Jehan et al. 1992), where 
the field again had the effect of stabilizing the 2 phase, and other simple commensurable 
structures. Other studies include the work of Tindall et al. (1993), who have reported the 

1 observation of lock-in transitions in Ho to the wave vectors ~ at 130K, 1 at 98K, and 5 
at 42 K in a magnetic field. The same mean-field techniques that were used to model the 
zero-field spin-slip structures have been recently extended to the case of an applied field. 
As shown in fig. 16, Jensen (1996) was able to obtain remarkably good agreement with 
the data from Cowley et al. (1991), but found that terms of trigonal symmetry had to be 
included in the Hamiltonian, in agreement with an earlier zero-field study (Simpson et al. 
1995). Clearly, elucidating the phase diagrams of the lanthanide metals when subjected to 
a magnetic field still remains a challenging problem nearly three decades after the original 
experiments by Koehler et al. (1967). 

3.3.3. Ancillary measurements 

Further support for the spin-slip model of Ho has come from the observation of anomalies 
in the temperature dependence of its elastic constants and its transport properties. In 
1988, Bates and coworkers reported the results of ultra-sound measurements of the Cll, 
C33, C44, and C66 elastic constants in which anomalies were found near 98, 40, 24, and 
20 K. An example of  the temperature dependence of the elastic constant C44 is shown in 
fig. 17 for shear waves polarized parallel to the c-axis, where clear anomalies are seen for 
temperatures near 18, 24, 98, and 130K. (The behaviour at the N~el point near 130K is 
associated with magnetic ordering. Similarly, there is a rise at 18 K, associated with the 
conical transition.) Bates et al. (1988) also performed complementary neutron scattering 
studies of the temperature dependence of the magnetic structure in the same sample, 
and were able to correlate the anomalies in the elastic constants with the appearance of 

1 *. 1 *.  
c o m m e n s u r a b l e  w a v e  v e c t o r s :  a t  98K, T m = ~ e  , a t  40K, T" m = ~C , a t  24K, T m = 3 C * ;  

and at 20K ~m = 2c*- In a calculation of the elastic constants, Bates et al. showed 
that the broken symmetry associated with all of  these "special" super-commensurable 
structures leads to the anomalies observed in the ultra-sound, and suggested that other 
properties might similarly be affected. (Similar effects have been reported by Venter et al. 
(1992) at 98 K.) Subsequently, anomalies in several other properties of Ho have been 
observed at precisely these temperatures, including resistivity by Willis and Ali (1992) 
and magnetization by Steinitz et al. (1989). It is interesting to note that studies pre-dating 
the emergence of the spin-slip model had suggested that anomalies in thermal expansion 
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measurements of  Tb-Ho (Greenough 1979), and in magnetization measurements of  
Ho-Tb,  and Gd-Y (Hettiarachchi and Greenough 1982) alloys, arose from the formation 
of  high-order commensurable structures. 

3.4. Separation of orbit and spin in holmium 

We now briefly present the results o f  early attempts to separate the spin- and orbital- 
magnetization densities in Ho (Gibbs et al. 1988, 1991). As discussed in sect. 2, the o-  
and x-polarized components o f  the scattered beam are sensitive to different combinations 
o f  the spin- and orbital-magnetization densities. Specifically, if  P = 1, the intensity in the 
c~ channel is sensitive to the spin components only, whereas the x channel is sensitive 
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The dashed lines show the degree of linear polarization calculated from eq. (18) for the non-resonant magnetic 
cross-section under different assumptions: L-6,  S=arbitrary; L=6, S=2; L=arbitrary, S=0. Bottom: the 
brackets indicate the corresponding ratio of the orbital and spin form factors, g(Q), while the solid line gives 

the calculated value. (From Gibbs et al. 1991.) 

to both spin and orbital moments (eqs. 19 and 20). In fig. 18 we show the results of  
measurements o f  the degree of  linear polarization o f  the charge and magnetic scattering 
Pc ~ and Urn, respectively, in Ho for predominantly a-polar ized  incident radiation. The 
respective degrees o f  linear polarization are plotted versus sin(0)/; , .  The solid square at 
Q = 0 represents the incident degree o f  linear polarization P ,  which in these experiments 
was about 0.77. The open circles show the degree o f  linear polarization P~ o f  the charge 
scattering for the (002), (004), and (006) chemical reflections. The solid circles in fig. 18 
represent the average degree o f  linear polarization U m measured for the positive and 
negative magnetic satellites at (0, 0, 2 + r),  (0, 0, 4 4- r) ,  and (0, 0, 6 4- T). The dashed 
line labelled (L = 6, S = 2) shows the degree o f  linear polarization P~m calculated from 
eq. (18) for a spiral assuming L = 6 and S = 2 and using calculated form factors for 
the Q dependence o f  the orbital and spin magnetization densities (Blume et al. 1962). 
The remaining dashed lines show U m assuming first (L = 0 and S arbitrary), and then 
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Fig. 19. The measured polarization of the scattered beam from Ho at 38 K. The solid line has been calculated 
by assuming that R = [(L'. J)/(S. J)[ = 3, as appropriate to the 5I 8 Hund's rule ground state of rio. (The dashed 
mad dotted lines have been calculated assuming that R = 4 and 2, respectively.) At small Q this provides an 
adequate description of the data, but at high Q there is a significant deviation from the expected form. Note: 
the experiments were performed with an incident Jv geometry, so that the expressions developed in section 2 

are not applicable (see Sutter et al. 1999 for details). 

(L arbitrary and S = 0). It is clear from the figure that the predominantly a-polarized 
character o f  the incident beam is preserved upon charge scattering (Pc' > 0), but that 
the incident linear polarization is rotated upon magnetic scattering (P~ < 0). To within 
experimental error, this is consistent with the non-resonant cross-sections for both the 
charge and magnetic scattering. In terms of  the non-resonant cross-section for magnetic 
scattering, this behaviour reflects the fact that the orbital-magnetization density in Ho is 
large relative to the spin magnetization density, and that the x-polarized component of  
the intensity follows a sin-squared dependence on 0 (see eq. 20). 

The measured and calculated ratio of  the orbital to spin form factor, g(Q), are compared 
in the lower panel o f  fig. 18, where the calculations were based on non-relativistic 
Hartree-Fock wave functions. At Q = 0, the calculated ratio (solid line) equals 3.0. At 
higher Q, the ratio increases, reflecting the rapid fall-off of  the form factor for spin in 
Ho. As may be seen, however, the experimental error bars are too large to draw any 
firm conclusions, other than that the orbital contribution is large compared to the spin 
contribution. The limiting factor in determining a more accurate estimate o f  g(Q) is 
the low signal-to-noise ratio in the experiments. More recently Sutter et al. (1999) have 
performed an experiment at the ESRF where the much higher counting rates enabled them 
to show that g(Q) has a form consistent with a ratio o f  3.0 at small Q, as expected for 
the 518 Hund's rule ground state o f  Ho (fig. 19). Interestingly, g(Q) apparently deviates 
from simple predictions at high Q, suggesting that the orbital magnetization may be more 
extended in real space than previously believed. 
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Fig. 20. Rocking curves of  the X-ray magnetic 
scattering for Ho at the (0,0,2+r) reflection plotted 
as the incident X-ray energy is tuned through the 
L m absorption edge at he) = 8067 eV The sample 
temperature was fixed at 32 K, at which temperature 
Ho exhibits a simple spiral magnetic phase with 
rm = 0.189c*. (From Gibbs et al. 1991.) 

3.5. Resonant cross-section 

The effect on the magnetic scattering of tuning the incident X-ray energy through the 
Lm edge of Ho is illustrated in fig. 20, where a series of  rocking curves through the 
(0,0,2+T) peak are shown (Gibbs et al. 1991). Well below the edge at 8000eV, typical 
count rates in the magnetic peak were about 1000 s -1 (on backgrounds of about 1 s 1). As 
the incident photon energy is increased the peak intensity increases, until he) = 8070 eV, 
where the magnetic intensity reaches a maximum. At this energy the measured count 
rate in the magnetic peak is about 45 000 s 1 on a background of about 2000 s -~. Above 
he) = 8070 eV, the magnetic intensity decreases. Thus, the measured peak intensity 
increases by nearly a factor of  fifty when the energy is tuned to the Lm absorption edge. 
Relative to the intensity of  the charge scattering at (0,0,2), the resonant scattering at the 
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(0, 0, 2 + r) reflection is reduced by a factor of order 10 4. The increased background above 
the edge originates in the Ho LIII fluorescence. 

In addition to the resonant enhancement observed for the magnetic scattering at 
(0,0,g = 2 + t), resonant harmonics of the magnetic scattering at g = 2 + 2~', 2 + 3~', 
and 2 + 4 t  have also been observed. The origin of the resonant harmonics has been 
discussed in sect. 2. For each of these harmonics the integrated intensity of un-rotated 
(o channel) and rotated (:r channel) components was determined separately as a function 
of the incident energy, and the results are summarized in fig. 21. The top panel of the 
figure shows the measured absorption coefficient plotted as the incident X-ray energy 
is tuned through the LIII absorption edge. The solid vertical line indicates the inflection 
point of the abrupt change of the absorption located at he) = 8067 eV. In the lower 
panels, the open circles indicate the results obtained for the :r-polarized components of 
the scattered beam, while the solid circles indicate the results obtained for the o-polarized 
component. Referring to the second panel from the top of the figure, it is clear that the o- 
and :r-polarized components of the magnetic scattering have significantly different line 
shapes. In particular, the :r-polarized component of the intensity takes a maximum about 
3 eV above the inflection point of the absorption, while the o-polarized component peaks 
about 3 eV below. Furthermore, the :r-polarized component of the scattering appears 
asymmetric, with a long tail to lower energy. In contrast to this behaviour at t ,  the 
:r-polarized component of the scattering at 2 ~', shown in the third panel, takes a maximum 
below the inflection point of the absorption and the o-polarized component reaches a 
maximum above. At 2r, neither line shape appears asymmetric to within the available 
statistics. For the scattering at 3 t ,  both components peak below the inflection point and 
no scattering is observed above. 

The data presented in fig. 21 is most simply explained by supposing that the energy 
dependence of the diffraction pattern is derived from two excitations, split below and 
above the inflection point of the absorption. In the excitation channel corresponding to 
X-ray energies below the inflection point, resonant scattering exists at four harmonics (T, 
2 t ,  3 T, and 40 ,  while in the channel corresponding to X-ray energies above the inflection 
point, resonant scattering exists at only two harmonics ( r  and 2T). This aspect of the data 
finds a natural explanation in the theory of resonant magnetic scattering, as summarized 
in sect. 2 (Harmon et al. 1988, Hamrick 1994). According to this theory, both resonant 
and non-resonant contributions to the X-ray cross-section may exist for incident X-ray 
energies near the LIII absorption edge. The non-resonant contributions depend on the 
atomic orbital- and spin-magnetization densities, as has been discussed in sect. 2. The 
resonant contributions arise from electric multi-pole contributions to the X-ray scattering 
cross-section. In application to Ho, it has been shown that the dipole-allowed transitions, 
coupling 2p core electrons with 5d-derived conduction-band states, lead to only two 
harmonics: at r and 2r. Similarly, the quadrupole-allowed transitions, coupling 2p core 
electrons to 4f-derived states, lead to four harmonics at r, 2t ,  3 t, and 4t.  It is then natural 
to associate the scattering observed above the inflection point of the absorption in fig. 21 
with the 2p ~ 5d transitions and, similarly, to associate the scattering below the inflection 
point with 2p ~ 4f transitions. Importantly, the observed polarization dependence of 
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the  r e s o n a n t  sca t t e r ing  is cons i s t en t  w i t h  the  po la r i za t ion  d e p e n d e n c e  ca lcu la ted  for  a 

m a g n e t i c  spiral  in  tab le  1. O n  th is  bas is ,  the  m a i n  fea tures  o f  the  ene rgy  and  po l a r i za t i on  

d e p e n d e n c e  o f  the  r e s o n a n t  m a g n e t i c  sca t t e r ing  o b s e r v e d  in  Ho  m a y  be  expla ined.  
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To investigate the line shapes of  these resoaances, and in particular to understand their 
dependence on the induced polarization and exchange splitting within the d band, and 
on the non-resonant magnetic scattering, systematic studies were made of the integrated 
magnetic intensity as a function of Q. In summary, it was found by Gibbs et al. (1991) 
that the data were qualitatively consistent with one-electron predictions for the electronic 
structure of  Ho. The discrepancies between the values of  the fitted parameters and those 
derived from calculations suggest that more sophisticated calculations of  the electronic 
structure may be required before a quantitative comparison is possible. In the calculation, 
for example, the influence of the core-hole on the wave functions of  the excited state has 
been ignored. Therefore, while the present results are consistent with an orbital model 
of the electronic structure which includes exchange splitting of the d band, these fits are 
not unique. It also seems clear that in order to achieve further progress beyond being 
able to comment on the qualitative features of  the line shapes, the higher fluxes available 
from next generation synchrotron sources will be required. The one exception to these 
conclusions found to date concerns the discrepancy found in the Lni/Ln branching ratio, 
which is discussed in more detail in Sect. 5. 

3.6. Critical scattering 
We shall close this section with two examples of  how the resonantly enhanced cross- 
section has allowed new aspects of the critical region near the N6el temperature to be 
explored. Studies performed in this region require the use of resonant techniques to 
enhance the intensity, as the critical scattering is very weak relative to that obtained well 
inside the ordered phase. Even at resonance the measured intensity is proportional to 
the magnetization squared, at least at the first harmonic (Hill and McMorrow 1996), 
and so results taken at resonace may be compared directly to data from neutron 
scattering experiments. The motivation for these experiments is that although the magnetic 
properties of  the Ho (and the other lanthanides) are reasonably well understood in the 
ordered phase, where the magnetic structures have been modelled successfully using 
mean-field theory, the state of affairs in the critical regime remains controversial. 

As is well known, for an antiferromagnet the development of  static long-range magnetic 
order below TN is reflected by the appearance of a new Bragg peak, in the case of  Ho 
positioned at rm. The intensity I of  this Bragg peak grows as a power law in the reduced 
temperature, such that I e( [(TN - T)/TN] 2[~, where /3 is the order-parameter critical 
exponent and has a value that depends on the universality class to which the transition 
belongs. For Ho the value of/3 has been determined by neutron scattering (Eckert and 
Shirane 1976). It is, however, difficult in such measurements to ascertain to what extent 
the derived value of/3 is affected by extinction. By contrast, the relative weakness of  the 
X-ray magnetic scattering signal, even at resonance, ensures that the value of/3 obtained is 
extinction-free. A second, more interesting possibility offered by resonant X-ray scattering 
is that the order parameters characterizing the higher-order satellites at two, three and 
possibly four times rm may be determined. This is of particular interest as predictions 
have been made of what may be termed higher-order critical phenomena, with only a 
few experimental tests (Brock et al. 1986, Aharony et al. 1986, Zinkin et al. 1996). 
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The  temperature  dependence  o f  the integrated intensi ty o f  the first three harmonics  o f  

Ho  in the v ic in i ty  o f  TN is shown in fig. 22 (Helgesen  et al. 1994). The value  of/31 

at the first ha rmonic  is 0.39 + 0.04, and does not  depend on whether  the scattering is 
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measured in the E1 dipole or E2 quadrupole channels. Moreover, its value is consistent 
with that derived from neutron scattering (Eckert and Shirane 1976), and tends to support 
the assignment of the phase transition in Ho to the 0(4) model (/31 = 0.39) as proposed by 
Bak and Mukamel (1976), rather than to the Chiral model (/3 = 0.25, Kawamura 1988). 
The higher harmonics also display power-law behaviour with exponents of/32 = 0.85 ± 0.1 
and f13 = 1.85 -4- 0.1 which do not agree with the results expected for simple mean-field 
scaling, where for the nth harmonic/3n = n x/31. These results have been further discussed 
by Helgesen et al. (1994) in the context of  recent work on the XY universality class (Brock 
et al. 1986, Aharony et al. 1986). The values of/3 determined for the other lanthanides 
using X-ray techniques are considered in sect. 4. 

In the first experiment of  its type, the critical scattering for T ~> TN was investigated 
by Thurston et al. (1993) using resonant X-ray techniques. The unique aspect of these 
experiments is that because of the inherently high wave-vector resolution the critical 
fluctuations can be studied on much longer length scales than is routinely achievable 
with neutron scattering. Hence in principle, X-ray techniques allow the critical region 
to be probed in more detail. A summary of their X-ray data for Ho is shown in fig. 23, 
where they are compared with conventional neutron scattering data from the same sample, 
and with neutron scattering data taken in a high-resolution mode. The striking aspect of  
this figure is that at a given temperature the X-ray data shows a single sharp component, 
whereas the high-resolution neutron data has an additional broad component, and the low- 
resolution neutron data is dominated by the broad component only. The latter corresponds 
to the normal critical fluctuations, so that the existence of the sharp component was not 
expected. The temperature dependence of the correlation lengths of  these two components 
is shown in fig. 24, (overleaf) where the widths of  the peaks have been extracted by fitting 
a model scattering function comprising a sum of a Lorentzian and Lorentzian-squared 
to represent the broad and sharp components respectively. It is clear from this figure 
that the extra sharp component represents true critical fluctuations on a length scale that 
is over an order of  magnitude larger than those associated with the normal component. 
As it transpired, a similar second component had been observed already in the critical 
fluctuations associated with structural phase transitions in a number of  perovskite systems 
(see McMorrow et al. 1990 and references therein). Although a consensus has yet to 
emerge on the detailed origin of  the second component, it seems to be agreed that it 
is predominantly located in a surface skin, some 1-10 ~tm thick, and is probably related 
to the presence of structural defects of  an unknown nature (see Zinkin et al. 1996 and 
references therein). 

4. The lanthanide elements 

4.1. The heavy lanthanides 

With the exception of non-magnetic Yb, X-ray magnetic scattering has now been observed 
from all of  the heavy lanthanide elements. In the case of  ferromagnetic Gd, experiments 
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identified by "high res ' .  (From Thurston et al. 1993.) 

are more difficult to perform as the magnetic scattering falls on top of the much stronger 
charge contribution. (For a preliminary account of progress that has been made in studying 
Gd see Namikawa 1992.) 

4.1.1. Erbium 
Er probably displays the most complex magnetic phases of any of the heavy lanthanides, 
and the gradual way in which the model of its magnetic structure has been refined over 
the years is typical of the steady progress that has been made in our understanding of all 
the lanthanide metals. The basic magnetic structures that exist in Er were determined by 
Cable et al. (1965) using neutron diffraction. This work, combined with the later study by 
Habenschuss et al. (1974), established that the magnetic phase diagram has three distinct 



X-RAY SCATTERING STUDIES OF LANTHANIDE MAGNETISM 45 

regions. (1) Just below TN ~ 87 K the moments lie along the c axis, and have a sinusoidal 
2 modulation of their magnitudes described by a wave vector Tm ~ 7" As the temperature 

is decreased the structure begins to "square up" as the magnitudes of  the moments on 
each site tend to the same value. (2) At T~ ~ 52 K a second phase transition occurs 
and the moments tilt away from the c axis and develop a basal-plane component. (3) At 
Tc ~ 18 K the basal-plane components of  the moments align along the c axis producing a 
cone phase; the basal-plane moments form a helix, and there is a large net ferromagnetic 

5 moment along c. In the cone phase rm - 21" 
The precise nature of  the magnetic structure between T~ and Tc proved difficult to pin 

down for some years, as the neutron scattering data were consistent with two conflicting 
models. The structure could either be a basal-plane helix with an alternating c-axis 
moment, or a cycloidal structure, where the moments form an ellipse in the a -c  plane 
with the major axis of  the ellipse along the c axis. It was originally believed by Cable et al. 
(1965) that the six-fold basal-plane anisotropy was insufficient to confine the basal-plane 
components to an a axis, and so they argued that the cycloid was probably not stable. 
This was subsequently questioned by Jensen (1976), who used a mean-field calculation to 
show that the cycloid was in fact energetically favoured, even in the absence of hexagonal 
anisotropy. 

The main contribution of X-ray magnetic scattering to the study of Er has been to 
shed fiarther light on the phases in the intermediate temperature interval between T~ 
and To, and more recently to characterize the temperature dependence of the magnetic 
order parameter near TN. X-ray magnetic scattering has revealed a great wealth of  new 
information on these intermediate phases that fits most easily with the cycloidal model. 

4.1.1.1. Non-resonant scattering. The first synchrotron based X-ray scattering study of Er 
was by Gibbs et al. (1986), and followed shortly after their work on Ho. These experiments 
were performed well away from the L edges of  Er at incident photon wavelengths of  either 
1.58 or 1.70 A. As was the case for Ho, the X-ray diffraction revealed a complex pattern 
of  peaks arising from magnetic and charge scattering. In fig. 25 a summary of the tem- 
perature dependence of the wave vector of  all of  the additional peaks is given. The most 
striking feature of  this figure is the existence of preferred commensurable values of  the 
wave vectors over certain temperature intervals. This result is strongly reminiscent of what 
was found in Ho, and indeed it was established by Gibbs et al. (1986) that the commen- 
surable wave vectors in Er are an expression of an underlying simple spin-slip structure. 
Before describing this in detail, we first consider several other features of  fig. 25. 

In the intermediate phase below 52 K, satellite peaks appear at rm with rm slightly 
2 On cooling the wave vector decreases and locks to the series of  greater than 7" 

commensurable values 27, 4 19,5 23,6 Zl and 2~. In addition to the scattering at ~'m, there are 
three other peaks which also display lock-ins to commensurable values, and are labelled 
2rm, 2rm - rs and Ts in fig. 25. Polarization analysis of  the various peaks shows that these 
latter three all arise from charge scattering, while the peak at rm has contributions from 
both magnetic and charge scattering. 
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wave vector r m and for  the addit ional scattering f rom lattice modulat ions at 2T m, r S and 2T m - T s. The peak 
observed at T m in the c-axis modulated phase above 52 K is the principle magnetic satellite o f  the (110) reflection, 
obtained by  neutron scattering. A ] ]  remaining data are satellites o f  the Bragg (002) and (004) reflections. The 

X- ray  results at 2w m - r s = 6 were part ial ly obscured by  higher-order contamination, (From Gibbs eta] .  1986.) 

A full explanation for the origin of  these peaks is given by a modified version o f  the 
spin-slip model already described for Ho. Here, we shall first consider the peak at rm. 
The generating structure has rm = ¼, which is formed from one block of  four planes 
o f  moments that point along the c axis, followed by a second quartet of  moments that 
points antiparallel. Other phases are generated by introducing a spin slip into the structure, 
which is equivalent to removing one o f  the moments in a quartet to form a triplet. For 

2 is composed of  a quartet and a triplet which we can example, the phase with Tm = 
write as (43). In table 3 we summarize the observed commensurable wave vectors and 
the spin-slip structures which they reflect. Following similar arguments to those already 
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given for Ho (see eq. 21) the wave vector of  the fundamental magnetic satellite in Er is 
given by 

2n 
- , ( 2 5 )  rm 8n - s 

where there are s slips for every n full (2:r) rotations of  the moments along the c axis. 
The position of the charge satellites may also be explained readily using this model. 

First, the peak at 2rm may be understood by assuming that magneto-elastic distortions 
occur with a frequency of half the magnetic unit cell. Second, the peaks at 2rm - rs and 
r~ can be shown to arise from correlations among the triplet and quartet distributions. 
These correlations produce peaks at 2rm - rs = 2 - 6rs and Zs = 8rm - 2, respectively, in 
agreement with the data shown in fig. 25. 

As well as allowing the identification of the commensurable phases, the high wave- 
vector resolution also makes it possible to study changes in the magnetic coherence length. 
In fig. 26 the X-ray scattering near 2rm is shown for temperatures between 55 and 47.5 K. 
At 52 K, the basal plane component of  the magnetic structure orders and regions of  the 

= 4 . The single peak crystal lock to the commensurate wave vector 2rm = 0.571c* 7c . 
observed at 55 K in fig. 26 splits into three, all of  which appear broader than the resolution. 
At these temperatures there is coexistence among a distribution of magnetic phases (with 
differing wave vectors). It seems likely that the scattering at higher momentum-transfer 
is associated with a pure c-axis modulated structure, while the scattering at smaller 
momentum-transfer corresponds to magnetic structures which also support a basal plane 
modulation. As the temperature is lowered further, the scattering at 2Z~m = %* grows in 
intensity and narrows in width until, at 50.5 K, it dominates the diffraction pattern. By 
49.5 K a second, broader peak becomes visible at lower momentum transfer. At still lower 
temperatures, this second peak grows in intensity and shifts to smaller momentum transfer 

4 . has disappeared until by 48 K the scattering at the commensurate wave vector 2Z'm = 7c 
entirely. In summary, it is seen that the lock-in transformation of the magnetic structure to 

2 *(2rm 4 . rm = 7 c = ~ c ) involves the coexistence of a broad, distribution of incommensurate 
magnetic phases and an ordered, commensurate magnetic phase. The average wave vector 
of  the incommensurate component decreases continuously with temperature. Its radial 
width is approximately constant, however, and corresponds to a correlation length of 
only several hundred A. In contrast, the radial width of  the commensurate peaks are 
often resolution limited, corresponding to a correlation length of several thousand A or 
greater. 

One other notable feature of  the data shown in fig. 25 is that in the non-resonant 
scattering experiments no scattering was observed at the primary satellite position rm in 
the purely c-axis modulated phase that exists above 52 K, where the cross-section varies 
as sin 6 0 and is weak. This observation had to wait for resonant scattering techniques to 
be applied to the problem. 

4.1.1.2. Resonant scattering. The resonant X-ray magnetic scattering from Er was 
studied in some detail by Sanyal et al. (1994) for X-ray energies in the vicinity of  
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the Lm (8358 eV) absorption edge. For temperatures above Tc, it was found that the 
energy and polarization characteristics of  the scattering at Tm were consistent with a 
dipolar E1 transition. In fig. 27 the scattering from the intermediate phase at 4 0 K  is 
shown for energies both on and off resonance. In this figure there are three satellites: 
( 2 + r s )  = 2.105 ~ ( 2 +  2 ) ,  (2+Tin) = 2.267 ~ ( 2 +  4 ) ,  and ( 2 + 2 t m )  = 2.534 
(all in units of  c*). As can be seen, the peaks at 2Z'm and ts in the cr - ~ channel both 
decrease in intensity as the energy is tuned to the absorption edge, as is expected for 
charge scattering processes. It is also evident that the magnetic scattering at rm occurs 
mainly in the ~ ---+ Jr channel, as expected for an E1 transition (see tables 1 and 2). 
Because of the existence of the charge scattering peak at 2Tm discussed above it was not 
possible to test the selection rules for resonant scattering at the positions of  the higher 
harmonics. 

In addition to clarifying the form of the resonant cross-section, the study of Sanyal 
et al. (1994) also produced some intriguing results. For example, the data taken for 
temperatures below 18 K in the cone phase of Er do not fit into any simple picture of  
the resonant scattering process. A scan of the energy at the (0,0,2+Tin) peak in the cone 
phase is shown in fig. 28. Instead of observing a sharp resonance at the Lm edge as found 
at higher temperatures in the intermediate phase, the spectrum displays several peaks well 
away from the edge, witl~ no discernible resonance at the edge at all. Presently it is not 
known whether the effectis intrinsic, related to the change of symmetry that occurs at the 
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transition to the cone phase, or whether it is an artifact o f  the experiment, such as multiple 
scattering. It was also shown by Sanyal et al. (1994) that the cone phase is disordered 
with c-axis magnetic correlation lengths reaching only ~100A. 

4.1.1.3. Neutron scattering and ancillary measurements. Following on from the discovery 
of  the spin-slip structures in the intermediate phase of  Er by Gibbs et al. (1986), several 
neutron scattering experiments were undertaken. The most comprehensive of  these is the 
study by Cowley and Jensen (1992), who used a combination of  neutron scattering and 
mean-field modelling to derive a detailed description of  the spin-slip phases. One of  the 
interesting features of  this work is that the scattering could not be explained unless a 
two-ion coupling of  trigonal symmetry was included in the Hamiltonian. The effect o f  
this coupling is to break the symmetry between the otherwise equivalent two sites in 
the hexagonal unit cell, and causes the cycloid to "wobble" as shown in fig. 29. Other 
neutron scattering studies have mainly focussed on the phase diagram in the presence of  
an applied field (Lin et al. 1992, McMorrow et al. 1992, Jehan et al. 1994). A common 
feature of  these studies is that the spin-slip phases with a ferrimagnetic moment  are found 
to be exceptionally stable. This is illustrated in fig. 30 for the case of  field applied in the 

_ 4 and 6 are seen to dominant, and all o f  these basal plane. The phases with rm ~, 15 
phases have a net ferrimagnetic moment  along c with an odd ratio of  quartets and triplets 
(see table 3). 

In addition to these scattering studies, anomalies associated with the spin-slip phases 
have now been identified in magnetization, AC susceptibility, thermal expansivity, 
and electrical resistance measurements (Ali and Willis 1990, B. Watson and Ali 
1995, 1996a,b, Eccleston and Palmer 1992). For example, in fig. 31 we show the 
temperature dependence of  the resistivity for the e and b axes of  single crystal Er. 
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In the same figure the derivative of  the resistivity is also plotted, where many 
anomalies (indicated by arrows) related to transitions between spin-slip phases are 
apparent. 
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4.1.2. Thulium 

Next to Er, Tm is the only other heavy lanthanide element that orders with a longitudinal 
modulation of the moments along the c axis. In contrast to Er, the c-axis anisotropy in 
Tm is so large that the ordering of the basal-plane components is completely suppressed 
at all temperatures below TN of ~ 56 K. From neutron diffraction it was established that 
the wave vector describing the modulation is weakly temperature dependent below TN, 

2 (Koehler et al. 1962, Brunet  al. 1970). The and at Tc ~ 30 K locks in to a value of 7 
magnetic structure in this phase is similar to that observed in Er just below T~, with a 
quartet of  moments along the positive c axis followed by a triplet of  negative moments, 
which can be be written in the spin-slip notation as (43). The main difference is that in 
Tm the modulation is almost completely square-wave at low temperature, as attested to 
by the presence of  odd-order harmonics in the neutron diffraction patterns. 

The X-ray scattering from Tm has been investigated by Bohr et al. (1990) and by 
Helgesen et al. (1995) for energies both off resonance and in the vicinity of the LIH 
edge (8648 eV). For the non-resonant experiments, charge peaks were observed along the 
[00g] direction at 2 and 4 times the fundamental wave vector rm, and were associated 
with a magneto-elastic distortion of the lattice. In the resonant regime, the scattering at 
(0,0,2-T~) was found to come from the rotated a ~ zc component only. This contrasts 
with the case of  Ho, where both rotated and unrotated components are present at the 
first harmonic, but is in accordance with the selection rules for multipole scattering 
summarized in tables 1 and 2. 

4.1.3. Dysprosium and terbium 

In this section we consider the results of  X-ray scattering experiments on the two 
remaining heavy lanthanide metals not yet considered, Dy and Tb, both of which order 
as basal-plane helices below their respective Nrel temperatures. 

The helical order in Tb is only stable over a very narrow range of temperature, from 
TN = 232 K to about 220 K when the moments undergo a first order transition to form a 
basal-plane ferromagnet (Koehler 1965). The X-ray magnetic scattering from Tb has been 
studied by Gehring et al. (1992) and by Tang et al. (1992b), who both observed a weak 
resonance in the magnetic scattering at the Litr edge (7514eV). The lower limit of  the 
enhancement at resonance was estimated to be 20. The main features of  the magnetism 
were in accord with an earlier neutron scattering study (Koehler 1965). Two notable new 
features uncovered are: the magnitude of the wave vector increases initially just below 
TN, before decreasing monotonically (see fig. 32); the magnetic correlation length in the 
helical phase decreases with decreasing temperature, similar to what had already been 
observed in Tm, Er and Ho. 

In the case of  Dy, helical order persists over a wider temperature range, from its N~el 
temperature of  176 K down to 83 K, when a transition to a basal-plane ferromagnet occurs. 
X-ray magnetic scattering from Dy has been reported by Isaacs et al. (1989) and by 
Helgesen et al. (1995) for energies in the vicinity of  the L1~t edge (7796 eV). Their results 
for the energy and polarization characteristics of  the scattering at the first harmonic rm 
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(From Gehring et al. 1992.) 

were in agreement with those from Ho, and the selection rules for dipole and quadrupole 
radiation summarized in table 1 (Hannon et al. 1988). Helgesen et al. (1995) found that 
the observed magnetic correlation lengths in Dy were shorter than the corresponding 
lattice correlation lengths at all temperatures below TN, and increased dramatically on 
approaching Tc (see fig. 33). 

4.1.4. Magnetic correlation lengths and lattice constants 

A good example o f  the utility o f  high-Q resolution X-ray studies is illustrated in 
figs. 33 and 34 where the temperature dependence o f  the inverse magnetic correlation 
lengths, c-axis lattice parameters, and magnetic wave vectors o f  the heavy lanthanides 
are compared (Helgesen et al. 1995). The temperature scale in each case is normalized 
by the respective N~el temperatures. It is interesting that each of  the peaks in the 
temperature dependence o f  the correlation length (fig. 33) corresponds to a transition 
to a commensurable ferri- or ferro-magnetic state. All o f  these transitions are first order 
and, with the exception o f  Tm, they are accompanied by significant changes in the c-axis 
lattice parameters. It seems clear that the loss o f  long-range magnetic order is produced 
by alterations in the magneto-elastic coupling on passing through the various transitions. 
However, a detailed explanation is lacking. 
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4.1.5. Critical scattering from the heaoy lanthanides 
It is clear from what has already been covered in this section, and in the preceding section 
on Ho, that X-ray magnetic scattering has helped refine our understanding of  the magnetic 
structures found in the heavy lanthanides. Apart  from these structural studies, it has also 
been outlined how X-ray magnetic scattering can be used to study profitably the phase 
transition at TN. We will  end this section on the heavy lanthanide elements by considering 
the work o f  Helgesen et al. (1995), who made a comparative study o f  the behaviour o f  the 
order parameters in Dy, Ho, Er and Tin, measured both at the fundamental wave vector Tm 
and at the higher order harmonics. 
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Although the critical behaviour of  the heavy lanthanides has been the subject of  
numerous theoretical and experimental studies, a consensus has yet to emerge on an 
appropriate description (see Helgesen et al. 1995, and references therein). As both Ho 
and Dy form helices in their ordered phase, they should in principal belong to the same 
universality class. But whether the correct assignment is to the symmetric O(n) model 
with n = 4, proposed by Bak and Mukamel (1976), to the chiral model proposed by 
Kawamura (1988), or to some other model entirely is still unclear. Similarly, for the 
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c-axis modulated systems, Er and Tm, it is still uncertain whether the transition at TN is 
described by the 3DXY or mean-field models. 

The critical behaviours of  higher order satellites near a continuous phase transition are 
of  particular interest, as they provide the opportunity to study the crossover exponents 
of  the respective symmetry breaking perturbations in the spin Hamiltonian. Each order 
of  satellite has an associated order parameter critical exponent given by fin = 2 - a - ¢~, 
where a is the specific heat exponent, and q~, is a crossover exponent. As an example, 
i f  the transition is described by the 3DXY model, then the exponent 02 measures the 
crossover caused by a perturbation of  tmiaxial syrmnetry. For this model, theory predicts 
that fin = on[3, with 

an = n + A,n(n - 1), (26) 

where n is the order of  the harmonic and ~ is a temperature-independent parameter and 
equal to ~ 0.3 for the 3DXY model. For mean-field scaling, fin = n f i  so that 2~ = 0 
(Aharony et al. 1986). 

In fig. 35 a summary is given of  the order parameters measured at the first harmonic 
of  Dy, Ho, Er and T m  (Helgesen et al. 1995). Within error (here ~ +0.05) the derived 
exponents for Dy and Ho are the same and equal to values reported earlier from neutron 
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scattering studies. Also, the exponents for Er and Tm are the same, and are close to the 
mean-field value o f  ½. 

The temperature dependence o f  the higher order satellites is shown in fig. 36, where it 
can be seen that at least for Er and Tm it was possible to measure up to the fourth order 
satellite. An analysis o f  the data from Ho in terms of  eq. (26) shows that 3. = 0.22(8). 
While the data from Dy is consistent with this value o f  )~, it was not possible to exclude 
the possibility o f  mean-field scaling. On the other hand, for both Er and Tm the higher 
order satellites are found to obey mean-field scaling. 

4.2. The light lanthanides 

To date only two of  the light lanthanides, Nd and Sm, have been studied in their 
elemental form using X-ray magnetic scattering. This is due to the fact that the other 
light lanthanides are either difficult to prepare as single crystals (Ce, Eu and Pm), or 
have a very low ordering temperature (Pr). Compared to the heavy lanthanides, the light 
lanthanides are more chemically reactive, exhibit more complex chemical structures, and 
two of  the series (Pr and Nd) exhibit multi-q magnetic structures. All of  these factors 
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combine to make the study of  the light lanthanides a challenging field for X-ray scattering 
investigations. 

4.2.1. Neodymium 
Nd has a double hexagonal crystal (dhcp) structure, with two inequivalent lattice sites o f  
approximately cubic and hexagonal symmetries. In addition, the fact that the magnetic 
order in Nd is multi-q at low temperatures means that the magnetic structure of  Nd 
is probably the most complex of  any of  the lanthanides, and explains why a complete 
understanding of  its magnetic structure has emerged only in recent times. 

Just below TN ~ 19.9K, the moments  on the hexagonal sites in Nd are sinusoidally 
modulated along { 100} type directions in the hexagonal basal planes (Moon et al. 1964). 
This single-q phase persists for approximately 1 K below TN. At lower temperatures the 
moments  rotate in the basal plane away from the high symmetry directions, and a sequence 
of  phase transitions occur to magnetic structures described by an increasing number of  
modulation wave vectors (Moon et al. 1964, Forgan et al. 1989, 1992, McEwen et al. 
1985, Zochowski et al. 1991). Thus, at the lowest temperatures the magnetic structure is 
4q. Order on the cubic sites occurs only for temperatures below 8.2 K. 

One of  the problems that occurs in systems with multi-q ordering is that the interpreta- 
tion of  the data is often complicated by the presence of  more than one magnetic domain. 
This is illustrated in fig. 37 for the 2q phase of  Nd. In order to overcome these difficulties 
attempts are usually made to prepare the system in a single domain state, for example by 
applying a magnetic field or a uniaxial stress, but these attempts are not always successful. 
In their X-ray scattering study of  Nd, D. Watson et al. (1996) found a single double-q 
magnetic domain in zero applied magnetic field. This remarkable result is summarized in 
fig. 38, where from the inset in the lower panel it is apparent that the sample exhibits only 
a single double-q domain. Currently it is not known whether this single-domain state is 
a near-surface effect or a characteristic o f  the particular crystal used in their study. (It is 
known from studies on other systems that the domain population in the near surface of  a 
crystal can be significantly different from that o f  the bulk; Hill et al. 1995b, McMorrow 

(olo) 

? "\ 

(i oo) 

Fig. 37. Pattern of magnetic satellites seen around a 
reciprocal lattice point in the 2q phase of Nd. When 
all three antiferromagnetic domains are present 
there are 12 satellites, shown as the solid and 
open circles. A single-domain sample will produce 
only four satellites, for example, those represented 
by the solid circles. Also shown are the coupled 
q vectors that give rise to these four satellites. 
(From D. Watson et al. 1996.) 
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et al. 1997.) In the context of  the study of Nd, the significance of the work of Watson 
et al. is that it establishes directly the multi-q nature of  the ordering in zero field. 

Another noteworthy aspect of  the work olD. Watson et al. (1996), and in contrast to the 
results from the heavy lanthanides, the resonant signal at the LH edge was greater than at 
LIII. In fact, the ratio of  the enhancement in intensity at the two edges, the branching ratio, 
was measured to be I(Llt)/I(Lrii) ~ 6. This differs from the predictions for the resonant 
cross-section considered in its simplest form, for which the LH and LIII intensities are 
approximately equal (Hannon et al. 1988). 

4.2.2. Samarium 
The crystal structure of  Sm is unique amongst the lanthanides. The unit cell comprises 
nine close packed planes in the sequence ABABCBCAC along the c axis. As with the 
dhcp structure, there are sites of  approximately cubic (C) and hexagonal (H) symmetries, 
so that the stacking sequence may be written CHHCHHCHH. From neutron scattering 
measurements on an isotopically enriched sample (Sm has a high absorption cross-section 
for neutrons), Koehler and Moon (1972) determined that below 106 K the moments on 
the H sites order along the c-axis in a ferrimagnetic structure that may be written as 
C + +C - - C  + +, where a +(-)  indicates order on a hexagonal site with a moment 
parallel(anti-parallel) to the c axis. 

The X-ray resonant magnetic scattering from Sm has been investigated for energies in 
the vicinity of  the LH and LIII edges by Lee et al. (1993), and by D. Watson et al. (1995). 
In both cases the results are qualitatively in agreement with the known magnetic structure 
of  Sm. The branching ratio for the scattering at the two edges, I(LI1)/I(LfI1), was found 
to be approximately one half, as shown in fig. 39, (overleaf) in contrast to the results 
described above for Nd. 

5. Alloys, compounds and superlattices 

Up to this point we have concerned ourselves solely with X-ray scattering from the 
lanthanide elements. In this section we shall review key results that have been gathered 
on composite systems containing lanthanides including alloys, compounds and artificial 
structures, such as superlattices and thin films. The aim here is not to give an exhaustive 
list, but rather to choose examples that illustrate how the unique characteristics of  the 
X-ray scattering cross-section can be exploited to illuminate particular features of  the 
system under investigation. As we shall see, the chosen examples encompass many 
disparate fields, and this reflects the wide ranging applicability of  the technique. 

5.1. Lanthanide alloys 

In a general context, the study of  random alloys has helped to advance our understanding 
of the magnetic interactions in the lanthanides (Jensen and Mackintosh 1991). From an 
X-ray scattering point of  view the appeal in studying these systems is to apply resonant 
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scattering techniques. By tuning the X-ray energy to the L edge of one the constituents 
it is possible to selectively enhance its contribution to the total magnetic scattering. This 
species-sensitive magnetic diffraction is a unique feature of  X-ray resonant scattering, and 
several experiments have now been performed to exploit it in a variety of  ways. 

5.1.1. Ho-Er 

As has been outlined in previous sections, Ho and Er each exhibit spin-slip structures 
at low temperatures, and the expectation is that alloys of  these two elements should 
also display some interesting and related features. Indeed a neutron scattering study of a 
Ho0.sEr0.5 alloy by Howard and Bohr (1991) revealed three distinct temperature intervals. 
(1) 47.5 K~< T ~< 104K. The alloy orders at a temperature close to the weighted average 
of the bulk transition temperatures, but unusually the moments form a c-axis modulated 
spiral in which the Ho and Er moments adopt different tilt angles with respect to the basal 
plane. (2) 35 K ~< T ~< 47.5 K. The Ho and Er moments collapse into the basal plane to 
form a flat helix. (3) T ~< 35 K. The Ho and Er moments lift out of  the basal plane to 
form a cone. 

Pengra et al. (1994) studied a single crystal of Ho0.sEr0.5 using resonant scattering. 
In fig. 40 a comparison is given between the modulation wave vector q determined both 
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et al. 1994.) 
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from neutron and X-ray scattering experiments, where dhe X-ray data were obtained with 
the energy tuned to the Lm edges of Ho and Er. These results establish that in the alloy 
the individual Ho and Er moments order with the same wave vector, so as to produce 
a structure described by a single wave vector. A similar comparison for the temperature 
dependence of the intensity of the magnetic scattering is given in fig. 41. Here it can be 
seen that whereas the neutron data has an increase in intensity in the intermediate phase, 
the X-ray data has a dip. This was shown by Pengra et al. to arise from differences in 
the geometric selection rules for neutron and X-ray resonant magnetic scattering. The 
former is sensitive to the component of the moment perpendicular to Q, while for dipolar 
transitions the latter is most sensitive to the component of the moment along the scattered 
wave vector (Hill and McMorrow 1996). Thus, for Q along [00g], as the moments collapse 
into a basal plane spiral the former increases and the latter decreases. The study by Pengra 
et al. also highlights how X-ray and neutron scattering can be combined to good effect 
to tackle a complex structural problem. 

5.1.2. Dy-Lu 
Everitt et al. (1995) also exploited the species-sensitivity of the resonant cross-section in 
their study of Dy alloyed with non-magnetic Lu. (Lu is the last element in the lanthanide 
series, and as such has a full complement of fourteen 4f electrons and no net 4f moment.) 
The novel aspect of this experiment was that the X-ray scattering displayed a resonant 
peak not only at the Dy Lm edge, but also a much weaker peak at the Lm edge of Lu 
(fig. 42). From the selection rules governing the polarization dependence of magnetic 
scattering, it was shown that the latter peak was magnetic in origin. As expected, it was 
found that the Lu scattering peaked at the same wave-vector in reciprocal space, and 
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the same sample. (From Everitt et al. 1995.) 

followed the same temperature dependence (see fig. 43), as the scattering at the Lm edge 
of Dy. I f  we recall that a dipole transition at the Lm edge of the lanthanides couples a 
2p3/2 core state to a 5d level, and that in the lanthanides the 5d electrons form part of  the 
conduction band, then it is apparent that the scattering at the Lu Lm edge is sensitive to 
the magnetization of the 5d band induced at the Lu sites. By comparing the intensity of  
the scattering at the two Lm edges, the amplitude of the 5d polarization was estimated 
to be about 0.2/~B per atom, within a factor of  two of its mean-field value. 

5.1.3. Ho-Pr  

A recent related study to the work on Ho-Er involves a combined X-ray and neutron 
scattering characterization of the structure and magnetism of a series of Ho-Pr  alloys 
(Goff et al. 1998, Vigliante et al. 1998). In contrast to Ho, Pr has a dhcp chemical lattice 
and a non-magnetic singlet ground state which does not exhibit magnetic ordering above 
T = 0.05 K. The combined results show that the alloys exhibit three distinct lattice and 
magnetic structures versus Pr concentration, c. In the Pr-rich phase (c(Pr) > 60%), the 
alloy chemical lattice has dhcp symmetry and does not exhibit magnetic ordering down 
to 0.1 K, just as in bulk. For Pr concentrations between 40 and 60%, the alloys have 
a Sm lattice and magnetic structure. In the Ho-rich phase (c(Pr)< 40%), the chemical 
lattice has hcp symmetry and supports a spiral magnetic structure, as in bulk Ho. Each 
of the magnetic alloys exhibited a concentration-dependent N6el temperature and lock- 
in transitions to simply commensurate wave vectors at low temperatures (see fig. 44). 
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In the Sm-like phase, the magnetic wave vectors remained locked to rm = ½ at all 

temperatures, while in the spiral phase they locked to rm = 2, the latter is reminiscent 
of  Ho thin films. X-ray resonant magnetic scattering was also used to show that a small 
static spin-density-wave is induced in the alloy 5d bands, propagating at both Ho and 
Pr sites of  the spiral and Sm-like magnetic structures. To within the available statistics, 
it was found that the induced Pr 5d moment/atom was independent of  concentration. 
Among the most intriguing results of  these studies was the observation of asymmetric 
LIzI/LrI branching ratios, just as previously observed in the pure elements (Gibbs et al. 
1991, Hill et al. 1995a, D. Watson et al. 1995). Specifically, it was found that LIII/Ljt 
(Ho) ~ 10 and Lm/LH (Pr) ~0.1.  In the simplest theories (Harmon et al. 1988), these 
branching ratios are predicted to be of  order unity. Resolving these discrepancies will be 
required before induced moment amplitudes can be reliably extracted from the resonant 
intensities. Moreover, their existence in both the heavy and light elements implies that 
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the standard picture of  the lanthanide electronic structure used in the calculations of  the 
resonant cross-section is not adequate (van Veenendaal et al. 1997). 

5.2. Compounds 

5.2.1. Magnetism and superconductioity in RNi2B2C 
The RNi2BzC (R = lanthanide) family of  compounds are of  interest because the ground 
state may either be superconducting or magnetic, or even both at the same time. The 
study of the interaction between these two ground states has benefited greatly from the 
use of X-ray magnetic scattering techniques, with perhaps the study of HoNizBzC being 
the prime example (Hill et al. 1996). 

HoNi2BzC adopts a tetragonal crystal structure (space group I4/mmm) and is a type- 
II superconductor for temperatures below Tc = 8 K. Approximately 1 K lower the Ho 
4f moments order with an incommensurable modulation, and at the same temperature 
there is a large reduction in the upper critical field He2. (Currently, a clear picture of  
the role of  the smaller Ni moments is not available.) Below 5 K, the 4f  moments are 
confined to the a-b plane and are antiferromagnetically coupled along the c axis. The 
main contributions of  X-ray scattering experiments in the study of this material has been 
to show that the magnetic structure of  the incommensurable phase is more elaborate than 
had been deduced from neutron diffraction. These latter measurements had indicated that 
the incommensurable phase was characterized by two wave vectors, qc = 0.915c* and 
qa = 0.585a*. Utilising the higher Q resolution of X-ray scattering and the resonant 
enhancement of the magnetic scattering at the Lm edge of Ho, Hill et al. (1996) were 
able to show that the c-axis modulation was in fact comprised of two components with 
wave vectors of  ql = 0.906c* and q2 = 0.919c*, as shown in fig. 45. At the lowest 
temperatures studied in the antiferromagnetic phase a scan along the [00g] direction 
revealed a sharp peak at the (0,0,3) position, confirming the simple antiferromagnetic 
stacking of the moments. For temperatures above 5 K this peak broadened and decreased 
rapidly in intensity, and two new peaks appeared near (0,0,2.906) and (0,0,2.919). The 
interaction between complex incommensurate order and the superconducting ground state 
revealed in this study has yet to be explained and, as Hill et al. (1996) point out, it provides 
a good test case for theories of antiferromagnetic superconductors. 

Although not a superconductor, the X-ray study of GdNi2BzC by Detlefs et al. (1996) 
is also worth mentioning in this section, as it represents the first attempt to solve a 
magnetic structure by combining resonant and non-resonant techniques. Due to the very 
large neutron absorption cross-section of naturally occurring Gd, GdNi2B2C is unsuitable 
for study with neutron diffraction, and so prior to the study of Detlefs et al. (1996) all 
that was known about its magnetic structure had been gleaned from bulk probes, such as 
magnetization experiments. These had established that the Gd 4f moments order below 
TN = 20 K, and indicated the existence of a possible spin reorientation below TR = 14 K. 

The X-ray scattering experiments of  Detlefs et al. (1996) were performed with the 
sample mounted in the (h0£) zone, and with the a axis bisecting the incident and 
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of the integrated intensity expected from 
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(dot-dashed line), and c axis (dashed line) 
respectively. (From Detlefs et al. 1996.) 

scattered beams. A standard vertical scattering geometry was used, so that the non- 
resonant magnetic cross-section is (eq. 6) 

lnon-res C< S~ sin 2 20 + 4 sin 4 0 [S, sin 0 + (Lc + Sc) cos 0]. (27) 

Here S~,b,c and La,b,c are the components of the spin and orbital angular momenta along the 
crystal axes. In writing down eq. 27 only the terms in the cross-section that depend on the 
direction of the spin have been given. For the case of Gd, L is essentially zero, and hence it 
is apparent that at small scattering angles the non-resonant scattering is most sensitive to 
the b component of the spin. At higher scattering angles all three components contribute to 
the measured intensity. In the dipole approximation the resonant scattering at the L edges 
assumes a particularly simple form for the configuration used in the experiment, oiz., 

Ires OC (Ma sin 0 - Mc cos 0) 2 , (28) 

where Ma and Mc are the components of the magnetic moment along the a and c axes, 
respectively (see eq. 11). It is evident that the resonant cross-section is insensitive to 
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Fig. 47. The two components of the ordered 
magnetic moment along the b and c axes 
in GdNizB2C feature the same modulation 
wave vector qa ~ 0.55 a*. However, the 
measurements did not yield any information 
on the relative phase shift A0 between the 
two oscillations. Two possible structures with 
A0 = ¢~ (spiral like, a) and AO = 0 (transverse 
wave, b) are displayed. (From Detlefs et al. 
1996.) 

the b component of  the moment. Thus, by comparing how the intensity of the non- 
resonant and resonant cross-sections vary as a function of the scattering angle it is possible 
to obtain the three components of  the magnetic moments from one orientation of the 
crystal. 

From the non-resonant scattering, the phase transition at 20 K was shown to be into 
an incommensurably modulated phase described by a single wave vector q ~ 0.55a*. 
While the intensity of  the non-resonant scattering increased smoothly with decreasing 
temperature, the resonant intensity increased abruptly below 13.6K. From the above, it 
is immediately clear that moments in the temperature interval 13.6K ~< T ~< 20K align 
along b, transverse to the modulation direction, and that for temperatures below 13.6 K, 
the moments develop a component either along the a or c axes. In order to distinguish 
between these possibilities, the variation of the integrated intensity of  the satellites along 
[h,0,0] was compared with the above expressions (see fig. 46). It was concluded that in 
the low temperature phase the moments in fact develop a component along the c axis. 
However, this information was not enough to uniquely solve the structure, as the relative 
phase between the b and c axis components could not be determined, so that the data are 
consistent with either of  the models shown in fig. 47. 

5.2.2. Valence fluctuations in TmSe 

TmSe has a mixed valence ground state where the Tm ions fluctuate between a 4f 12 
(Tm 3+) and a 4f  13 (Tm 2+) configuration. What distinguishes TmSe from other mixed- 
valent systems is that both configurations are magnetic with anti-ferromagnetic order 
being established below TN = 3.2K (Bjerrum Moller et al. 1977). The two possible 
configurations have a slightly different binding energy, and this manifests itself in the 
X-ray absorption spectrum at the L edges, where two resonant "white lines" are observed 
with a separation of ~7 eV. This separation is greater than the energy resolution that 
is routinely achievable with standard diffraction techniques at a synchrotron, and the 
possibility therefore exists to use resonant X-ray magnetic scattering to probe selectively 
the magnetic correlations of  the Tm 2÷ and Tm 3÷ valence states. Such an experiment has 
in fact been performed by McWhan et al. (1993), and the key results of  their work are 
given in fig. 48. 
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In the top panel o f  fig. 48 the energy dependence o f  the absorption coefficient calculated 
from fluorescence measurements is shown for energies in the vicinity o f  the LIE edge 
of  Tm (8648 eV). In addition to the main peak, the spectrum also has a distinct bulge 

8 eV lower in energy. This extra feature is even more evident in diffraction as shown 
in the middle panel o f  fig. 48, where the data were taken with the instrument set for 
for the (003) antiferromagnetic peak, and where a polarization analyser was used to 
select the magnetic signal in the ~ - sT channel. The fact that two resolved peaks are 
seen at energies corresponding to the Tin 2+ and Tm 3+ valence states in a diffraction 
geometry immediately establishes that both valence states exhibit long-range magnetic 
order. McWhan et al. (1993) went on to show that a good description o f  the data was 
obtained using an Anderson impurity model, where the Tm ions spend approximately 
equal amounts o f  time in the two possible configurations. 
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5.2.3. Interplay of structure and magnetism in CeSb 

CeSb has continued to attract interest over the years as it has the most complex phase 
diagram of any of the lanthanide monopnictides, and arguably of any binary compound, 
added to which is the fact that it has several other anomalous properties. (For a recent 
review, see Vogt and Mattenberger 1993.) Although many different techniques have been 
applied to unravelling the phase diagram, almost all that we know about the details of 
the magnetic structures come from a series of neutron diffraction studies. Recently, the 
results of an X-ray scattering study have been reported by McMorrow et al. (1997), who 
performed experiments for X-ray energies both in the vicinity and well away from the 
L edges of Ce. 

In the non-resonant regime at 9.4 keV, peaks were observed with commensurable wave 
vectors below TN, as summarized in fig. 49. From their polarization and wave-vector 
dependence, these were deduced to arise mainly from a periodic lattice distortion. It 
transpired that the relationship, between the position of these peaks and the magnetic 
peaks seen with neutrons could be explained in terms of a modified version of the spin-slip 
model developed for Ho. (The structural peaks had not been reported in earlier neutron 
scattering studies, and indeed are probably not observable with this technique as they 
would be masked by more intense high-order harmonics from the magnetic structure.) In 
the resonant regime, weak resonantly enhanced scattering was found at the LII edge of 
Ce. Thus, it has been established that X-ray scattering is a useful probe of the magnetism 
in compounds of Ce, and as these often display various anomalous properties (heavy. 
fermion, intermediate valence, etc.) it can be anticipated that more studies of  this type 
will be forthcoming in the near future. 
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5.3. Superlattices and thin films 

One of the developments that has helped rejuvenate interest in the lanthanides in the 
last decade is the production of artificial structures, such as superlattices and thin films, 
using molecular beam epitaxy (MBE). This technique offers the possibility to combine 
lanthanide elements in novel structures with a control of the growth process down to the 
atomic level. A wide variety of systems has now been fabricated and many interesting 
results have been reported, as reviewed by Majkrzak et al. (1991), Rhyne et al. (1994) and 
Cowley et al. (1995). At first glance, X-rays appear to be an ideal probe for this type of 
system as their thickness (typically 1 gin) is better matched to the penetration depth of an 
8 keV photon, than it is to that of a thermal neutron. This has been borne out in studies 
of thin films of the lanthanides and their alloys (Helgesen et al. 1994, Gehring et al. 
1996, Helgesen et al. 1997, Vigliante et al. 1998, Everitt et al. 1995). To date, however, 
there have been relatively few studies of lanthanide superlattices using X-ray magnetic 
scattering. One of the reasons for this is that the chemical superlattice structure produces 
harmonics which may overlap with the magnetic scattering and be of similar or much 
greater intensity. (In the case of neutron scattering the magnetic scattering from lanthanide 
superlattices is often much stronger than the scattering from the chemical satellites.) In 
addition, the specular reflectivity from a series of ideally terminated interfaces leads to 
charge scattering along the growth direction of an intensity comparable to the magnetic 
signal itself. As will be illustrated below, these limitations can be partly overcome by 
employing polarization analysis. We expect that as it becomes easier to manipulate the 
polarization of the X-ray beam, using for example quarter wave plates, etc., more studies 
will be attempted on these and related systems. 

5.3.1. Gd/Y superlattices 
The study of interfacial magnetism in Gd/Y superlattices by Vettier et al. (1986) was 
one of the early successes of X-ray magnetic scattering. The sample studied had the 
composition [Gd21/Y21140, where there were 21 planes of Gd and 21 planes of Y in a 
superlattice period, which was repeated 40 times. One of the challenges offered by this 
system is that the Gd moments couple ferromagnetically both within the Gd blocks and 
across the non-magnetic Y blocks. The charge and magnetic Bragg peaks thus fall at the 
same positions in reciprocal space. (This is in contrast to all of  the examples we have so 
far considered, where the charge and magnetic scattering occurred at different points in 
the Brillouin zone.) The positions of the Bragg peaks perpendicular to the layers can then 
be written as Q(l, m) = 2~(l/e + re~A), where c is the average lattice constant, A is the 
superlattice period and l and m are integers. In the case of ferromagnetic order the charge 
and magnetic scattering can be separated by the use of the polarization dependence of 
the magnetic cross-section. 

To understand the way in which this is achieved we first recall from eq. 2 that the X-ray 
scattering amplitude may be written as 

f =)Co + f '  + i f"  +fmagnetie. (29) 
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We then assume that the incident beam is perfectly plane polarized (~r), and that the 
magnetic ion has L = 0 which is a good approximation for Gd 3+. If a large enough 
magnetic field is now applied so that the moments align perpendicular to the scattering 
plane, then from eq. 6 the magnetic contribution assumes the simple form 

fmagnetic = ir0 m ~  sin(20)S2, (30) 

where $2 is the component of the spin perpendicular to the scattering plane and all of the 
response is in the a -  a channel. 

In the experiment the field is flipped with a concomitant change in the sign o f f  rnagnetic. 
The change in intensity is then recorded, with the measurement cycle repeated a number 
of times to improve the statistics. From the above two equations it can readily be seen 
that the relative change in intensity on reversing the field is dominated by the interference 
between f "  and the magnetic contribution, and may be written as 

A/ f" sin(20)S2 
~ -  o( (J~ +f,)2 +f ,2"  (31) 

The change of intensity on field reversal was measured for superlattice satellites around 
the (002), (004) and (006) Bragg peaks. The results are summarized in fig. 50. The 
measurements were then compared with different models for the magnetic structure in 
the interface region, as also shown in fig. 50. The best description of the data was found 
to be one in which the Gd moment is fully saturated at the centre of each Gd block, with 
a smooth reduction in the size of the moment through the interface region as shown in 
the top panel. 

5.3.2. Ho/Er superlattices 
Ho and Er may be viewed as having competing anisotropies, in the sense that in 
its ordered phase the magnetic moments in Ho are predominantly confined to the 
basal plane, whereas the moments in Er are mainly polarized along the c axis. In 
this way Ho/Er superlattices offer the opportunity to study the effects of competing 
anisotropies at magnetic interfaces. Prior to the X-ray experiments, neutron diffraction 
experiments had revealed some unexpected features. For temperatures in the interval 
TN(Er) ~< T ~< TN(HO) the Ho moments form a basal-plane spiral which propagates 
coherently through the paramagnetic Er. Below TN(Er) the coherence length of the basal- 
plane magnetic order decreases on cooling, and the longitudinal (i.e. c axis) component of 
the Er moment fails to develop long-range order at all. We thus have the unusual situation 
that the basal plane order of the Ho ions propagates coherently through the Er, but the 
longitudinal order of  the Er ions is confined to a single Er block. 

In an attempt to gain further insight into the magnetic correlations in this system, 
resonant X-ray magnetic scattering experiments were performed on a [Ho20/Er20180 
superlattice (Simpson et al. 1996). The experiments were performed with the energy tuned 
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Fig. 50. Summary of the X-ray scattering 
from a GdfY superlattice. Top: three 
models for the magnetic-moment modula- 
tion. Bottom: the calculated flipping ratio 
corresponding to no magnetic contribution 
from the two interfacial layers (dashed 
curve), a smooth decrease in the moment 
(solid curve), and a uniform reduction in 
moment (i.e., a moment modulation that 
comes from the composition modulation) 
(dotted curve), compared with the values 
measured at 8.04keV Key: the satellite 
peaks are labelled as Q(l, m), so that the 
(002) Bragg peak in this notation is written 
as Q(2, 0), and its first-order superlattice 
peaks Q(2,1), etc. (From Vettier et al. 
1986.) 
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Fig. 51. The temperature dependence of the 
X-ray scattering from Ho20/Er20 for scans of the 
wave-vector transfer along [00g]. The energy 
of the photons was equal to the L m edge 
of Ho (8075eV). The scans were performed 
in warming from 15K at intervals of 10K. 
The vertical lines represent the positions of 
the snperlattice charge peaks. (From McMorrow 
et al. 1995.) 

to either the Lm(Ho) or Lm(Er) edge, but magnetic scattering was only found at the 
former. The temperature dependence o f  the X-ray scattering is shown in fig. 51 with the 
energy tuned to the Lm(Ho) edge. As the sample is cooled below its N~el temperature o f  
123(1) K, a peak appears at I ~ 1.72, corresponding to a wave vector o f  q = 0.28c*. On 
further cooling the peak moves to higher l, increases in intensity and broadens rapidly 
below 70 K. The fact that a scan of  the incident energy through this feature revealed a 
sharp (~10 eV, FWHM) resonance at the Lm(Ho) edge shows that this peak is magnetic 
in origin, and arises predominantly from the Ho. At least for temperatures above 55 K, 
weak magnetic superlattice peaks are evident flanking the main peak with a separation 
o f  0.05 r.l.u., the same spacing as the chemical satellites. (The origin o f  the broad feature 
that appears below 60 K around l = 1.68 is unknown.) The temperature dependence o f  
the Ho magnetic correlation length is shown in detail in fig. 52. From these results, it is 
clear that the X-ray results are qualitative in agreement with the neutron data (Simpson 
et al. 1994), and reflect the effects o f  competing crystal-field interactions between the 
Ho and Er: specifically that above TN(Er) the Ho moments order into a structure with a 
long coherence length, and that this coherence is reduced markedly when Er moments 
attempt to order. Figure 51 also serves to illustrate some of  the problems in applying 
X-ray magnetic scattering to study superlattices, as it is evident that the satellite charge 
peaks are o f  a similar magnitude as the main magnetic peak, and that the two sets can 
overlap in certain temperature intervals. 
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Fig. 52. The temperature dependence of the 
Gaussian width of  the principal magnetic 
peak from a Hoz0/Er2o superlattice. For 
T 7> TN(Er ) the width is constant, and 
decreases rapidly below this temperature. In 
the temperature interval marked by a C the 
position of  the magnetic peak coincided with 
that of  a charge peak, so that its width could 
not be determined. (From Simpson et al. 
1996.) 

5.3.3. Erbium thin films 
Recently a series of  Er thin films have been studied by X-ray resonant magnetic scattering 
(Helgesen et al. 1997). As in earlier studies of Ho thin films, a central issue involves the 
modification of the magnetic phase diagram as a result of  the strain arising from the 
lattice mismatch between the thin film and the substrate. Figure 53 shows a comparison 
of the temperature dependence of the magnetic wave vectors of  two Er films with the 
bulk behaviour. One of the Er films was grown on a Y substrate (leading to an in-plane 
expansion and an out-of-plane compression of the film), while the other was grown on 
a Lu substrate (leading to an in-plane compression and an out-of-plane expansion). It is 
apparent from the figure that the main differences between the films and the bulk include 
multi-phase coexistence, marked hysteresis and the suppression of the 2~ cone structure 
at low temperature. Moreover, while in the thin films the lattice retains its hcp symmetry, 
the structural and magnetic coherence lengths are reduced, reflecting a high degree of 
disorder. These kinds of  effects are typical of lanthanide thin films when compared to the 
best bulk crystals and generally reflect the strain imposed by the substrate. Interestingly, 
in Er/Lu below 20 K, two new magnetic wave vectors ( ~  and 6 )  falling between ~ and 
1 appear. These probably correspond to conical phases, like the 2~ phase of the bulk, but 
that remains to be verified experimentally. 

5.4. Resonant branching ratios 

When performing resonant scattering experiments, of  the type described in this and 
earlier sections, it is important to understand what factors determine the intensity of  
the observed signal. What is of  most interest is to be able to relate the magnitude of 
the resonance at any one absorption edge to details of  the resonant process, including 
whatever effects the electronic and magnetic structure may produce. For the lanthanides 
one of the factors that has attracted some interest is the relative intensity of  the resonant 
enhancement at the LII and Lm edges. Here we remind the reader that the former arises 
predominantly from 2pl/2---+ 5d and the latter from 2p3/2---+ 5d dipole transitions, and 
that within a simple one-electron view of the resonance process the ratio of  intensities 
measured at these two edges is expected to be of  order unity. In table 4 we summarize the 
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Table 4 
A summary of materials that have been studied using resonant x-ray magnetic scattering techniques where 

estimates of the intensity branching ratio I(L./Lz11) have been given (after D. Watson et al. 1996) 

Element Branching ratio Sample Reference 
I(L,/L,1) 

La 

Ce 
Pr 
Nd 

Pm 

Sm 

gu 

Gd 

Tb 
Dy 
Ho 

Er 

Tm 
Yb 
Lu 

>>1 CeSb McMorrow et al. (1997) 
~10 Ho--Pr alloy Vigilante et al. (1998) 
~6 Nd D. Watson et al. (1996) 

~100 Nd2CuO 4 Hill et al. (1995a) 
>>! NcLNi2BzC Detlefs et al. (1997) 
-50 Nd2BaNi Q Zheludev et al. (1996) 

-0.5 Sm D. Watson et al. (1995) 
-10 SmNi2B2C Detlefs et al. (1997) 
~0.5 E u A s  3 Chattopadhay et al. (1992) 
~! GdSe Costa et al. (1996) 
- i  GdNi2B2C Detlefs et al. (I996) 
-1 Tb Perry et al. (1998) 

-0.1 Ho Gibbs et al. (1991) 
HoNi2B2C Hill et al. (1996) 

-~0.1 Er Sanyal et al. (1994) 
<<1 Tm Bohr et al. (1990) 

materials where the I(LH/LIID ratio has been reported. It is clear that this ratio deviates 
from unity for many of the lanthanide ions, and that it does so in a systematic way. In 
the middle of the series (Eu, Gd, Tb) the ratio is close to unity, whereas for the light 
lanthanides (Ce, Pr, Nd) it tends to be greater than one, and in the heavy lanthanides 
(Ho, Er, Tin) it is much less than one. A similar trend has been noted in X-ray magnetic 

circular dichroism experiments on various ferromagnetic lanthanide compounds (see van 
Veenendaal et al. 1997, and references therein). (The resonant scattering cross-section is 
essentially proportional to the modulus squared of the dichroic signal.) This variation has 
been explained by van Veenendaal et al. as arising from a contraction of the final-state 
5d radial wave functions due to orbit-orbit exchange interactions mainly with the 4f  shell. 
This interaction causes the 5d wave function to either contract or expand ("breathe") 
depending on whether the 5d and 4f moments are parallel or anti-parallel. As the resonant 
amplitude depends on the radial matrix elements, a contraction of the 5d band produces a 
larger resonant enhancement. When the details are worked through (van Veenendaal et al. 
1997) it is found that the systematic variation of the dichroic branching ratio across the 
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lanthanide series seems well accounted for. The same arguments apply to the variation of 
the branching ratio seen in resonant scattering experiments. One interesting possibility 
that may follow from these ideas is that the different values for the branching ratios 
obtained for compounds containing the same lanthanide (such as the different ratio found 
in metallic Sm and SmNi2B2C, or the values reported for pure Nd and its compounds) 
reveal important information concerning the band structure. 

6. Summary 

Starting with the first experiments performed by de Bergevin and Brunel on NiO in 1972, 
remarkable progress has been made in the study of magnetism using X-rays. Progress was 
at first steady, but has accelerated rapidly within the last decade as more and better sources 
of synchrotron radiation have come on line, and a greater understanding of how to exploit 
them has been won. X-ray studies of the lanthanides in particular have produced a great 
wealth of information. This includes, on the one hand, a deeper insight into the specific 
magnetic properties of these elements, while on the other, it has allowed general principles 
of the X-ray scattering cross-section to be both explored and developed. On the theoretical 
front the salient features of the non-resonant and the resonant cross-sections are now well 
understood. Probably the main challenge here is to establish a framework for the resonant 
cross-section that is capable of explaining the discrepancies from the one-electron view 
of the resonant process, such as the asymmetry in the branching ratios (L-edges) for the 
light and heavy lanthanides, and to push into the inelastic regime. Presently, the pace of 
innovation in experimental techniques shows no sign of slowing, with recent examples 
including the observation of surface magnetic scattering (Ferret et al. 1996, G.M. Watson 
et al. 1996), and the application of high-energy X-rays to the study of magnetic phase 
transitions in transition metal compounds (Brfickel et al. 1993). It is certain that more 
extensive use will be made of the polarization dependence of the X-ray cross-section, 
most immediately by exploiting ¼-wave plates on undulator sources (Sutter et al. 1997). 
In this regard it is worth making the point that polarization analysis is in many ways easier 
to perform for X-rays than neutrons, and this gives even greater incentive to develop fully 
these techniques. 
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al, at, ŒÜ sound attenuation coefficients as 
F(~]), F 0 s-f exchange interaction integrals r 
A~i degree of relaxation of Young's modulus ¢ 
6(r) Dirac's function 
e~ mechanical strain tensor components cp 
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lanthanide (rare earth) metals 
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1. Introduction 

In this chapter we shall consider the properties of lanthanide metals, their alloys and 
compounds which can be studied using static and alternating mechanical stresses. The 
main attention will be paid to the effects related to magnetoelastic interactions. These 
interactions in magnetic materials can display themselves in static magnetostriction 
deformations (this effect is not considered here) and in the changing of the magnetic 
state under mechanical stress. The latter causes variation of the magnetic phase transition 
temperatures, magnetization and magnetic structures, and leads to the appearance of 
anomalies in elastic constants, as well as to additional damping of sound oscillations in 
the lanthanide materials. The importance of understanding the nature of magnetoelastic 
interactions and related effects arises from the scientific desire to gather a better 
knowledge of magnetism, as well as from possible technological applications. 

The elastic and magnetic properties of the lanthanide metals under pressure were 
reviewed in the late 1970s - see Scott (1978) and Jayaraman (1978). In this chapter 
we are concerned with various theoretical models and their consequences, and with the 
experimental results obtained in the past 20 years as well as some important topics which 
were not reviewed before. 
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In sections 2-5 we consider the influence of hydrostatic and uniaxial pressure on the 
transition temperatures ofmagnetic phase transformations, magnetization, magnetic phase 
diagrams and spin structures in the lanthanide metals and their alloys, and compounds 
with 3d transition metals (TM) and nonmagnetic elements. Pressures causing elastic 
strains without nonreversible deformations are considered here. 

Sections 6-7 are concerned with values measured with the help of dynamic elastic 
stresses. Section 6 deals with the sound attenuation and internal friction in lanthanide 
metals arising from the existence ofmagnetic order. The anomalies of the elastic constants 
and moduli in these metals and their alloys and compounds with Fe and Co and their 
origin are discussed in sect. 7. Special attention is paid to the influence of commensurate 
magnetic structures on elastic properties and sound attenuation in lanthanide metals. 
Section 7.8 is devoted to the higher-order elastic constants which characterize the 
anharmonic properties of crystal lattices and explain the dependence on pressure of 
elastic constants. The magnetic phase diagrams obtained from magnetization and elastic 
properties measurements are discussed. 

2. Effect of static pressure on the phase transition to a magnetically ordered 
state 

2.1. Sys tems  with localized magnet ic  moments  

2.1.1. General  considerations 

The magnetic properties of the rare earth metals systems with localized magnetic 
moments, can be described by means of the molecular field theory. In the frame of  this 
model the Curie temperature Tc and the paramagnetic transition temperamre Tp may be 
expressed as (Smart 1966) 

2(J + 1)S 2 
Tc = Tp = 3JkB zlij, (1) 

where z is the coordination number of the system, J and S are the quantum numbers of 
the total angular and spin momentums of magnetic ion, kB is the Boltzmann constant, 
and I~ the integral of exchange interaction between the magnetic ions i and j ,  which has 
the Heisenberg form: 

7-[ij = - 2IoS~i Sj, (2) 

is the spin angular momentum. It is supposed in eq. (1) that exchange interaction for 
every pair of nearest neighbors has the same value I/j. 
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By differentiating eq. (1) on pressure one can derive the expression for the pressure 
shift of the Curie temperature: 

dTc _ dTp _ 2(J + 1)S 2 d//j 
z (3) 

dP dP 3Jk B d P '  

or, by using Hooke's law in the form of dV/V = -te dP, we obtain 

d lnTc  _ dlnTp _ dlnI/j 

d l n V  d lnV  d l n V '  
(4) 

where V is the volume, and t¢ the volume compressibility (it is assumed that the quantum 
numbers of the ion are not affected by the pressure). 

In the lanthanide metals where the magnetic 4f-electrons are strongly localized the 
exchange interaction is indirectly mediated via conduction electrons and has an oscillatory 
character. The exchange integral of this interaction can be expressed as (Liu 1978, 
Ruderman and Kittel 1954) 

~J (R)= Z F2 (~X (~)exp [iC (/ti-/~j)] , 
« 

(5) 

where R is the distance between the atoms with position vectors/~- and/~, R = 1/~ - /~ l ;  
F(~)  is the coupling constant between the spin of a 4f-electron and a conduction electron 
(s-f  interaction integral), and its value is determined by the wave functions of the 
conduction and 4f-electrons, ~ is the reciprocal space vector and x(q)  is the generalized 
conduction electron magnetic susceptibility. In the Ruderman-Kittel-Kasuya-Yosida 
(RKKY) model of indirect exchange interaction (Ruderman and Kittel 1954, Kasuya 
1956, Yosida 1957) the supposition that the exchange interaction between conduction 
electrons and 4f-electrons had a point character was used, i.e., 

F@-R)=Fo6@-_~), i.e. F ( ~ = F 0 = c o n s t ,  (6) 

(where Y is the conduction electron position vector, and 6(Y- R) is the Dirac function) and 
the conduction electrons are regarded as the system of free electrons with spherical Fermi 
surface. In the framework of  this approach the exchange integral (5) can be expressed in 
the following form: 

9j~Z2 F 2 
Iij(R)- 2V~~F 0(2kFR), (7) 

where Z is the lanthanide ionic charge, Va is the atomic volume, kF is the value of 
conduction electron wave vector on the Fermi surface, gF is the Fermi energy, and 
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~ß(X) = (sin x -- e O S X ) / X  4. Equation (7) can be rewritten through the density of  states 
at the Fermi energy N(gF): 

l i j(R) = ~ N  F g N  (OF) 0 (2kvR), (8) 

where N is the number of lanthanide ions per unit volume. Using the molecular field 
model one can write down the Curie temperature in the RKKY approximation (De Gennes 
1962, Taylor and Darby 1972) as 

2 ~~_G I(0) = 3~Z2I 'gG 
Tc = rp = ~ ~B kB VägF 0 (2kFR), (9) 

where I(0) is the paramagnetic indirect exchange integral; G = (g j  - 1)2j( j  + 1), the 
de Gennes factor; and g j ,  the Landé factor. 

Liu (1962) showed that for the free conduction electrons model the sum in eq. (9) 
should not depend on the pressure, then using for I(/~) eq. (8) one can derive 

d In Te _ d In Tp _ d in I(0) _ d In N(gF)  2 d In Fo 
+ - -  ( 1 0 )  

d l n V  d l n V  d l n V  d l n V  d l n V  

In the framework of the approximation of the point character of  the s - f  interaction made 
in RKKY model, the coupling constant F should not depend on the interatomic distance, 
and consequently on pressure. I f  one assumes that in the general case F is determined by 
wave functions of  the s- and f-electrons, then its volurne dependence can be explained by 
the change of amplitude of the conduction electron wave functions caused by the change 
of lattice elementary cell dimensions (Liu 1962). So the variation of the volume effects on 
the energy spectrum of  the conduction electrons can cause a change of the s - f  coupling 
constant and the conduction electron susceptibility z(q) ,  which in m m  causes a change 
of exchange integral I~. 

Robinson et al. (1971) proposed the modified RKKY model in which the space extent 
of  the 4f  wave function was taken into account, and F(4),  in contrast to eq. (6), was 
written in the form 

r(q) = ro exp ( - A [ q  - qo [), (11) 

where parameters A and q0 are related to width and shape of the 4f  function, respectively. 
This model gives a distance dependent s - f  interaction and the complex expression for L) 

m * F  2 4A  cosq0R 
//J = 20~ 3 R (R 2 + 4A 2) (qô - 4kF2) + ' ' "  (12) 

where m* is the conduction electron effective mass. Here for simplicity only the first term 
of the expression for I/j(/¢) is shown. When A -~ O, I O. transforms to the usual form with 
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the oscillatory Ruderrnan-Kittel function O(2kFR) (see eq. 7), and if A --+ ~ ,  10. -+ O. 
The paramagnetic Curie temperature was expressed as 

m*Fg (q2_4k~) Z cosqoR 
T o - 96kBZt 3 

The magnitude of I~ and Tp and their dependence on interatomic distance are deterrnined 
by the values of A, q0 and/ò  which were regarded by Robinson et al. (1971) as adjusting 
parameters. 

For the transition temperamre from paramagnetic to noncollinear magnetically ordered 
phase, TN, the contribution from the magnetocrystalline anisotropy TA should be taken 
into account (Fujiwara et al. 1977): 

2 
~B Z(0) q- TA, (14) T N = ~  

where 

TA =2~K, ( j _  ½) ( j  + 3) (15) 

for the helical antiferromagnetic (HAFM) spin structure, and 

TA-  4 ( j _  ( j +  (16) --3x, ½) ~) 

for structures with a spin component along the hexagonal c-axis, K1 is the unique axis 
anisotropy constant, Q is the ware veetor of magnetic spin structure, and I(Q) is the 
Fourier transform of the exchange interaction Iu(R): 

I (Q)  = ~"/ / j (R)  exp (iO/~) . (17) 

For alloys the average values of the de Germes factor ~ and the anisotropy constant K1 
should be used. 

For the shift of TN under pressure one has 

dTN 2 ~ d/(Q ) dTA 
dP- - 3 kB d T  + d P '  (18) 

The value of dTA/dP can be estimated with the help of eqs. (15) and (16), the elastic 
constant data, and the expression for dK1/dP 

dK1 OK~ d in a 01£1 d In b OKI d In c 
Olna dP t-Olnb dP + 0 1 n c  dP ' (19) 

where a, b and c are the lattice parameters along the a-, b- and c-axes in the hexagonal 
crystal structure. The values of OK1/Olnai ean be derived from the experimental 
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measurements  o f  magnetos t r ic t ion  (Niki t in  et al. 1976a, Niki t in  1989) or  calculated 

theoret ical ly  on the basis o f  the s ingle- ion anisotropy theory  relat ing K1 with  the lattice 

parameters  (Kasuya  1966). The  calculat ions show that dTA/dP in heavy  lanthanide metals  

and their  alloys is about  two orders o f  magni tude  smal ler  than the measured  values  o f  

dTN/dP (Niki t in  1989). 

2.1.2. Lanthanide metals and their alloys 

Many  authors have contr ibuted to the smdy  o f  the shifl  o f  magnet ic  phase transi t ion 

temperatures  under  pressure in the heavy lanthanides and their  alloys - see tables 1-3 

Table 1 
Magnetic phase transition temperatures and their pressure dependence in gadolinium 

dTc (K/kbar) dTp dTv, Ref. T c (K) Tp (K) Ts,. (K) ~ -  ~ (K/kbar) ~ -  (K/kbar) 

1 292 a'c 223 . . . .  1.35 . . . .  6.7 ~'° 
291 a,b 227ù,b _l.2a,b _2.9 a,b 

2 293 -1.4ht:0.02 a'b 
-1.39±0.02 ~,b 
-1.484-0.02 

3 291 

4 290.1 
5 292.6 

6,7 

8 

9 
I0 

11 
12 

13 
14 
15 294-t- 1 

16 293 

231 -1.63±0.02 -4.3±0.2" 

304 -1.56 -1.46 
250 6 a 

-1.56 

-1.48 
1.50 

-1.2 

-1.60 
-1.34 

1.40 

a Measurements on single crystals. 

References 
(1) Nikitin et al. (1991a, 1992) 
(2) Bartholin and Bloeh (1968a) 
(3) Klimker and Rosen (1973) 
(4) McWhan and Stevens (1967) 
(5) Fujiwara et al. (1977) 
(6) Mihai and Franse (1976) 
(7) Franse and Mihai (1977) 
(8) Austin and Mishra (1967) 

bH[Ib. CHllo. 

(9) Bartholin and Bloch (1968b) 
(10) Vinokttrova et al. (1972) 
(11) Patrick (1954) 
(12) Robinson et al. (1964) 
(13) Lifshitz and Genshaft (1965) 
(14) Iwata et al. (1968) 
(15) Dan'kov et al. (1996, 1998) 
(16) Tishin (1990) 
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Table 2 
Magnetic  phase transition temperamres and their pressure dependence in several lanthanide metals  

95 

dT N dTp 
T c (K) ~ -  dTc (K/kbar) T N (K) dP  (K/kbar) Tp (K) --dp (K/kbar) 

Eu 

Tb 

Dy 

Ho 

Er 

901 -0 .45  ° 

210 ~, 220 + ,  -1 .1  d, -1 .17  *,~, 230~, f, -0.8*, ~, -0 .86  f, 230 f,d, 236 ' ,  b 
220.6 *,°, -1 .33 *,b 230,u,o, 228 m, _1.08 m, 
219.3 d, 225 . . . .  1.24 h'i, 221.7 d, 231 *# -0 .85 *'b, -1 .0  a, 

-1 .28  . . . .  0.84 h, 1.1 k, 
-1 .05  h, --0.82 e 

87.6 f, 86 *,b, -1 .28  f, -1 .24  j, 178 f, 178.3 d, -0 .44  fLk, 148f, d 
85.,g -1.4",  b, -1 .27  h, 179 m, 180*,g, -0 .62  m, 

-0 .8  a, -1 .50  *,k, 181 *,b, 177 ~ 0.39 *,b, 
-1.3*,g --0.4 a,P, 0.6*,g, 

--0.41 h, 0.64 *`k 

20' ,  ~ -0.10",~ 125 f, 133 n, --0.40 f, 0.48 ~, 87 f 
134 b, 131 . . . .  0.5P,--0.48 *'b, 

0.45 q, --0.47 *'~ 

52 *'r (Tcy) 0.43 "« 82 f, 85 j, -0 .24  f , -0 .26  j, 39 f 
(dTcy/dP)  88 *'u, 84 . . . .  0.24,,u, 

-0 .14  *'r 

--0.6 p 

--0.75 f, --0.76 d, 
1.04"b 

0.17 f'd 

-0 .39  f 

-0 .53 f 

* Measurements  on single crystals. 

References 
(a) Robinson et al. (1966) 
(b) Nikitin et al. (1991a) 
(c) Nikitin et al. (1991d) 
(d) Tatsumoto et al. (1968) 
(e) Kawano et al. (1992) 
(f) Fujiwara et al. (1977) 
(g) Nikitin and Leontiev (1987) 

(h) Bartholin and Bloch (1968a) 
(i) Wazzan et al. (1967) 
(j) Milton and Scott (1907) 
(k) Vinokurova et al. (1972) 
(I) Nerensen et al. (1964) 
(m) McWhan and Stevens (1967) 

(n) MeWhan and Stevens (1965) 
(o) Menyuk et al. (1971) 
(p) Kawai et al. (1967) 
(q) Bloch and Pauthenet (1964) 
(r) Kawano et al. (1995) 
(s) Kurisu et al. (1996). 

and also the review of Jayaraman (1978). Measurements were made on poly- and 
single-crystal samples and a lowering of the transition temperatures was observed which 
corresponded in the RKKY model to the increase of the indirect exchange integral 
when the interatomic distance increased. McWhan and Stevens (1967) determined from 
experimental I(R) curves obtained for heavy lanthanide that I(Q)/dR = 42 • 6 K/Ä. The 
variation of dTN/dP values in heavy lanthanide metals was related to the variation of the 
de Germes factor ~ (dTN/dP is almost directly proportional to ~). However, Fujiwara 
et al. (1977) found that d/(Q)/dR and d/(0)/dR display a nonmonotonic dependence 
on the average number of 4f-electrons (see figs. 1 and 2). Bartholin and Bloch (1968a) 
considered the variation of the indirect exchange integral in Gd, Tb and Dy under pressure 
in the framework of the model proposed by Herpin and Meriel (1961) and Enz (1960) 



96 A . M .  T I S H I N  et al. 

Table 3 

M a g n e t i c  p h a s e  t rans i t ion  t e m p e r a t u r e s  and  the i r  p r e s s u r e  d e p e n d e n c e  in  in t ra  l an than ide  ( rare  ear th)  a l loys 

dTc  (K /kba r )  dTN dTp 
Al loy  T c (K)  T N (K)  Tp ( K )  d P  ~ p -  (K /kba r )  ~ (K /kba r )  

Gdo.gTbo.1 

Gdo.sTbo. 2 278 *,b 

Gdo.sTbo. 5 262 .4  ° 

Gdo.95Dyo.o5 287  *,a 

Gdo.8oDyo.2o 275 .a  

Gdo.TsDyo.25 265  ~ 

Gdo.6oDyo.4o 253 *,d 

Gdo.soDyo.5o 233 ~ 

Gdo2oDyo.7o 215 *,a 

Gdo.25 Dyo.75 155.2 ~ 

Gdo.75Hoo.25 253.8  ° 

Gdo.5oHoo.5o 172 ° 206 .7  ° 

Gdo.2»Hoo.75 168.6 ~ 158 ~ 

Gdo.75Ero2 s 247.3  c 

Gdo.5oEro.»o 171 ° 184.8 c 

Gdo.25 Ero.75 131.8 c 

Gdo 45Yo.55 161 ~ 

Gdo.45Luo.s5 147 e 

Tbo.5oDyo s o 150.8 ~ 204 .4  ° 

146 *'f 201 .5  *'f 

Tbo.91YŒo 9 179 *'e 217",g 

Tbo, ssYo.15 211 e 

Tbo.835Yo.165 135 *'g 210  *'g 

Tbo.7oYo.3o 1 9 &  

Tbo.s7Yo.43 181 e 

Tbo.»oYo.so 149 e 

Tbo.4oYo.6o 129 

Tbo.3oYo.7o 111 e 

Tbo.675 LUo.325 175 e 

Dyo.75 Hoo.25 166 ~ 

Dyo.5oHoo, so 154.7 ~ 

Dyo.25Hoo.75 141.5 ° 

Dyo.75 Ero.25 156.5 ° 

Dyo soEro.5o 132.2 ~ 

Dyo-~5 Ero 75 103.4 ° 

_1 .3 . ,  a 

_1 .35 . ,  a 

270  ~ - 1 . 3 0  c 

_1 .4 . ,  d 

_1 .4 . ,  « 

274  ~ - 1 . 0 5  c 

_1 .3 . ,  d 

240  ~ - 1 . 0  o 

203 ~ 

265  ~ 

213 ~ 

255 ~ 

200  c 

111 ° 

201 c 

204.9  *x 

143 c 

126 ° 

108 ° 

126 ~ 

94  ° 

63 ¢ 

--1.06 c 

--1.2 ° 

--0.84 c 

--0.54 ° 

--1.05 ~ 

--0.48 ° 

--0.59 e 

--0.5 e 

- -0 .9& 

--1.08 *'f 

--1.4*,g 

--1.2 *'g 

- 0 .  9 *,d 

--0.66 ° 

- 0 . 7 6  ° 

- 0 . 4 0  ° 

- 0 . 5 1  ~ 

- 0 . 8 3  ° 

- 0 . 6 1  c 0 .46 c 

_0 .59 . , f  _ 1 1 2 . ,  c 

_0 .7 . ,g  

0 .77"  

_ l .0* ,g  

- 0 . 6 3  e 

- 0 . 6  e 

0.32 ~ 

- 0 . 3 2  ~ 

- 0 . 2 8  e 

- 0 . 5 1  e 

- 0 . 4 2  ° 0 .09 c 

- 0 . 4 0  c - 0 . 1 2  c 

- 0 . 4 0  ~ - 0 . 2 6  ° 

- 0 . 4 1  c _0 .20  ~ 

- 0 . 3 8  ° 0 .32 ° 

- 0 . 3 0  ° - 0 . 4 8  ° 

continued on next page  

- 0 . 6 6  c - 0 . 6 8  ° 

- 0 . 4 6  ° - 0 . 7 2  c 
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Table 3, continued 

dTc (K/kbar) dTN dTp Alloy T c (K) T N (K) Tp (K) ~ -  ~ -  (K/kbar) ~ -  (K/kbar) 

Hoo.75Er~.2» 113.5 ° 73 ° -0.35 ° -0.46 ° 

Hoo.5oEro.»o 98.6 ~ 54 ~ -0.34 ~ -0.56 

Ho0.2»Er0.75 84.6 ° 42 ° -0.28 ° -0.55 ° 

* Measurements on single crystals. 

Referenees 
(a) Bezdushnyi (1988) 
(b) Nikitin (1989) 
(c) Fujiwara et al. (1977) 

(d) Leontiev (1988) 
(e) Austin and Mishra (1967) 

(f) Bykhover et al. (1990) 
(g) Nikitin and Bezdushnyi (1991) 

for antiferromagnets with helical spin structure. According to the model I(Q) can be 
expressed as 

I (O) = Io+ 2Il COSCp+ 212cos2qo, (20) 

where q) is the helical turn angle, i.e., the angle between the magnetic moments lying in 
successive basal planes (IQ] = 2c_p/c), Io, I1 and/2 are the exchange integrals characterizing 
the interactions in the basal plane, between the nearest neighbor basal planes and between 

C" 

g 

~ 1 1 I -r T - 

150 

! 

100 

50 

0 L _ I .  [ . . . .  I I . _ _ ~  
7 8 9 10 11 

Gd Tb Dy Ho Er 

Average number of 4f electrons 

Fig. 1. Dependence of  dI(Q)/dR on the average number of  4f-electrons for the lanthanide metals and their 
alloys (Fujiwara et al. 1977). Symbols: solid circle, elements; open diamond, Gd-Dy; solid triangle, Gd-Ho; 
open inverted triangle, Gd-Er; open triangle, Tb-Dy; star, Dy-Ho; solid square, Dy-Er;  open square, H ~ E r .  
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Fig. 2. Dependence of d/(0)/dR on 
the average number of 4f-electrõns for 
the lanthanide metals and their alloys 
(Fujiwara et al. 1977). Symbols: solid 
circle, elements; solid triangle, Gd-Dy; 
open circle, Gd-Ho; open square, Gd- 
Er; open diamond, Tb-Dy; star, Dy- 
Ho; open triangle, Dy Er; solid inverted 
triangle, Ho-Er. 

the second nearest neighbor planes, respectively (I0, I1 > 0, I2 < 0). It was suggested that 
TN depended on pressure via I1 and I2 which are functions o f  c. To calculate the OIi/O Inc  
the following expression was used: 

l (  2 ) _ 011 d l n c  012 d l n c  

~ ~ - -  Olnc ~ c ° s q ) +  olnc dP - -  cos 2cp. (21) 

Using the experimental elastic constant data, the helical m m  angle and dTy/dP the values 
o f  OI1/Ô i nc  = 75 K and 0/2/0 i nc  = 0 were determined by Bartholin and Bloch (1968a). 

Liu (1962) and Fleming and Liu (1970) regarded the effect o f  pressure on the 
magnetic ordering temperature from the band structure point of  view. The band 
structure and generalized conduction electron susceptibility X(~) were calculated for 
atmospheric pressure and 20kbar.  The shifts o f  magnetic ordering temperature in 
Gd (dTc/dP = -2 .3  K/kbar) ,  Tb (dTN/dP = - 1  K/kbar )  and Dy (dTN/dP = -0 .4  K/kbar )  
were determined by means o f  the calculated variation o f z ( ~ ) .  These values are consistent 
with experimental data. Liu (1962) considered the variation o f  the Curie temperature in the 
framework of  the RKKY model  by means o f  eq. (10). It was suggested that d In Fo/d In V 
lies in the interval 

d l n F 0  
- 1 < d~--V-n V < 0. ( 2 2 )  

The low limit corresponds to the decrease of  the Bloch fimction amplitude o f  the 
conduction electrons under increasing volume and the high limit to their independence 
o f  the volume. From the experimental value of  d In Tc/d in V = 1.6 for Gd Liu (1962) 
showed that dlnN(gF)/dln V lies in the interval -1 .6  < dlnN(gF)/dln V < 3.6. This 
is consistent with the experimental measurements o f  d lnN(gF)/d In V for some metals, 
e.g., tantalum, mercury. 

The pressure derivatives o f  the s - f  coupling constant F0 and the conduction electron 
effective mass m* can be determined from electrical resistivity measurements in 
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Table 4 
The volume variation of b f  eoupling constant F 0 and the conduction electron effeetive mass m* In 

Gd, Tb and Dy 

Element d In F 0 d In m* Reference 
d InV d InV 

Gd ~2 N -1 Nikitin et al. (1976a) 

Tb -0.6 -1.8 Nikitin and Bezdushnyi (1984) 

Dy ~1.2 - -0.5 Nikitin et al. (1976a) 

paramagnetic state under pressure. Accõrding to the RKKY model the resistivity Pm 
which is not dependent on the temperature and is related to disorder in the magnetic 
spin system has the form (De Germes 1962, Kasuya 1966, Dekker 1965) 

3r~Fgm*~ 
Pm 8he 2 Vg• ' (23) 

where e is the electronic charge. By means of eqs. (3), (7) and (23), and taking 
into account the spherical form of the Fermi surface, one can get the equations for 
d In Tc/d in V and d lnpm/d in V (Jayaraman 1978): 

dlnTc 4 ( d l n F 0 )  ( d l n m * )  
d l n ~  = - 5  +2 \ din V JH, r + \ d l n ~ J H ,  r '  (24) 

dlnpm 1 ( d l n F 0 )  ( d l n r n * )  
d l n ~ -  3+2\d--~n~-nVJH, r + 2 \ d l n V J H ,  T' (25) 

From eqs. (24) and (25) the derivatives d lnF0/dln V and d lnm*/dln V can be 
determined. Such studies were made on the lanthanide metals and their alloys by Austin 
and Mishra (1967), Nikitin and Bezdushnyi (1984), Nikitin et al. (1976b). Some of their 
data are presented in table 4 (see also the review of Jayaraman (1978)). As one can 
see the experimental values of d In Fo/d In V are inconsistent with the interval proposed 
by Liu (1962) (see eq. 22). For DyxGdl-x alloys it was found that d l n F o / d l n V  is 
negative and increases in the absolute value with increasing Gd concentration (Nikitin 
et al. 1976b). In TbxYl~ din Fo/d In V has a general tendency to decrease in the absolute 
value with increasing yttrium concentration and reaches a maximum at x ~ 0.5 (Nikitin 
and Bezdushnyi 1984). The observed concentration dependence of d l n F o / d l n V  and 
d In m*/d In V was related to changes in the electron band structure and to an increase of 
the amount of 4d- and 5d-electrons after addition of yttrium. 

The anisotropy of OI/O in ai (with I the indirect exchange integral (/(0) or I(Q), and 
ai the a-, b- or c-axis) and the effect of unique axis stresses on the magnetic phase 
transition temperatures were studied by Bartholin et al. (1971), Landry (1970), Bartholin 
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Table 5 
The dependence of  the transit±on temperature from the paramagnefic to the magnetically ordered state and the 
indirect exchange integral on the uniaxial mechanical stress and on the lattice parameters in Gd, Tb, Dy and 

Tbo.sGd0.» 

R, alloy OTy. OT c (K/kbar) OTN OI 
Op-~' Opa- 0 In a - - f  (K) 0 In a~ (K) 

a b c a b c a ,b  c 

Gd 0 • 0.05 ~ 0 ± 0.05 a -1.55 ± 0.05 a 12 b, 25% 52 b, 103 ", 
0.5 c 59 ° 

Tb 0.33 d -0.50 « -1.22 d 172 a 544 d 965 « -12  b, 100 b, 108 ° 

-6.2 ° 

Dy -22  » -22  e 550 e -29  b, 67 ° 115 b, 270 ° 

Tb0.»Gdo » 0.34 « -0.06 d -1.8 a 188 a 370 d 1300 d 

References 
(a) Bartholin and Bloch (1969) 
(b) Bartholin et al. (1971) 

(c) Nikitin (1989) (e) Landry (1970) 
(d) Nikitin et al. (1978) 

and Bloch (1969), Nikitin et al. (1978). The results are shown in table 5. The values of 
OTc/Op¢, OTN/Opi and OI/O In a/ were obtained from direct measurements of the unique 
axis stress effect on the magnetic ordering temperature (Bartholin et al. 1971, Landry 
1970, Bartholin and Bloeh 1969), and indireetly from the data of the forced magne- 
tostrietion and thermal expansion (Nikitin 1989, Nikitin et al. 1978). One can see from 
table 5 that OTc/Opi, OTN/Pi and OI/Oai are charaeterized by sufficient anisotropy and have 
maximum values for measurements along the c-axis. As was shown by Tonegawa (1964) 
and Chapman and March (1986) such anisotropy can be related to the complex strucmre 
of the Fermi surface. Tonegawa (1964) by means of the RKKY model with spherical 
Fermi surface calculated 0I/0 Inc = 62 K and OI/O In a = 71 K for gadolinium. The 
calculated value for OI/O In a is ±neons±steht with the experimentally measured value (see 
table 5) and cannot explain the sufficient anisotropy of the forced magnetostriction in Gd 
measured along the c-axis and in the basal plane. To improve the situation Tonegawa used 
the supposition about the asphericity of the Fermi surface which allowed hirn to decrease 
OI/O In a and increase OI/O In c and thus he obtained a better agreement with experimental 
magnetostriction results. It was also shown that 0I/0 in ai strongly depends on the position 
of the Fermi surface relative to the Brillouin zone boundaries. The discrepancy of the sup- 
position about the sphericity of the Fermi surface with the experimental data on the Curie 
temperature shift in Gd under pressure was also shown by Chapman and March (1986). 

Since a considerable number of studies of the lanthanide metals under pressure is 
devoted to gadolinium (see table 1) it should be considered more thoroughly. It is known 
that below Te gadolinium orders ferromagnetically with magnetic moments aligned along 
the c-axis. Further cooling causes a spin-reorientafion transit±on at temperature Tsr, where 
the magnetic moments rotate from the c-axis to the basal plane (Mihai and Franse 1976, 
Franse and Mihai 1977, Feron and Pauthenet 1969, Corner et al. 1962, Cable and Wollan 
1968). The experimental data on Tsr, dTsr/dP, the deviation angle ~0 (from the c-axis) 
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and its temperature dependence, obtained by various authors are essentially different. The 
mechanism of the Tc shift under pressure in Gd was regarded in the framework of the 
RKKY model and explained by the change of the conduction electron energy spectrum 
(Liu 1962, Fleming and Liu 1970). 

The anisotropy energy in gadolinium can be written as 

gan = K 1  s i n  2 • -t- K 2 s i n  4 ~ß -1- • • • , (26) 

where ¢ is the angle between the magnetic moment and the c-axis; K1 and Kz are the 
anisotropy constants. The spin-reorientation transition arises when K1 changes its sign 
from positive to negative (/£2 is positive over the whole temperature range). Klimker and 
Rosen (1973) explained the observed linear decrease of Tsr under pressure by the change 
of K1 via magnetoelastic interaction. The value of OK1/OP was calculated by means of a 
magnetostriction model proposed by Callen and Callen (1965) and Callen (1968) and the 
experimental magnetostriction data. It was found that OK1/OP was positive. The pressure 
shift of T~r was determined from the expression 

dTsr OK1/OP 
dP (OK1/ôT)~" 

(27) 

The calculated value dTsr/dP = -4.9K/kbar  is in accordance with the measured 
one. The pressure effect on the anisotropy constants was studied by Mihai and Franse 
(1976), Franse and Mihai (1977) and Toyama et al. (1969). The experiments showed that 
OKI/OP > 0. Franse and Mihai determined the direction of the magnetic easy axis with 
the help of a torque magnetometer. It was shown that below Tsr the magnetic moment lies 
in the basal plane. At temperature Ts~r = 100K the angle Ó begins to decrease reaching 
the value of ~ 45 ° at T = 0 K. The temperature interval ATsr = T~r - Tsr expands under 
pressure and dT~r/dP -- -1.0 K/kbar. The observed magnetic behavior of Gd is explained 
by the complex dependence of K1 and Kz on temperature and pressure. 

The ac susceptibility of gadolinium single crystals under pressure was measured by 
Nikitin et al. (1991a, 1992) along the c- and b-axes. A considerable anisotropy of dTsr/dP 
was found (see table 1). At 140 K an additional anomaly was observed which was shifled 
by pressure to the low temperature region. It can be related to the deviation of magnetic 
moments ffom the basal plane which happens near this temperature (Mihai and Franse 
1976, Franse and Mihai 1977). 

2.1.3. Lanthanide nonmagnetic element compounds 
The mode1 of localized magnetic moments with a RKKY exchange interaction is also used 
for the alloys and compounds of the lanthanide metals with nonmagnetic elements. The 
distinctive feature of such systems is the increase of the magnetic ordering temperature 
under pressure in most materials (see table 6). 

The cubic Laves phase compounds RAlz (R--Gd, Tb, Dy, Ho, Er and Tm), which are 
ferromagnets, were studied rinder pressure by Jaakkola and Hannien (1980), Jaakkola 
(1974), Sato et al. (1988, 1990) and Kratzer et al. (1986). Jaakkola and Hannien (1980) 
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Table 6 

Magnetic phase transition temperatures and their pressure dependence for lanthanide-nonmagnet ic  element 
alloys and compotmds 

dT c dTy (K/kbar) Compound T c (K) TN (K) d P '  da° 

GdA12 170" 0.71 b,c 0.50 d 

TbA12 114 a 0.60 b'°, 0.55 e 

DyA12 58 a, 61 f 0.39 b, 0.35 f 

HoA12 27 a 0.21 b 

ErA12 14.5 ~ 0.09 b 

TmA12 0.00 b 

Gd(A1095 C°0.05 )2 0. 38 ä 

Gd(Alo 9oCooj0)2 0.25 ä 

Gd(A10.80 Coo.2o)2 0.0 d 

Gd3A12 280 e, 279 f, 279.2 k 0.36 e, 0.26 f,k 

TbCu 116 a 0.06 ~ 

GdCu 140 a, 144 h 0.27 g, 0.03 h 

TbAg 106 a 0.38 h 

GdAg 160 ", 140 h 1.1 g, 0.43 h 

GdsSi 4 338 e 0.29 e 

DysSi 4 136 e 0.30 e 

Ho 5 Si 4 75 e 0.18 e 

Gd3In 190 e 0.98 e 

Dy3In 121 e 0.29 ~ 

Nd3In 105 e 0.14 e 

Gd2In 0.4±0.2 i 

Tb2In 0.6+0.2 i 

Dy2In 0.1 ±0.3  i 

Ho2In 0.74-0.2 i 

GdCu 2 41 a --0.2±0.1 j 

TbCu2 54 a -0.1 +0.1J 

References 
(a) Taylor and Darby (1972) 
(b) Jaakkola and Hannien (1980) 
(c) Jaakkola (1974) 
(d) Sato et al. (1988) 

(e) Sato et al. (1990) 
(f) Kratzer et ai. (1986) 
(g) Yoshida et al. (1987) 
(h) Sekizawa et al. (1970) 

(i) Szytula and Zach (1988) 
(j) Luong and Franse (1981) 
(k) Nikitin et al. (1989) 

found that they were characterized by a decrease of the ratio Tp/~ and the s - f  coupling 
constant F with increasing lattice parameter. This is consistent with the Tc increase 
under pressure. The dependence of F on the interatomic distance was considered in 
the framework of the modified RKKY model proposed by Robinson et al. (1971). At 
the same time in Gd(All-xCox)2 (x ~< 0.2) compotmds Tc decreases with increasing 
lattice parameter, but dTc/dP is positive (Sato et al. 1988). The calculation of the 
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oscillating Ruderman-Kittel function ¢(2kFR) made by Sato et al. (1988) on the basis of 
the LaA12 band structure showed that the nearest neighbor interatomic distance provided 
the positive exchange and the Tc increase under compression. However the restrictions of 
the RKKY model and the possible change of the band structure under pressure should be 
taken into account. Sato et al. (1990) studied the compounds Tb(All_x Cox)2 (x ~ 0.1). 
The derivatives dTc/dP are positive for all compounds, but the dependence of dTc/dP 
on cobalt concentration has a nonmonotonic character displaying a minimum at x ~ 0.05. 
Sato et al. (1990) related such a different behavior of the Gd(All_x Cox)2 and Tb(All_x 
Cox)2 systems to the different crystal field effect of terbium and gadolinium on the 
conduction electron energy spectrum. The compounds Gd3A12 and Dy3A12 which are 
also ferromagnetic below Tc were studied under pressure by Sato et al. (1990), Kratzer 
et al. (1986) and Nikitin et al. (1989). Sato et al. (1990) explained the Tc variation under 
pressure by a change of the s - f  coupling constant (a possible variation of the density of 
states N(gF) was not taken into account). 

The compounds RCu, RAg and RAu (R = Tb, Gd) which are antiferromagnetic were 
investigated under pressure by Yoshida et al. (1987) and Sekizawa et al. (1970). The 
dependence of TN on the lattice parameter in the set RCu, RAu, RAg is nonmonotonic 
and has a minimum for the RAu alloy. This is not consistent with the increase of Ty 
under pressure observed in RAg and RAu (R = Tb, Gd). 

The positive derivatives of the magnetic transition point are observed also in the 
compounds with indium and silicon: R3In, RzIn and RsSi4 (Sato et al. 1990, Szytula 
and Zach 1988). 

In contrast to the above compounds, RCu2 (R=Gd, Tb) the magnetic transition 
temperature decreases under pressure (Luong and Franse 1981). The authors explained 
this behavior by the decrease of the density of states at the Fermi level caused by the 
expansion of the conduction electron band under compression. The exchange integral 
variation was not taken into account. 

2.2. Lanthanide 3d transition metal systems 

2.2.1. General considerations for the R-Fe, R-Co and R-Ni compounds 
Let us consider the hydrostatic pressure effect on the magnetic ordering temperature of 
the lanthanide 3d transition metal (TM) compounds which in the ease of light lanthanides 
are ferromagnets and in the case of heavy lanthanides are ferrimagnets (Buschow 1977, 
Kirchmayer and Poldy 1978). Experimental values of dTc/dP and d In Tc/d In V for some 
compounds were adduced in the review of Jayaraman (1978) and additional data are given 
in table 7 and figs. 3-5. As one can see from figs. 3-5, in the R-Co and R-Fe compounds 
dTc/dP tends to decrease with increasing Te. However, this tendency is not observed for 
all R-Ni compounds. 

Originally the formula obtained for purely itinerant electron ferromagnets was used to 
explain the dependence of dTc/dP on Tc in the lanthanide-3dTM compounds: 

dTc 5 Co 
- ~~cTc (28)  

dP Tc '  
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Fig. 3. Pressure dependence of  the Curie temperature in Er-Fe (a) and Gd-Co (b) compounds (Brouha and 
Buschow 1973, Buschow et al. 1977). 
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Fig. 5. Dependencies of  d in  Tc/ 
d ln V on T c calculated for RNi 3 and 
R2Ni 7 by using eq. (44) (solid curves 1 
and 3) and eq. (45) (dashed curves 2 and 
4), respectively. Experimental values are 
shown as open circles for RNi 3 and as 
solid circles for R2Ni v (Inoue and Shimizu 
1984). 

where Có = Co~r ,  

5 /eff 2 co = g r ~ r ~ ,  (30) 

where 

(31) 

N(gv)  is the density of  states at the Ferrni energy: N/(«) = OiN(«)/Oß i, I~ff is the 
interaction between the itinerant electrons after correction for many-body correlation 
effects, and I» is the bare interaction. The effect of  pressure on the Curie temperature 
in itinerant electron ferromagnets was calculated by Wohlfarth (1969, 1981), Lang and 
Ehrenreich (1968), Wagner and Wohlfarth (1981), Shiga (1969), Shimizu (1977, 1978, 
1980, 1981) and Kanamori (1963). Shiga (1969) derived eq. (28) with the help of 
the molecular field theory in which the pressure derivative of  Tc was calculated by 
considering the pressure induced shift of the pole in the static spin susceptibility. The 
following main assumptions were made. Firstly, when the erystal is compressed the 
3d magnetic band widens uniformly so that the dependence of N(gF) on the bandwidth W 
has the form 

Nw(gF, W) 
N(gv)  = N(gv,  W) - W ' (32) 

where Nw(gF, W) does not depend on W if the number of magnetic electrons does not 
change. The second proposition is that the bandwidth volume dependence is given by 
Heine's (1967) formula 

W ~ V -5/3. (33) 
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Table 7 

The Cttrie temperatures and their pressure dependence for some l an than id~3dTM compounds 

Compound dTc (K/kbar) d In Tc 
T c (K) dP d In V 

Y6Fe23 495" --4a 0.1 b 

Dy2Fe17 371 ° -6 .0  ° 20.2 c 

Y2Fel7 320J -4.7J 

YFe2 545 ~ 5 a -0 .1 d 

Gdo.gYo 1 Co2 2 h 

Gdo.sYo.2Co 2 350 ~ -2 .3  e 

Gdo.6Yo.4Co z -2.1 

Gdo.4Yo.6Co 2 2 e 

Gd4Co 3 225 f -0 .7  f 2.2 f 

DyCo2 135 i -2.1 i 

GdNi 5 32 f -0 .03  f 1.4 f 

Y2Ni7 59 e, 58 g 0.08 f , -0.468 -1 .9  f 

Gd 2Nj 7 116 f -0 .11 f 1.3 f 

Tb2Ni 7 98 f 0. 00 f 0 f 

Dy2Ni 7 80 f 0.03 f -0 .6  f 

Nd2Ni 7 93 f 0.08 f 1.2 f 

GdNi 3 115 f -0.  l0 f 1.2 f 

TbNi 3 100 f -0 .02  e 0.3 f 

DyNi~ 67 f -0 .20  f 4.0 f 

YNi 3 30 g -0 .25g 

GdNi; 85 f 0 f 

GdNi 716 0. I9 f 2.2 f 

Y2Ni~7 149g -0 .45g 

GdMn z 1071(TN) -5 .0  i 

References 
(a) Brouha and Buschow (1973) 
Co) Bloch and Chaisse (1972) 
(c) Radwanski et al. (1985) 
(d) Buschow et al. (1977) 

(e) Yoshida et al. (1988) 
(Ü Jaakkola et al. (1983) 
(g) Beille et al. (1983) 

(h) Murata et al. (1995) 
(i) Kamarad et al. (1995) 
(j) Nikitin et al. (1991c). 

The third assumption is that the dependence of  Ieff on W is described by Kanamori's 
(1963) formula 

/b 
Ieff - Y J b '  (34) 

I + - -  
W 

where Ib and the constant ~1k do not depend on the volume. 
The curves obtained by fitting eq. (29) to experimental data on the lanthanide- 

3dTM compounds are shown in fig. 4 by dot-dashed lines. The constant Có is equal 
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to 2.9 x 106K 2 for R-Co and 1.25×106K 2 for R-Fe compounds (Brouha et al. 1974). 
As one can see from fig. 5 for the R-Ni compounds eqs. (28) and (29) do not hold. 

Subsequently for the lanthanide-3dTM compounds the so-called s~l model was used 
in which the coexistence of localized spin and collective electrons was assumed. It was 
proposed by Takahashi and Shimizu (1965) for dilute Pt-Fe, Pt-Co, Pd-Fe and Pd- 
Co alloys and by Bloch and Lemaire (1970) for the RCo2 compounds. According to this 
model the lanthanide ions have a localized magnetic moment and the transition metal is 
an exchange-enhanced paramagnet. The molecular field acting on the collective electron 
system from the lanthanide ions induced in it the magnetic moment. The s-d model 
adequately explains the magnetic ordering temperatures of RCo2, R4Co3, RNi2 and RNi5 
which become paramagnetic over the whole temperature range if the lanthanide metal is 
substituted by the nonmagnetic element yttrium (Wohlfarth 1979, Jaakkola et al. 1983). 

The transition temperature to the magnetically ordered state can be written as (Bloch 
and Lemaire 1970) 

_ N / ~ B  r2/~ (35) 

where gB is the Bohr magneton; Xd, the susceptibility of collective d-electrons; and Ip, R 
and IRM are the exchange interaction integrals between lanthanide ions, and between 
lanthanide and TM ions, respectively (M=3dTM). Voiron et al. (1973) derived the 
equation for d In Tc/d In V by differentiation of eq. (35) with respect to the volume: 

d In Tc _ /2MXd(TC) d In zd(Tc) 
d In V 2Im~ + II~MZa(Tc ) d In V 

(36) 

It was assumed that/RU and IMM did not change under pressure and the pressure shift of 
Tc is related to the variation of the susceptibility Xd. Using eq. (36) gave good results for 
dTc/dP in GdCo2 and TbCo2 (d lnzd/d ln  V was equal to 14 -4- 2 (Voiron et al. 1973)) 
and the concentration dependence of dTc/dP in the Gdl-xYxCo2 and Gd(Col-xNix)2 
compounds (Yoshida et al. 1988). 

Shimizu (1977, 1978, 1980, 1981) regarded the magnetovolume effects in the 
framework of a thermodynamic approach with the help of mean field and band models. 
He expanded the free energy in a power series of magnetization and relative volume 
change AV/V. The Curie temperature shift under compression was determined from the 
position of the spin susceptibility pole X q (T, P) = 0. From this conditiõn the formula for 
calculating dTc/dP was derived (Inoue and Shimizu 1985): 

d T c _  ( OX~I/OP'~ 
dP \ OX-~/OT J re'  (37) 

Inoue and Shimizu (1980) wrote down the spin susceptibility z(T, V) in the form 

Zd + Zs + 2nRMXdZs 
X(T, V) = 1 -/'/~IMXdXs ' (38) 
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Fig. 6. Dependencies of  3dln  Ic~ 
dln  V on T c for (R-Y)Co~ al- 
loys. Solid curves are calculated by 
eq. (41). Curve 1: ~ = - 1 ;  ~1 = 1.4; 
L = 52. Curve 2: ~ = -1;  ~1 = -2.3; 
L = 0. Experimental values of  (Gd-  
Y)Co 2 are shown by open circles 
(Inoue and Shimizu 1980, Brouha 
et al. 1974, Leonfiev et al. 1992). 

where Zs is the susceptibility of  the lanthanide spin system, 

Xs I _ T - nRg Cs 
Cs ' (39) 

Cs is the Curie constant of  the lanthanide ions, Cs = NgjtzBJ(J + 1)~3kB, 

XdO(T) 

Xd -- 1 -- a M Z d 0 ( T ) '  (40) 

2 2 where nRM = 2IRM/g~#B and nRR = 2IRR/g)# 2 are the molecular field constants of  the 
R-TM and R-R interactions, aM is the molecular field constant in the d-electron system 
(it is proportional to Ieff), and Xd0(T) is the magnetic susceptibility of  d-electrons without 
exchange interactions. 

Using eqs. (37) and (38) and the models proposed by Lang and Ehrenreich (1968), 
Kanamori (1963), Heine (1967), the equation for the pressure derivafive of  the Curie 
temperature in the s-d model was derived (Inoue and Shimizu 1980) 

d lnTc  5 5( Ie f r / Ib )aMZd(Tc)+L(~+l )Xdl (Tc)+2(~ l+l )  
- ~ , ( 4 1 )  

d l n V  3 3 TCXd(Tc)oBTXdl(Tc)+LXdl(Tc)+I 

where L = 2IRR/I2RM, ~ = 3 0 in IRR/O 111 V and ~1 = 53. 0 In IRM/O In V. 
In eq. (41) the variation of all three exchange parameters aM, IRR and [RM is taken into 

account. In the absence of localized magnetic moments eq. (41) mrns into eq. (29) for an 
itinerant ferromagnet. I f  Tc ---+ oc then eq. (41) and eq. (29) give d In Tc/d In V = -5/3.  
However for Tc -+ 0 it follows from eq. (29) that d In Tc/d In V = oc. At the same time 
eq. (41) leads to a finite value at Tc --+ 0. The latter means that dTc /dP  is proportional 
to Tc or -Tc  at Tc --~ 0. 

The results of  calculations using eq. (41) for the (Gd-Y)Co2 compounds are shown 
in fig. 6 (Inoue and Shimizu 1980). The parameters L and aM used in the calculations 
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were determined ffom experimental data of Xd(T) for YCo2 and x(T)  for GdCo2. The 
low temperature maximum is due to the maximum of the experimental dependence of 
Xd(T) for YCo2. In fig. 6 the experimental points for compounds (Gd«Yl-x)Co2 are also 
shown (Brouha et al. 1974, Leontiev et al. 1992). As one can see, the character of the 
calculated dependence of d In Tc/d In V on Tc is confirmed by experiment, which was 
also observed for the dilute alloys PdFe, PdCo, PdNi, PtFe and PtCo (Inoue and Shimizu 
1980). 

Originally, Inoue and Shimizu (1980) regarded the alloys with paramagnetic collective 
d-electrons over the whole temperature range. Subsequently this model was used also 
for lanthanide-3dTM alloys with ferromagnetic order in the collective electron system 
(Inoue and Shimizu 1984, 1986). The following two types of d-electron susceptibility 
temperature dependences were used: 

Cd 
Xd(T) - (T - Td~' (42) 

Xd(T) = [X2ò (0)(1 + A r T  2) - aM] -1 , (43) 

where Ca is the Curie constant, Td is the Curie temperature of the d-electron system, and 
Ar is a constant. The R-R interaction was not taken into account because of its small 
value compared with R-M and M-M interactions. The following two equations were 
derived for d In Tc/d In V 

d l n T c  _ dln~ ~d 

d in V 2 ~ - 1 ' (44) 

9dlnTd 5(2~1- 1) / / ( r c ]  2 ) 
d lnTc  _ -dlnV d- ~\Ydd] -- 1 

{Te,2 , (45) 
d lnV 3 \Y2d) -- 1 

where d In Td/d in V is the relative change of the d-electron system Curie temperature with 
the relative volume change, which could be calculated by using eq. (29). In figs. 4 and 
5 the results of the calculations of d In Tc/d In V on Tc for various compounds R-Co, 
R-Fe, R2Ni7 and RNi3 using eqs. (44) and (45) are shown. For R-NJ compounds the 
experimental values of To and d In Td/d In V for Y2Ni7 and YNi3 were used (Jaakkola 
et al. 1983, Beille et al. 1983). For R-Co and R-Fe Td were chosen to be 450 and 
300 K, and din Td/d In V was calculated by eq. (29) with experimental values of Có from 
Brouha et al. (1974). The value of Olnlp, M/Oln V which was regarded as an adjustable 
parameter for R-Co and R-Fe was equal to -3.5 for calculations by eq. (44) and zero 
using eq. (45). For RNi3 and R2Ni 7 compounds 0 In IRM/O In V are 1 and 2.5, respectively, 
for calculations by eq. (44); and 1 and 3, respectively, when eq. (45) is used. Figures 4 and 
5 show that eqs. (44) and (45) describe the experimental data of din Tc/d In V for R-Co 
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and R-Fe compounds reasonably well with the itinerant and s-d models giving practically 
equal results. Indeed, d In Tc/d In V in eq. (29) depends only on Tc which is sufficiently 
affected by the lanthanide subsystem. However, the dependence of d In Tc/d In V on Tc 
for R2Ni7 alloys can be explained only by the s-d model. 

The compound Y2Ni7 exhibits an interesting behavior. Between two magnetic transition 
temperatures Ts (= 6 K) and Tc (= 58 K) it is a ferromagnet and outside this interval a 
paramagnet (Beille et al. 1983). Such a behavior was related to the negative coefficient 
of the fourth-order term in the expansion of the free energy in a power series of 
magnetization (Shimizu 1981). Under pressure the ferromagnetic temperature range gets 
narrow since dTc/dP is negative (see table 7) and dTs/dP is positive (= 0.52 K/kbar). 
The decrease of  Tc and the increase of Ts was explained by Inoue and Shimizu (1985) 
in the framework of an itinerant magnetism model taking into account thermal spin 
fluctuations. 

Leontiev et al. (1988) used the s-d model to explain the observed nonmonotonic 
dependence o fd  in Tc/d In V on the composition in the Dy(Col-xAlx)2 and Tb(Col_xAl~)2 
compounds. It was shown that the observed maximum could be related to the Fermi level 
passing through a local maximum on the density of state curve N(g) when eobalt was 
substituted by aluminum. 

2.2.2. First-order transitions in RCo2 
It is known that in RCo2 alloys for R = Gd and Tb the phase transition to the magnetically 
ordered stare is of the second-order and for R = Dy, Ho and Er a first-order transition is 
observed (Buschow 1977, Kirehmayer and Poldy 1978). The first-order transition in RCoz 
was explained by Bloch et al. (1975) by using the s-d model and the expansion of the free 
energy in a power series on d-electron magnetization. The negative sign of the fourth- 
order term coefficient in the free energy expansion was regarded as an indication of the 
first-order transition. An analogous approach was used by Shimizu (1981) for itinerant 
ferromagnets. Inoue and Shimizu (1982b) expanded the free energy in a power series of 
the total magnetization which is more correct than the expansion in a power series of just 
the d-electron magnetization 

F -= I C l ( T ) o ' 2  q- 1C3(T)~74 + ~Cs(T)o 6 + ' " ,  (46) 

where C1 (T) is equal to the inverse magnetic susceptibility, 

C3 = [b3(T)O(gl(T) + nRM) 4 + a3(T)O(sI(T) + nRM)4]/B; 

C5 = [b5(T)(Xd 1 (T) + nRM) 6 + a5(T)(Zs 1 (T) + nRM)6]/B 6 

-- [ 3b3( T)O(dl ( T) + nRM) + a3( T)O(sl ( T) + nRM)3]2 /B7 ; 

B = Zd I(T) +Xs~(T) + 2nRM; 

(47) 

(48) 

(49) 

where a3 and a», and b3 and b» are the coefficients in the expansion of the free energy 
in a power series of 3d-electrons and R-subsystem magnetization, respectively, and ~7 is 
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the magnetization, The coefficients a3(T) and as(T) are determined by the band structure 
parameters, and b3(T) and bs(T) by the mechanical momentum ofR  ions. The temperature 
of the second-order transition Tc is determined from the condition C1 (Tc) = 0 and that 
of the first-order transition T~ from the equation (Inoue and Shimizu 1982b) 

16Cs(T~)C,(T~)/3C~(T~) = 1, (50) 

where CI(T~) > 0, C3(T~) < 0 and C5(T~) > 0 for all temperatures. By means ofeq. (50) 
and some simplifications the volume change of T~ is obtained as 

dlnT~ _ 

dln V 

dlnTc ( OlnlC3(T~)I O,nCs(T~) ) (T~ 1) 
d ln V + 2 01nr õEn V \ T c -  

(20l~~13n(~~'l Ol~olnrc's(r~, J~ \rc ( r~ _ 1) - 1 
(51) 

where d In Tc/d In V was obtained for the second-order magnetic phase transition from 
the s~t model (see eq. 36). On the basis of eq. (51) Inoue and Shimizu (1982b) showed 
that the value of d in T~/d In V should be larger than that of din Tc/d In V. This is 
confirmed by experiment, since the values of d in Tc/d In V calculated by eq. (36) and 
the experimental data (d In Tc/d In V is 4.8, 5.9 and 3.7 for DyCo2, HoCo2 and ErCoz, 
respectively) are less than the experimentally observed values of d In T~/d In V (6, 9, 13 
for DyCo2, HoCo2 and ErCoz, respectively) (Inoue and Shimizu 1982b). 

Inoue and Shimizu (1988), in the framework of the model described above, calculated 
the volume dependence of the transition temperamre to the magnetically ordered state 
at the boundary between the first- and second-order transition, see fig. 7. Thus, pressure 
can alter the order of the magnetic phase transition. Such a behavior can be explained by 
the decrease of the molecular field acting on the 3d-electron subsystem which causes the 
reduction of the Co moment (Inoue and Shimizu 1988). 

According to fig. 7, ErCo2 with Tc = 33 K (Bloch et al. 1971) lies on the boundary 
between the first and the second-order transition and therefore should reveal the transition 
order change at low pressure. On the basis of the experimental data on the pressure 
dependence and compressibility of HoCo2 (at ambient pressure Tc ~ 77 K) (Voiron and 
Bloch 1971) one can estimate from fig. 7 that the change of the magnetic transition order 
in this compound should occur at - 18 kbar. 

Kamarad et al. (1995) measured the temperature dependence of the relative volume 
change in DyCo2 and GdMn2. The volume jump at the transition temperature to the 
magnetically ordered state at atmospheric pressure (in DyCo2 AV/V ~ 2.2×10 3 at 
Tc = 135 K), which is characteristic of the first-order transition, was transformed under 
a pressure of 10 kbar to a smooth increase with a much smaller value ofAV/V.  This can 
point to the change of the transition order from first to second. However, the experimental 
point corresponding to the Curie temperature of DyCo2 under 10kbar lies inside the 
region of the first-order transition (see fig. 7) as was calculated by Inoue and Shimizu 
(1988). 
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Fig. 7. Volume dependence of the magnetic transition tem- 
peralxtre on the bourldary between the first- and second-order 
transitions (Inoue and Shimizu 1988). The points correspond 
to the experimental values of  T c at atmospheric (open 
symbols) and high hydrostatic pressure (solid symbols): open, 
solid circles, ErCo 2 (P = 25kbar); open, solid inverted 
triangles, HoCo 2 (P ~ 30kbar) (Voiron and Bloch 1971); 
open, solid squares, DyCo 2 (P = 10kbar) (Kamarad et al. 
1995). 

2.2.3. R2FeI7 compounds 
Although in the R-Fe compounds the general tendency to a change of the sign of 
dTc/dP from negative to positive with increasing Tc as predicted by eq. (28) is 
observed (see fig. 3), for the R2Fe17 compounds this dependence is in poõr agreement 
with experiment. The model of localized magnetic moments and the mean field 
approximation give good results for the description of the magnetic properties of the 
R-Fe compounds (Belorizky et al. 1987, Pszczola and Krop 1986, Radwanski 1986) 
due to the localization of the Fe magnetic moments. The R2FeI7 compounds are 
characterized essentially by magnetovolume effects which are manifested in large values 
of the volume magnetostriction and dTc/dP (Brouha and Buschow 1973, Gignoux 
et al. 1979, Radwanski et al. 1988, Radwanski and Krop 1983, Radwanski 1985). This 
was related to the properties of the Fe subsystem and the Fe-Fe exchange interactions 
which mainly determine the magnetic behavior and the Curie temperature. The value of 
dlFe-Fe/d In V obtained by Radwanski et al. (1985) from the variation of  Tc with unit 
cell volume in R2Fe17 was 7x 10-4erg (the integral of the Fe-Fe exchange interaction 
IFe Fe is 3. l X 10 -15 erg in Lu2Fel7 and 5.3× 10 -1» erg in Gd2Fe17). Radwanski et al. (1988) 
proposed that the local environment of the Fe atoms in R2Fe17 resembles that in y-Fe. 

The existence of a noncollinear antiferromagnetic helical structure in Lu2Fe17 which 
has the smallest unit cell volume in the R2Fel7 set of compounds was explained by the 
negative Fe-Fe exchange interactions (Gignoux et al. 1979, Givord and Lemaire 1974). 
According to the work of Givord and Lemaire (1974) negative and positive interactions 
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between Fe ions in R2Fel7 can exist depending on the ion position in the crystal lattice 
and the interatomic distance. The magnetic properties of such systems should be very 
sensitive to the volume variation. 

Nikitin et al. (1991c) studied the influence of pressure on the magnetization and 
ac susceptibility of Y2Fe17. It was shown that the magnetic behavior of the compound 
under pressure indicated the appearance of a helical type noncollinear spin structure. 
A thermodynamic approach with the thermodynamic potential in the form of the 
Ginzburg-Landau functional was used to describe the origin of the noncollinear magnetic 
strucmre and the magnetic temperature-pressure phase diagram. Beuerle and Fähnle 
(1992) calculated d In Tc/dP = -1.27 × 10 -2 kbar 1 for Y2Fe17 by means of the linear 
muffin-tin orbital theory in atomic sphere approximation. This value is consistent with 
the experimental value -1 .47x 10 -2 kbar -1 (Nikitin et al. 1991c), -1.5 × 10 2 kbar-1 
(Buschow et al. 1977). 

3. Influence of  static pressure on the magnetic phase diagrams and magnetic 
order-order phase transitions 

At low temperatures in heavy lanthanides magnetic order-order phase transitions occur. 
In particular, in Tb, Dy and Ho at Tc a transition from a helical antiferromagnetic 
phase to a ferromagnetic state (FM) is observed. According to the models of Miwa 
and Yosida (1961), Cooper (1969), Elliott (1961) and Evensõn and Liu (1969) the 
exchange interaction between neighboring spin layers stabilizes the helical structure 
and the transition to the ferromagnetic phase is caused by the basal plane anisotropy 
and the magnetoelastic energy increase upon cooling. All these values are affected by 
the interatomic distance variation. In the model of Herpin and Meriel (1961) and Enz 
(1960) the exchange interaction which favors a ferromagnetic alignment of spins in the 
nearest neighbor basal planes competes with the antiferromagnetic exchange interaction 
between the next-nearest planes (anisotropy and magnetoelastic energies are not taken 
into account). This leads to the appearance of a helical spin structure whose stability is 
determined by the relation 

11 
- -  ~< 4. (52) 
Il21 

The values of ÕI1/O inc and 012/0 Inc obtained experimentally by Bartholin and Bloch 
(1968a) allow one to make the conclusion that Il~ l/R1 decreases under pressure. This 
should stabilize the antiferromagnetic phase and move the temperature Tc toward low 
temperamres which is consistent with the sign of the experimentally measured value of 
dTc/dP in the heavy lanthanides and their alloys (see tables 1-3). So one may propose that 
the increase of the anisotropy and the magnetoelastic energies on cooling is compensated 
under pressure by the variation of the exchange interaction. 

The stabilization of the helical structure is displayed as an increase under pressure of 
the maximum value of the critical field Hcmr ax necessary to destroy the helical strucmre and 
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in the expansion of the temperature interval ATyc = TN - Tc corresponding to the range 
of existence of this structure. Bykhover et al. (1990), Nikitin and Bezdushnyi (1991), 
Nikitin et al. (1991d, e) and Nikitin and Leontiev (1987) studied the influence ofpressure 
on the magnetic phase diagrams of Tb, Dy and their alloys Tbo.sDy0.5, Tb0.91Dyo.o9 and 
Tb0.835Y0.165. The magnetic phase diagram under pressure preserves its form by shifting 
to the low temperature region. 

Among the studied lanthanide metals the maximum effect of the pressure on H max, 
Tc and TN occurs in terbium, where dATNc/dP = 0.38K/kbar (according to neutron 
diffraction data dATNc/dP = 0.3K/kbar (Umebayashi et al. 1968) and 0.52K/kbar 
(Kawano et al. 1992)) and H m~x increases from 180 Oe at atmospheric pressure to 380 Oe 
at 10 kbar (Bykhover et al. 1990). The increase of H max under pressure was also ob served 
in Tb0.91Yo.09 and Tb0.835Y0.105 by Nikitin and Bezdustmyi (1991). In Dy the pressure 
practically does not affect H m~x and only increases the value of ATNc. According to 
Herpin and Meriel (1961), the value of Her is determined by the formula 

Hcr = -7 .76 /~s I2  sin4(~/2), (53) 

where ~ts is the saturation magnetic moment of the lanthanide ion. Differentiation of 
eq. (53) on pressure gives 

01nHcr _ OlnI2 ~ 2 0qt 
cot(cp/2). (54) 

0P OP õP 

Experiments show that in heavy lanthanide metals OlnI2/OP = 0 and Õq~/OP > 0 
(Bartholin and Bloch 1968a, Umebayashi et al. 1968), which is consistent with the 
observed increase of Her under pressure in Tb and Tb-Y, Tb-Dy alloys. It follows from 
eq. (54) that the sensitivity of Her to the change of the interatomic distances should 
increase for the lanthanides with a large period to the helical structure. This agrees 
with the experimentally observed value of OHmax/op in terbium which has the minimum 
cp(~ 20 °) near TN in the heavy lanthanide metals set (in Dy cF ~ 40 °) (Taylor and Darby 
1972). Dilution of terbium by yttrium leads to an increase of the value of cp (Child et al. 
1965) and, as was shown by Nikitin and Bezdushnyi (1991), to a decrease of OH~ax/op. 

The anomaly that was observed in the magnetic phase diagram of Tb at 223 K was 
related to the commensurate magnetic structure existing at this temperature (Nikitin et al. 
1991d). The helical turn angle here is equal to 18 ° (Drillat et al. 1984) which corresponds 
to the coincidence of the basal plane magnetic moment with easy magnetization axis 
every 10 layers (5 lattice constants along the c-axis). At 10 kbar no peculiarities cansed 
by commensurability were observed. 

Elliott and Wedgewood (1964), Jackson and Doniach (1969) and Dzialoshinski 
(1964a,b) explained the existence of a phase transition from the helical to the fer- 
romagnetic state by the change of the energy spectrum of the conduction electrons 
as a result of their interaction with the spins of magnetic ions. Kaino and Kasuya 
(1981) point to the nonlinear s - f  exchange interaction as a possible mechanism of the 
helicoidal antiferromagnet-ferromagnet (HAFM-FM) transition. Pressure can affect the 
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Fermi surface structure, the energy spectrum of the conduction electrons and the s - f  
exchange interaction parameter which in turn will affect Tc and the characteristics of  the 
helical structure (q0, Hcr). A more thorough discussion of this question will be presented 
in the next section. 

4. T h e  e f fect  o f  s tat ie  p r e s s u r e  on  the  sp in  s t r u e t u r e s  o f  the  l a n t h a n i d e  m e t a l s  

Neutron diffraction measurements under hydrostatic pressure were made on Tb, Ho and 
Er by Umebayashi et al. (1968), Kawano et al. (1992, 1993, 1995) and Achiwa et al. 
(1988). The results on the temperature dependence of the helical turn angle cf and wave 
vector Q of the magnetic structure at various pressures are shown in figs. 8-10. As 
one can see, cf increases in Tb and Ho under pressure: in accordance with the data of  
Umebayashi et al. (1968) Olncf/OP is equal to 2.3 × 10 3kbar -1 at T = T N -  36.5K 
in Ho and to 2×10-2kbar -1 at T = TN - 4 K  in Tb, and according to Kawano et al. 
(1992) 0 In cf/ÕP = 1.2 x 10 -2 kbar -~ at the same tempera~re for Tb. In Tb an increase 
of  the temperamre range of the existence of the helical spin structure ATNc = TN - Tc is 
observed with dATNc/dP = 0.52 K/kbar (Kawano et al. 1992). 

Lee (1964) and Landry (1967) considered the pressure influence on the turn angle cp 
of the helical antiferromagnetic spin structure in the framework of the model proposed 
by Herpin and Meriel (1961) and Enz (1960). The free energy of the crystal was assumed 
to be: 

F = _ [(i1 + ~ - - - - /011  , (/2 + ~ c 3 3 )  cos 2cp] ~EcC23 ~ ~ ~ n  e (~33) COS ~ q- G 2 q- +p«C33 , 

(55) 
where the first term expresses the exchange energy, the second term is the axial strain 
energy, the third term the external axial stress energy; E«, the Young's modulus along the 
c-axis; and e33 andpc are the strain and stress, respectively, along the c-axis. Minimization 
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of eq. (55) gives the following expression, which allows one to calculate the variation of 
the helical m m  angle caused by the c-axis strain 

011 ([33 I1 +O~cc 
0z2 ," (56) cos cp = 4 (12 + õ~nVn~e33) 

It was assumed that the variation of q) with temperature was due to the magnetostriction 
deformations. From the experimental dependence cp(T) the OI1/Õlnc ,-~ 1500K and 
OI2/Olnc ~ 340K were determined (Landry 1967). These values differ considerably 
from the values of OIl/O in c = 75 K and 012/0 inc = 0 obtained by Bartholin and Bloch 
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(1968a) from the dTc/dP data. From eq. (56) one can obtain the expression for dcp/dP 

as 

f Olt r o12 

dqp _ -(2s13 + s33) 2 ~ - 11 ~ (57) 2 
dP 4 (I2 + ~ ~ 3 3  ) sincp 

where s/j are the elastic compliance constants. For Dy calculations of  d In cfl/dP by means 
of eq. (57) and experimental data on q) and s~ near TN give two different values of 
d In cfl/dP (~ 10 -3 and 4 x 10 -5) for two different experimental values of  OIi/O Inc obtained 
by Landry (1967) and Bartholin and Bloch (1968a), respectively. 

De Germes and Saint James (1963) explained the temperature variation of the spin 
periodicity in the HAFM structure near TN by the effects of  conduction electrons 
scattering by the 4f  spin disorder. Elliott and Wedgewood (1964) considered the influence 
of superzone boundaries introduced by the helical structure into the energy spectrum of 
the conduction free electrons. They showed that with an increase of the 4f  spin order the 
value of Q should decrease and the first-order HAFM-FM transition shõuld occur. Miwa 
(1965) in his model took into account both these factors. On the base of  Miwa's model 
Umebayashi et al. (1968) obtained the following expression for the pressure dependence 
of cp 

01nq0 t ¢ f  (~  Olnm*Fo) (58) 
OP " = - q)Of/O~ + 0 In V ' 

where 

f(q), S, S) = F/SF ~ m* V2/3Fo, (59) 

and S is the thermal average value of the spin quantum number at temperature T. 
The value in brackets in eq. (58) was obtained from electrical resistivity measurements 
(see eqs. 24 and 25) and f(cp, S, S) was chosen so as to give the best fit for the 
experimental dependence of eg(T). The 01n ~/OP values of  1.9x 10 -2 kbar -1 for Tb and 
0.9× 10 -3 kbar -1 for Ho calculated by Umebayashi et al. (1968) are in good agreement 
with experimental data. 

Kaino and Kasuya (1981) proposed the model of  nonlinear s - f  exchange interaction 
for the explanation of the temperature spin structure changes in the heavy lanthanides. 
The nonlinear s - f  exchange interaction is realized for the conduction electrons from the 
flat sheets of  webbing between two arms near the L point at the Fermi surface which 
are responsible for helicoidal ordering of the 4f spin. As was shown the increase of  the 
s - f  exchange constant and the decrease of  the flat surface size lead to the stabilization 
of the cone (or fan) and then to the collinear ferromagnetic structure. The decrease of 
the s - f  exchange constant should cause an increase of the helical wave vector and turn 
angle. Earlier Keeton and Loucks (1968) made band calculations for the heavy lanthanide 
metals and showed that the thickness of  the webbing on the Fermi surface correlated with 
the value of the helical wave vector which was increasing from Gd to Y. 
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The results of  the calculation of the cp(T) dependence made by Kaino and Kasuya 
(1981) are in faMy good agreement with experiment. The authors related the observed 
increase of  q~ near Tc in Tb (see fig. 8) with the existence of the fan structure. As one 
can see from fig. 8 this tendency increases under pressure. This may imply a reduction 
of the size of  the flat sheets under pressure. 

Achiwa et al. (1988) on the basis of experimental data on the pressure dependence of 
q) in Ho in the framework of Miwa's model found that the s - f  exchange constant reduces 
under pressure at the relative rate of ~ - 0 . 2  kbar 1. 

Vinokurova et al. (1981) with the help of  experimental data of  the de Haas-Van Alphen 
effect and model calculations studied the pressure influence on the Fermi surface of 
yttrium (heavy lanthanide metals have analogous Fermi surfaces). They found a decrease 
of  the webbing thickness under pressure. 

Theoretical calculations of dq)/dP in Tb and Dy were made by Fleming and Liu (1970). 
On the basis of  the band structure computed by the relativistic augmented plane wave 
method they calculated the generalized conduction electron susceptibility X(~) along 
the c-axis at atmospheric pressure and at 20 kbar. From the position of the maximum 
of x(q)  it was found that the decrease of the helical turn angle under pressure was 
0 In cp/OP = -0.36 kbar -1 for Tb and -0.38 kbar -1 for Dy. This value is not consistent 
with the experimental results for Tb (the data for Dy are lacking). At the same time 
the values of  dTc/dP and dTN/dP obtained by Fleming and Liu (for Gd: -2.3 K/kbar, 
Tb: -1 K/kbar and Dy: -0.4 K/kbar) are in fairly good agreement with experiment (see 
tables 1 and 2). 

Below 20 K the temperature dependence of the helical turn angle in Ho shows features 
corresponding to the lock-in behavior, when the wave vector Q characterizing the 
magnetic strucmre takes on a constant value over a finite temperature interval (see fig. 9). 
Achiwa et al. (1988) observed lock-in features of  q) = 36 ° at 7kbar, 40 ° at 16kbar and 
41 ° at 21 kbar. X-ray scattering studies made on Ho by Gibbs et al. (1985) at atmospheric 
pressure revealed the presence of spin-slips in the lock-in phase. The spin-slip structures 
will be discussed in sect. 7 since they have a strong influence on the elastic properties. 

The effect of  pressure on the magnetic spin structure of  Er was studied by means 
of neutron diffraction by Kawano et al. (1993, 1995). Erbium has a complex magnetic 
structure: according to neutron diffraction measurements by Cable et al. (1965), 
Habenschuss et al. (1974) and Atoji (1974) in the temperature range between TN = 85 K 
and Tcy = 53 K there is a longitudinal spin wave along the c-axis (LSW phase), below 
Tcy the structure changes to a cycloid in which the LSW is superimposed on the basal 
plane spiral, and below Tc = 18 K the c-axis component orders ferromagnetically and the 
basal planes retain a spiral ordering forming the ferromagnetic cone structure (conical 
phase). Kawano et al. (1995) found that pressure decreases Ty and Tcy: at atmospheric 
pressure TN = 84 K and T c y  = 53 K and at 14 kbar TN = 82 :k 1 K and Tc¥ = 46 + 1 K. 
The spin structure wave vector increases under pressure and below 30 K locks into the 
commensurate value ~ ~  (see fig. 10). It was concluded that the conical structure observed 
at atmospheric pressure below Tcv was suppressed by the pressure and a cycloidal 
strucmre existed down to 4.5 K (Kawano et al. 1993, 1995). 
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5. Influence of static pressure on the magnetization 

Kornetzki (1935) and Kouvel and Wilson (1961) derived the formula for the saturation 
magnetization os derivative with respect to pressure under the assumption that os was a 
function of the reduced temperature T/Tc: 

-10aO T Oas OTc 
1 0 o s  _ °° Õ-fi as OT TC10P 

«T T T7 ~ OTc asOP 1 + 5  t¢ c Õ~ 
(60) 

where o0 is the saturation magnetization at T = 0 K; aT, the linear thermal expansion 
coefficient. Since 3(a.r/~;)Tcl(OTc/OP) ,-~ O, then eq. (60) can be rewritten in the form 

1 OOs__ 1 000 1 OOs T OTc 

Os OP ao õP os OP Tc OP' 
(61) 

where the first term is due to the change of the samration magnetization at 0 K, and 
the second term is the contribution from the variation of the exchange interaction under 
pressure. Equations (60) and (61) were used for the description of the pressure effect on 
the saturation magnetization and the paraprocess in the system with localized magnetic 
moments which can be attributed to the lanthanide metal. By a paraprocess we refer to 
the magnetization when the field acts against heat agitation, and the process of  turning 
of the magnetization vector is completed. 

There is a considerable amount of  experimental data on the effect of  pressure on 
the magnetization (the so-called Aa effect) in the lanthanide metals and their alloys. 
Vinokurova and Kondorskii (1964a,b) studied the Ao effect in heavy lanthanides. It was 
assumed that at magnetic fields corresponding to the initial magnetization the Ao effect 
was connected with the anisotropy constant variation, and in the fields of  the paraprocess 
it was due to the change of the exchange interaction. The measurements were made on 
polycrystals and these two contributions were not separated. 

The Aa  effect in heavy lanthanide single crystals was studied by Nikitin and Leontiev 
(1987), Nikitin and Bezdushnyi (1987-1989). The maxima of the Ao effects were found 
to be near the magnetic phase spin-reorientation transition temperatures, and for the 
field dependencies of the Aa  effect they were found at H = Hof. In high fields the 
Ao effect in heavy lanthanides is negative and has large absolute values (for example 
in Tb at H = 13 kOe Oo/OP ~ -10  emu/g kbar near TN Nikitin et al. 1991e). Nikitin and 
Bezdushnyi (1988) using the Aa  effect data determined the relative variation of the basal 
plane anisotropy constant K 6 in terbium with pressure, i.e. 0 lnK6/Op = -10  4 kbar -1 at 
80 K which is consistent with crystal field model calculations. 

For polycrystalline heavy lanthanide metals the effect of  pressure on o0 was studied 
by Bloch and Panthenet (1964), Vinokurova and Kondorskii (1964a,b, 1965) and 
Bartholin and Bloch (1967). It was found that Olnao/OP lies in the interval from 
--10 -4 (Dy) to -1.17×10~4kbar -1 (Er). For terbium the magnetization measurements 
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gave 0 in (zo/OP = -7.3 × 10 -3 kbar -1 (Vinokurova and Kondorskii 1965). However, the 
hyperfine field measurements of  a terbium single crystal reveal a considerably smaller 
value of 0 in •o/OP = -5 × 10 5 kbar-1 (Lindgren and Meyer 1990). Fujiwara et al. (1977) 
from the magnetic susceptibility measurements obtained the relative change of the atomic 
effective magnetic moment 0 In ~teff/OP and found a complex dependence of this value on 
the average number of  4f-electrons in the heavy lanthanide metals and their alloys (see 
fig. 11). 

Fujiwara et al. (1977) and Lindgren and Meyer (1990) assumed that the pressure effect 
on ~0 and/g«f in the heavy lanthanides is due to the change of the conduction electron 
magnetization. The deviation of experimental points for alloys with Gd ffom the general 
curve (see fig. 11) was thought to be related to the conduction electron polarization in 
Gd (Fujiwara et al. 1977). 

Mulder et al. (1997) calculated the pressure effect on the magnetic moment of  
Gd by means of the angmented spherical wave method employing the atomic sphere 
approximation. It was shown that the main valence electron contribution to the total 
atomic magnetic moment of Gd and its decrease under pressure results ffom 5d-electrons. 
The calculated values are: 0 in pJOP ~ -1 × 10 .4 kbar -1, 0 In ~t~/OP ~ 9 × 10 -3 kbar -~, 
Oln~/OP ~ -3×10-3kbar  -1 and Oln/gd/OP ~ -8×10-4kbar  i, where ~tt is the total 
magnetic moment of the Gd atom and kts, P~ and gd are the partial contributions to the 
total magnetic moment arising from 6s-, 6p- and 5d-electrons, respectively. According to 
Mulder et al. (1997) the decrease of  the magnetic moment of  the 5d-electrons is due to the 
widening of the 5d band under pressure. The character of  the magnetic moment pressure 
dependence in Gd was confirmed by the experimental measurements of the hyperfine field 
at 4.2 K by means of the Mössbauer effect, although the calculated values of  the hyperfine 
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Table 8 
Influence of  pressure on the saturation magnetizat ion at 0 K for some compotmds with Fe and Ni  

121 

Compound 0 In ao/OP (kbar -1) Compotmd 0 ha ao/OP (kbar -l ) 

Y6Fe23 - 1 . 8 5  a 

Y2Fe17 0 :J- 0.5 b 

YFe 3 -1 .4  ~ 

YFe2 1 4- 0.5 b, -0 .84  a 

CeFe 2 -2 .7  • 0.5 b 

YNi 3 0. 5 c 

Y2Ni7 0 k: 0.5b,--4.16 ~ 

References 
(a) Armitage et al. (1989) (b) Buschow et al. (1977) (c) Beille et al. (1983). 

field pressure effect was about a factor of 2 smaller than that obtained in experiments 
(Mulder et al. 1997). 

Altshuller et al. (1981) showed by means of band calculations that compression did not 
lead to a ehange of the 4f energy level occupation in the heavy lanthanides but induced 
(s, p)-d transitions. A different situation takes place in metals where the f level lies close 
to the Fermi level. In this case the transition of the f-electrons to the conduction band is 
possible under pressure. Such a behavior was observed in Ce which was characterized by 
a substantial decrease of the magnetization (MaePherson et al. 1971). 

For the lanthanide-3dTM compounds the Aa effect has hardly been studied. In the 
literamre there are data on Y-Ni and Y-Fe alloys (Buschow et al. 1977), R(Co-A12) 
(Leontiev et al. 1988) and Y2Fe17 and ErzFe17 (Nikitin et al. 1991b). For an interpretation 
of the experimental results some authors used the formula obtained for weak itinerant 
ferromagnets (Wagner and Wohlfarth 1981, Inoue and Shimizu 1982a, Tange et al. 1981) 

OlnTc 0 in ~r0 5 
OP - ~ + 3t¢" (62) 

However, the essential differences between the experimental data on 0 In ~ro/OP obtained 
by the various authors makes the analysis of the relation between 01n Cro/OP and 
0 In Tc/OP difficult. 

From the band model point of view one can expect an essential variation of o0 under 
pressure in ferromagnets where 3d subbands of opposite spin directions are not full 
(Buschow et al. 1977). Such a situation is realized in R-Fe compounds where 1arge 
values of 0 In Cro/OP are observed experimentally for YöFez3, YFe3, YFe2 and CeFe2 with 
exclusion of Y2Fel7 (see table 8). On the contrary in R-Co compounds the 3d band ofone 
spin direction is full and this should correspond to the small variation of o0. Unfortunately, 
experimental data on 0 In ~7o/OP in R-Co compounds are not available. 

Mulder et al. (1997) calculated the pressure dependence of the magnetic moment of 
the Co atoms in the intermetallic compound GdCo5. Near ambient pressure the pressure 
dependence of Co atom moment is relatively weak since GdCo5 is a strong ferromagnet 
in which the majority spin 3d subband is fully occupied. Upon application of pressure the 
3d bands broaden and GdCo5 becomes a weak ferromagnet with high pressure dependence 
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of the Co atom moments. The calcnlations of Mulder et al. (1997) show that the decrease 
of the Co magnetic moment related to this process occurs at a pressure of about 80 kbar 
and has a discontinuous character. 

6. Sound attenuation and internal friction 

6.1. Introduction 

One of the important characteristics of a material which can be studied by means 
of dynamic mechanical stresses is the damping of sound vibrations. The damping in 
magnetic metals can be divided into two parts: one of them is due to the crystal lattice, and 
the other is due to the interaction of the magnetic system with the lattice. The first type 
of damping is caused by various crystal lattice relaxation processes such as thermoelastic 
damping, the relaxation of internal stresses, the motion of various crystal lattice defects 
(dislocations, vacancies) and impurity atoms in the stress field of an acoustic ware, slip on 
the grain boundaries in polycrystals. The question about hydrogen impurities relaxation 
in rare earth metals was studied by Vajda (see Vajda 1995). We will not consider here 
the sound damping related to the crystal lattice, and we will focus our attention on the 
damping caused by the magnetic system, such as the domain structure and the variation 
of the magnetic order caused by elastic strains. 

6.2. Paramagnetic phase 

6.2.1. Ultrasound attenuation 
In the region of the transition from the paramagnetic to the magnetically ordered state 
the contribution to the ultrasonic attenuation caused by the variation of magnetic order 
by elastic strains has special importance. 

One of the models regarding the attenuation in a magnetic insulator with localized 
magnetic moments is presented in the work of Tani and Mori (1968). According to the 
model the spin-lattice coupling has a volume magnetostriction charaeter. The longitudinal 
acoustic wave propagating through the crystal induces an oscillation of the interatomic 
distances R which distort the exchange integral I U by the amount 6RO[/ÕR. This 
distortion results in an interaction of the sound wave with the spins resulting in a sound 
wave perturbation by the thermal spin fluctuations. Since the spin fluctuations increase 
anomalously as the critical temperature is approached, the sound attenuation should have 
an anomaly at this temperatttre. The Hamiltonian of the spin-lattice interaction for the 
longitudinal acoustic wave ü ~ Ae~ exp(ikR) has the following form in the long wave 
length limit (Tani and Mori 1968, Lüthi and Pollina 1968, Lüthi et al. 1970) 

= = Z A - = ë k ( R k ) e  S~Si+R, 7-/s-ph E -=6RSiSi+R (63) 
. O R  . OR 

i,R i,R 
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where 6/~ = ffi+R -- üR with ü the lattice displacement vector, ëk is the polarization vector 
of the sound ware, A is the amplitude of the sound wave, and /~ is the sound ware 
vector. When the lattice displacement is expressed by the phonon operators, the interaction 
Hamiltonian takes the form 

"}'/s-ph = Z 2pVo) R ON 
i,R 

(64) 

where co is the sound wave frequency, b- and b~ are the annihilation and creation phonon 
• k K . . 

operators and p is the density of the crystal. The full Hamiltoman of the system consasts 
of the noninteracting phonons energy, the exchange energy in the Heisenberg form and 
the spin-phonon energy in the form of eq. (64). By means of this Hamiltonian the 
longitudinal sound attenuation coefficient al (the sound wave amplitude varies in the 
crystal as exp(-alR)) was calculated as the difference between the phonons with wave 
vector lc absorbed and those emitted: 

O O  

al = ~_, B(R, R', f: ) J dt eid°te iz(~'-'~j) (SiSi+RSj(t)Sj+R(t)}, 
0 

(65) 

where 

B(R, R',/~) = (1  00~~)2(/~ëk)(/~èk)(/~/~)(/~,/~)(1 _e~CO/kBr)(2pVhoa)_, (66) 

The coefficient B(R, R t, te) defines the attenuation dependence on the propagation 
direction and the polarization vector of the sound wave. Here () denotes statistical 
averaging of the equilibrium ensemble. The integral in eq. (65) is the space-time Fourier 
transform of a four-spin correlation function. The existing theories of sound attenuation 
differ mainly in the treatment of the four-spin correlation fimction. In the models of 
Papoular (1964), Tani and Mori (1968), Bennett and Pytte (1967), Okamoto (1967), 
Kawasaki (1968b) and Laramore and Kadanoff (1969) the factorization procedure in 
breaking the four-spin correlation function into two-spin correlation functions was used. 
Calculations of the attenuation coefficient based on the Hamiltonian represented by 
eq. (64) which is squared on spins and linear in the phonon variables give the second-order 
dependence of al on sound frequency in the paramagnetic region of the form 

al ~ co2(T-O) ~, (67) 

where O is the magnetic ordering temperature (critical temperature) and critical 
exponent v, calculated by various models, is presented in table 9. The calculations 
were made for the isotropic and unique axis anisotropy cases. Taking into account in 
Hamiltonian (64) the term squared in phonon variables ~ 02I/OR26R 2 should lead to a 
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Table 9 
Theoretical critical exponent v for ferro- and antiferromagnets 

Ferromagnet Antiferromagnet 

Isotropic Anisotropic Isotropic Anisotropic 

Reis. 

7/3 

2.2 

5/3 

1 1 

5/2 3/2 3/2 

5/2 3/2 

5/2 1.6 3/2 

1 

4/3 4/3 

1,2 

3,4 

5 

6 

7 

8,9 

References 
1 Tani and Mori (1966) 
2 Tani and Mori (1968) 
3 Bennett and Pytte (1967) 

4 Pytte and Bennett (1967) 
50kamoto (1967) 
6 Kawasaki (1968a) 

7 Kawasaki (1968b) 
8 Kadanoff (1969) 
9 Laramore and Kadanoff (1969) 

frequency dependence of al which differs from ~o 2. Such a consideration was made by 
Papoular (1964) who found al ~ o)3(T-  0 )  -1/2 for ferromagnets. 

The papers which describe the attenuation mechanism in the lanthanide metals with the 
participation of the conduction electrons are discussed next. Maekawa and Tachiki (1977) 
considered the microscopic mechanism of sound ware interaction with the conduction 
electrons in itinerant ferromagnets and the lanthanide metals. This interaction causes 
the variation of the indirect exchange between 4f  magnetic moments leading to their 
coupling with sound wave and attenuation. The derived results were analogous to that 
determined from the model of the exchange modulation in magnetic insulators. Vigren 
(1977) proposed a mechanism of phonon scattering by the polarized conduction electron 
density. The ordered 4f  spins split the conduction electron subzones via the s - f  exchange 
interaction and cause an electron repopulation with the appearance of the electron density 
polarization. Thermal fluctuations of the 4f  spin via the s - f  exchange can carry the 
conduction electron charge density fluctuations. The sound attenuation occurs by phonon 
interaction with these charge fluctuations by means of the electron-phonon coupling. 
Maekawa and Tachiki (1978) showed that Vigren's model is equivalent to the exchange 
modulation mode1. It should be noted that according to Tachiki et al. (1968) the direct 
conduction electron-phonon attenuation in the lanthanide metals is negligible since the 
relaxation time of the conduction electron system (-10 11-10-14 s) is rauch less than the 
period of the sound waves and the stable configuration of the conduction electrons follows 
the strain adiabatically. 

The model of the spin-phonon interacfion via the exchange modulation discussed above 
was used for the interpretation of the results of the ultrasound (10-200 MHz) attenuation 
in Gd, Tb, Dy, Ho, Er (Lüthi and Pollina 1968, Pollina and Lüthi 1969, Lüthi et al. 
1969, 1970, du Plessis and Elbaum 1977). It was found that longitudinal sound wave 
propagating along the c-axis (and also along the a-axis in Gd) displays an attenuation 
maximum in the vicinity of the temperature corresponding to the magnetic ordering 
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(polarization vector in the hexagonal plane). The sound frequency was 50 MHz (Lüthi and Pollina 1968). 

transition (see fig. 12, where attenuation temperature dependencies for Gd are shown). At 
the same time there are no anomalies for the temperature dependence of the shear wave 
attenuation coefficient at, except for Dy where a small maximum near TN was observed. 

A longitudinal wave propagating through the sample produces a change in the 
interatomic distances and its attenuation can be explained by the volume magnetostriction 
mechanism described by the Hamiltonian (64). The difference in the attenuation values 
for the wave propagating along the a- and the c-axis observed in Gd can be attributed to 
essentially the difference in the OI/O In a and OI/O Inc values (see table 5). 

The change of the interatomic distance caused by a shear sound wave is of the second 
order compared with a longitudinal wave. The main contribution to the attenuation arises 
in this case from the single-ion magnetoelastic interaction. The Hamiltonian of this 
interaction can be expressed in the form proposed by Callen and Callen (1965) and is 
linear in strain and squared in spin variables: 

B a a l V ~  Hme(f) = - 126, ~ -  [(Sfi) 2 -  ½S(S+ 1)] -B~2 éa'2 [(@)2_ ½S(S+ 1)] 

_ Br {1gelt [(S•) 2 -  (Sf) 2 ] +'~62r[@5/+ 5/@]} (68) 

-- B e {  1 e [ ( S f S ;  S}S}] 1 e[(S}S} S ;S}]}  ~61 -k q- ~62 + , 

where symmetry strains are used which are related to Cartesian strain eij by the relations 

6a, l = 6xx_4_6yy_bözz; 6a,2 = ~ 1 ra, l-,, ~ - ( e z z -  5e ), (69) 
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1 
c 7'~ = ~ ( e x x  - %);  e~ = «xy; e~ = eyz; c~ = exz, (70) 

where B~2 B~2, BY and B e are the single-ion magnetoelastic coupling constants. The last 
two terms in eq. (68) are responsible for the single-ion magnetoelastic interaction with 
the shear wave. 

Pollina and Lüthi (1969) estimated the value of single-ion magnetoelastic coupling 
constants BY and B C with the help of linear magnetostriction data. They showed that in Tb, 
Dy and Ho the constants had the same order of magnitude as the volume magnetostrictive 
coupling constant which is proportional to d I / d  Inc (in Gd they were smaller by two 
orders of magnitude) with the maximum value in Dy. According to Pollina and Lüthi 
(1969) the weak critical attenuation of shear sound waves observed in Tb, Dy and Ho 
cannot be explained by the small value of single-ion magnetoelastic coupling constants. 

The explanation of the observed experimental results on shear sound attenuation along 
the c-axis in the strongly anisotropic heavy lanthanide metals was proposed by Tachiki 
et al. (1975). According to this model the strong magnetocrystalline anisotropy in Tb, 
Dy and Ho suppresses the spin fluctuations along the c-axis. Near the temperature 
of transition to the magnetically ordered state the spin fluctuations become extremely 
anisotropic: the fluctuations along the c-axis remain finite, but at the same time the 
fluctuations in the basal plane diverge. For the calculation of the attenuation coefficient 
the spin-phonon interaction for a shear wave was expressed by means of  a two-ion 
magnetoelastic Hamiltonian in the form proposed by Callen and Callen (1965). It was 
shown that the attenuation coefficient of the shear acoustic wave is proportional to the 
correlation function of the spin components along the sound wave vector and along 
the polarization vector of  sound. When the shear wave propagates along the c-axis the 
attenuation coefficient does not reveal any critical anomaly because it is proportional to 
the spin component along the c-axis which does not diverge. On the other hand as was 
shown by Tachiki and Maekawa (1974) the longitudinal wave attenuation coefficient was 
proportional to the square of the correlation function of the basal plane spin components 
and thus had a critical anomaly near Ty. So, according to the described mechanism, 
the critical attenuation of shear acoustic waves is possible only if their propagation and 
polarization vectors lie in the basal plane. Such a behavior was observed experimentally 
on Tb and Ho by Tachiki et al. (1975). 

Experiments show that in the paramagnetic region near the critical temperamre a 
dependence of a~ and at on ~o and T in the form of eq. (67) is observed. The experimental 
values of the critical exponent v and the critical temperatures for heavy lanthanide metals 
are presented in table 10. Just above the critical temperature (T - O < 1 K) a deviation 
from the dependence given by eq. (67) was observed by Lüthi et al. (1970) in connection 
with impurities in the sample. Experimental values of v for lanthanide metals lie in the 
interval 1-1.6 which is consistent with the models of Kawasaki (1968b), Laramore and 
Kadanoff (1969) and Kadanoff (1969). Tb, Dy and Er with v close to 4/3 are characterized 
by high uniaxial anisotropy. The observed value of v for the isotropic ferromagnet Gd 
is close to theoretical value 5/3. Holmium can be regarded as a boundary case between 
an isotropic and an anisotropic antiferromagnet (v = 1). Lüthi et al. (1969) explained the 
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Table 10 
Experimental critical exponent v and critical temperatures for the heavy lanthanide metals; the sotmd attenuation 

was measured for a sound wave propagating along the c-axis 

R Tc, T N (K) Longitudinal wave Shear wave Refs. 

Gd 290.4 1.2 :t- 0.1 1 

Gd 290.1 1.63 ± 0.1 2 

Tb 227.6 1.24 -4- 0.1 2,3 

Dy 177.3 1.37 ± 0.1 0.8 2,3 

Ho 132.1 1.0 4- 0.1 2,3 

Er 84.84 1.26 ± 0.04 4 

References 
(1) Lüthi and Pollina (1968) 
(2) Lüthi et al. (1970) 

(3) Pollina and Lüthi (1969) 
(4) du Plessis and Elbaum (1977) 

observed critical exponent (v = 0. 8) for the shear wave attenuation in Dy in the framework 
of Kawasaki's (1968a) model taking into account in the spin-phonon Hamiltonian terms 
linear in strain but having a fourth power dependence in the spin variables. 

The influence of a magnetic field on the attenuation of the longitudinal acoustic wave 
propagating along the c-axis in the lanthanide metals in the paramagnetic phase was 
studied in Ho (Tachiki et al. 1972), Tb (Maekawa et al. 1976), Dy (Treder and Levy 
1977), and Er (Treder et al. 1979). It was shown that in Tb and Ho near the magnetic 
ordering temperature in a low magnetic field aligned parallel to the basal plane a rapid 
increase of  the attenuation occurred. In terbium the attenuation passes through a maximum 
and then rapidly decreases in high field. Such a behavior is not a confirmation of the 
spin fluctuation attenuation mechanism (Tani and Mori 1968) since fluctuations should 
be suppressed by the magnetic field. In Dy there is a more complex behavior of  a~ in 
the paramagnetic phase: for temperatures T/TN > 1.01 al exhibits an increase with H,  
but for 1 < T/TN < 1.01 al first shows a decrease followed by a minimum and an 
eventual increase. Erbium was investigated for two directions of the magnetic field - 
parallel and perpendicular to the crystallographic c-axis and quite different behaviors 
of the attenuation were observed. When H is parallel to the c-axis al reveals a field 
dependence on H with a minimum (analogous to that observed in Dy for 1 < T/TN < 1.01) 
and a weak increase at high fields. When H was perpendicular to the c-axis a rapid 
increase of  a~ was observed. In all cases the increase of  a~ was quadratic in the applied 
field strength. To explain the observed field dependence of al the model proposed by 
Tachiki and Maekawa (1974) and Maekawa et al. (1976) was used. The Hamiltonian 
contained the contribution from the exchange energy for the undistorted lattice, the energy 
due to the applied magnetic field, the magnetocrystalline anisotropy energy, the uniform 
elastic and magnetoelastic (single-ion and two-ion) energy contributions in the form given 
by Callen and Callen (1965), and the energy of noninteracting phonons and the spin- 
phonon interaction energy arising from the modulation oftwo- and single-ion interactions 
by the propagating acoustic wave. The last contributions were taken only to first order in 
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Fig. 13. Constant field attenuation coefficient a33 (longitudinal sound wave propagafing along the c-axis) for 
terbium: (1) H = 0kOe; (2) 1.25kOe; (3) 2.5kOe; (4) 4kOe; (5) ókOe; (6) 11 kOe. The sound frequency is 

15 MHz (Maekawa et al. 1976). 

the phonon variables. Using this Hamiltonian the attenuation coefficient was calculated by 
means of  a general procedure given by Tani and Mori (1968) as a sum over four-spin time 
correlation functions which were broken into products o f  two-spin correlation functions 
and then expressed in terms of  so-called staggered susceptibilities which were dependent 
on corresponding spin fluctuations. The resultant expression for al can be reduced to 
(Treder et al. 1979) 

ai = CI (T ) [ (THXH(k ) ]  2 + C2(T) Z { [ X x ( / ~ ) ]  3 + [ Xy(/~)] 3 + [Xz(/~)]3 }, (71) 

w h e r e / (  is the reciprocal lattice vector, aH and ZH are the components of  magnetization 
and the staggered susceptibility in the direction of  the applied field H, Zi are the 
components of  staggered susceptibility, and CI(T) and C2(T) are the temperature 
dependent coefficients. When the temperature approaches the critical temperature some 
components of  the staggered susceptibility in the absence of  a magnetic field can diverge 
due to spin fluctuations and thus cause the attenuation maxima. In the presence of  a 
magnetic field there are two competing effects. One of  them increases the first term 
in eq. (71) and is due to the spin polarization induced by the applied magnetic field. 
The other one is caused by the suppression of  spin fluctuations in the field and tends 
to decrease a~. Under assumption that in low fields a has a linear dependence on the 
magnetic field, Treder et al. (1979) obtained the attenuation coefficient al o f  the form 

a~ ~ [ C I ( T ) - C 2 ( T ) ] H  2. (72) 
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Which of the two contributions dominates depends on the relative size of C1 (T) and C2(T) 
which can change with temperature. Numerical calculations on the basis of this model 
allowed Maekawa et al. (1976) and Treder and Levy (1977) to explain the experimentally 
observed al(H) in the heavy lanthanides in the paramagnetic region. 

For the temperature dependencies of al in Tb, Dy and Er field induced shifts of 
the maxima corresponding to magnetic phase transitions were observed. This allowed 
Maekawa et al. (1976) to construct the magnetic phase diagram of terbium which is 
consistent with the orte obtained from magnetization measurements. An interesting feature 
is the appearance of an additional attenuation maximum which occurs above the critical 
peak; in terbium it shifts toward high temperamres with increasing field strength (see 
fig. 13). According to the theory considered above such a behavior is associated with 
the first term in eq. (71) - when H ~ 0 it exhibits a maximum due to the maximum in 
ZH(/~). This attenuation anomaly is field dependent and lies above the temperature of the 
transition to the magnetically ordered state. This is due to the spin fluctuations associated 
with short range ferromagnetic ordeilng induced by the field. 

6.2.2. In t e rna l  f r i c t i o n  

Anomalous sound attenuation at the transition temperature to the magnetically ordered 
state can be also explained thermodynamically by the fluctuation mechanism proposed 
by Landau and Khalatnikov (1954) for second-order phase transitions. For ferromagnets 
this type of model was regarded by Belov et al. (1960) and Papoular (1965). 

The mechanical stress impressed on a ferromagnet causes the deviation of the spin 
system from the equilibrium stare. The process of equilibrium reduction is described by 
the kinetic equation 

Oa _ K O F  (73) 
Ot O a '  

where F is the free energy of ferromagnet, and K, the kinetic coefficient. The relaxation 
time is determined by the equation 

r = K ' ( 0 2 F ~  -1 
0 0  -2 J T  ' (74) 

and depends on the character of the magnetic phase transition. For second-order phase 
transitions the free energy of a ferromagnet can be expanded in a power seiles of 
magnetization 

F = F 0 +  1 2 1 4 ~a0- +aß0- + ' " ,  (75) 

where a and fi are thermodynamic coefficients [near Tc one has a = a o ( T  - Tc)]. The 
minimization o f F  with respect to cr gives 0-2 = a/2/3. Then r depends on the temperature 
in the following way 

1 1 

r - 2fiK0-~ - K O t o ( T -  Tc)' (76) 

i.e., for second-order phase transitions r diverges on approaching the Curie point, which is 
related to an intensive development of spin fluctuations near Tc. For a first-order magnetic 
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phase transition r has a maximum at the transition temperature. Since the velocity of 
approaching the equilibrium magnetic state can be expressed as 

017  _ 17 --  17eq 

Ot  72 ' 
(77) 

(here 17eq is the equilibrium value of the magnetization) then a sharp increase of r at Tc 
means the appearance of "magnetic viscosity" due to the paraprocess. Sound attenuation 
arises from the phase lag between the impressed stress and induced strain and has a 
maximum in the vicinity of the Curie temperature. Since in the framework of this model 
above Tc 17 = 0 in both equilibrium and nonequilibrium states, in the paramagnetic region 
the sound attenuation should not be observed in contrast to the models discussed above. 

By means of this thermodynamic model the internal friction Q 1 for an isotropic 
ferromagnet near Tc was calculated by Belov et al. (1960) and Papoular (1965). The 
internal friction characterizes the damping of the sample's sound vibrations with time 
and is defined as a ratio of the mechanical energy dissipated over a period of time to the 
full mechanical energy of the sample. It is related to the sound attenuation coefficient 
a s  

Q 1 = 2alv/o9, (78) 

were v is the sound velocity. When calculating the internal friction, the energy of the 
magnetic field, - o H ,  and the magnetoelastic coupling in the form of Vp172 (p is the 
mechanical stress and y the thermodynamic coefficient) were taken into account in the 
free energy, and the following expression was derived 

(DT 2 
Q 1 = K y E o o e  1 + o92r ~ '  (79) 

where E ° is the Young's modulus due to lattice effects only and 

G 
r - ( 8 0 )  

K ( ~  + 2/3o3)  

The thermodynamic model stated above gives the following internal friction behavior for 
second-order magnetic phase transitions: 
(a) the internal friction maximum occurs at the temperature Tm below the Curie 

point Tc; 
(b) with increasing frequency Tm shifts to lower temperatures: 

o)  
T c - T m  - ; (81) 

2 K a o  
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(c) at high magnetic field strength Q 1 decreases as H -2/3. 
Although a lot of experimental work has been devoted to internal friction measurements 
in the lanthanide metals and their alloys for acoustic frequencies of 1-2 kHz, near the 
magnetic transition temperamre only a limited number of studies of Q 1 have been carried 
out. The internal friction maximum in the vicinity of the critical temperature was observed 
in poly- and single crystals of the lanthanide metals and their alloys: Gd (Bodriakov et al. 
1991, 1992), Tb (Spichkin et al. 1996a, Shubin et al. 1985) (see fig. 14), Dy (Tishin 
and Shipilov 1992, Kataev et al. 1985, 1989a, Kataev and Shubin 1979, Tishin and 
Spichkin 1996) (see fig. 15), Tb0.125Dy0.s75 (Kataev and Sattarov 1989), Gd-Dy system 
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Fig. 15. Temperature dependence of Young's modulus E« (curve 1) and intemal friction Q 1 (curve 2) of 
dysprosium measured along the crystallographic c-axis. The frequency of measurement was -2  kHz (Tishin 

and Spichkin 1996). 
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(Tishin and Shipilov 1993), Er0.2»Tb0.75 (Kataev and Shubin 1979). In polycrystalline 
Dy, Tb0125Dy0875 and single-crystal Tb0.»Dy0.» at temperatures between 280 and 300 K, 
which is high above TN, internal friction maxima were observed by Kataev and Shubin 
(1979), Kataev et al. (1989a), Kataev and Sattarov (1989) which according to the authors 
were of magnetic origin and were related to the disappearance of short-range magnetic 
order (antiferromagnetic clusters). The temperatures of the maxima correspond to the 
disappearance of hysteresis of the Young's modulus temperature dependencies and the 
maxima's height is affected by the magnetic fiel& At the same time, Burhanov et al. (1993) 
showed by Q-I(T) dependencies measurements at various frequencies that the observed 
high temperature internal friction maxima were caused by relaxation processes in the 
crystal lattice and had a dislocation nature. In addition, the internal friction investigations 
of the nonmagnetic metals Y and La by Bodriakov et al. (1993, 1994) and Tishin et al. 
(1995) reveal similar maxima at ~ 300K which indirectly points to the nonmagnetic 
character of these high temperature maxima in the magnetic lanthanide metals. Another, 
more plausible, reason for this anomaly is the relaxation of gas impurities or crystalline 
lattice defects (see Vajda 1995). 

6.3. Magnetically ordered state 

6.3.1. Ultrasound attenuation 

The ultrasonic attenuation in the magnetically ordered state of the lanthanide metals 
was investigated experimentally in Tb, Dy, Ho and Er, and in the Tb-Ho, Gd-Y alloys. 
Longitudinal sound waves propagating along the c-axis reveal attenuation maxima at the 
temperatures ofmagnetic phase transitions in the absence ofa  magnetic field. A maximum 
was observed at the temperamre of the transition from a helicoidal to a ferromagnetic 
state (TN) in terbium by Maekawa et al. (1976) and Jiles et al. (1981) on cooling and 
warming (see fig. 13) and in holmium by Levy and Lee (1970), Lee and Levy (1973) 
on cooling (see fig. 16). It should be noted that conditions of measurement (cooling or 
warming circle) strongly affect the attenuation results below TN. In Dy no anomaly was 
observed at Tc on cooling but on warming a large maximum was found near Tc by Palmer 
(1975) and Blackie and Palmer (1980), see fig. 17. A similar behavior was observed in 
alloys with the helical spin structure - Tb-Ho and Gd-Y (Palmer 1975, Blackie and 
Palmer 1982, Braga et al. 1982, Sousa et al. 1982). In some papers the direction of the 
temperature change was not indicated and this could lead to confusion. A wide maximum 
was observed also in Ho (see fig. 16) at ~ 95 K which was suppressed by an increase of 
frequency or magnetic field strength. 

Erbium was investigated by du Plessis and Elbaum (1977) and Treder et al. (1979). 
There are longitudinal sound attenuation maxima at the temperatures of the magnetic 
phase transition Ty ~ 85 K, Tcy ~ 53 K and Tc ~ 20K. At a temperature slightly 
higher than Tc (22 K on cooling and 26 K on warming) an additional small peak occurs. 
Hysteresis of the attenuation coefficient was also observed near Tc in Er and Tb which 
is characteristic of a first-order transition. 
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15 Milz (Blackie and Palmer 1980). 

The attenuation o f  the acoustic shear waves propagating along the hexagonal axis in 
holmium was measured by Tachiki et al. (1974) and Lee et al. (1975) and reveals two 
maxima, at 24 and 95.5 K. 

Mechanisms of  longitudinal and shear sound wave attenuation in the spiral spin state 
were proposed by Tachiki et al. (1968), Lee and Levy (1973), Vigren (1976) and Palmer 
(1975). According to the model of  Tachiki et al. (1968) the longitudinal acoustic wave 
propagating through the sample along the c-axis perturbs the conduction electron system 
thus leading to a variation o f  the exchange energy. The variation causes a distortion o f  
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the helical wave vector Q due to the rotation of 4f spins around the c-axis. The spins will 
try to relax to their equilibrium state providing an absorption of acoustic energy. The 
attenuation due to this spin-lattice relaxation process can be written for a longitudinal 
acoustic wave as 

N S  2 (02I/0QÔ6.33) 2 ra) 2 
ai = pv~ 02I/OQ 2 1 + 0) 2 T 2' (82) 

where o 1 is the longitudinal acoustic velocity; T, the relaxation time of the spin system; 
and S', the thermal average of the spin. Since according to the experimental data of  
Umebayashi et al. (1968) the mechanical stress essentially affects the helical turn angle 
in the lanthanide metals one may expect a considerable contribution to al from this 
mechanism. The mechanism is characteristic for the helical spin strucmre and does 
not work for collinear ferro- and antiferromagnets because Ô2I/OQOe33 = 0. For the 
attenuation coefficient of shear waves the following expression was derived: 

N~,2 Et (031/ÜQÕ26.31)2 .g0)2 
at = 2/3202 oq2i/OQ2 1 + 40)2T 2' (83) 

where gt is the acoustic wave energy density and U t is the shear sound velocity. The value 
of the shear attenuation coefficient is rauch less than the longitudinal one because Q is 
coupled to the shear strain only to second order. An important feature of  the model is that 
the attenuation can exist over the whole temperature range corresponding to the helical 
spin phase. 

It follows from eqs. (82) and (83) that the attennation coefficient should have a 
maximum when the condition 0)r = 1 is satisfied. Lee and Levy (1973) explained the 
maximum of the longitudinal sound attenuation observed in Ho (fig. 16) in the helical 
phase at ~ 97 K by the competition of the temperature dependent values in eq. (82). 
They also fotmd that in the temperature region from 50 K to TN the expression for T 
may be given as r ~ (2.16x10 -2 sK3)T -3. The observed magnetic field suppression 
of the maximum at 97K was explained by Levy and Lee (1970) as a restriction of the 
spin motion resulting in a decrease of  the spin-phonon interaction. It should be noted 
that in other lanthanide systems with a helical phase (Dy, Ho-Tb, Gd-Y) no pronounced 
maximum of the spiral phase was observed upon cooling. 

Another possible reason of sotmd attenuation in the magnetically ordered state 
is interaction of the acoustic wave with the domain structure, namely with domain 
walls. Such a sotmd-wall interaction is realized via exchange energy modulation. This 
modulation acts on the walls as an effective pressure and drives them harmonically with 
the frequency of sound in the potential walls at their pilming site. The pinning occurs at the 
various impurities and imperfections of  the crystal structure. The sound absorption arises 
from the intrinsic effects (spin-lattice interaction) and from eddy currents associated with 
local fluctuations of  magnetization caused by the wall motion. 

Palmer (1975) proposed that there are two possible types of  spiral spin domains in the 
helical antiferromagnetic state of the lanthanide metals with an unique anisotropy axis - 
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these are depicted schematically in fig. 18. The first type of domains have the form of 
parallel sided plates with walls perpendicular to the c-axis and spins rotating clockwise or 
counter-clockwise along the c-axis in the neighboring domains. The second type domains 
have walls lying parallel to the c-axis and a complex structure due to the meshing of the 
two spirals. The domains of  the first type will interact with the longitudinal sound wave 
propagating along the c-axis through the exchange modulation mechanism. The domains 
of  the second type will have the most intensive interaction with the longimdinal waves 
propagating in the basal plane since the compressive nature of  these waves affects the 
meshing of domain walls. The shear waves have very little influence on the spiral domains 
because of the second-order coupling with the spins. 

Palmer (1975) discussed the process of  domain formation on cooling and heating in 
the lanthanide metals with the following transitions: paramagnetism-HAFM-FM phase. 
It was shown that the second type spiral domains should exist in the helical phase in 
equal amounts independent of the magnetic and thermal history of the sample. On the 
contrary the domains of  the first type will be rauch more numerous when the sample is 
heated from the ferromagnetic phase than those present when the sample is cooled down 
from the paramagnetic state. This is caused by the mechanism of domain formations 
on warming from the FM phase - they afise from the 180 ° Bloch domain walls, which 
are themselves short lengths of  spirals and are numerous in the ferromagnetic state. 
Since the attenuation of the acoustic wave propagating along the hexagonal axis is 
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directly proportional to the number of first type domains, it should increase under heating 
from the ferromagnetic region. Such a behavior was observed experimentally in the 
elements and alloys with helical structure: in Dy single crystal (see fig. 17) and Tb0.sHo0.» 
(Palmer 1975, Blackie and Palmer, 1980), Gd0.689Y0.311 (Blackie and Palmer 1982, Braga 
et al. 1982), Gd0.654Y0.346 (Sousa et al. 1982), Gd0.6Y0.4 (Palmer 1975), Gd0.7Y0.2Lu0.1 
(Takeuchi et al. 1990b) and Tb (Jiles et al. 1981). The described attenuation mechanism 
was confirmed by the field measurements on a Tb0.sDy0.5 single crystal (Palmer 1975): 
on the isothermal cycles of a33(H) at the temperatures corresponding to the helical phase 
a sufficient increase of attenuation is observed when the field is decreased from values 
higher than the critical field Hcr of the transition to the ferromagnetic state (the field is 
applied in the basal plane). In the ferromagnetic phase such a behavior was not observed. 

Greenough and Blackie (1981) considered the energy of the spiral spin structure by 
means of the model of Enz (1960) and Herpin and Meriel (1961). It was shown that when 
the spiral periodicity was commensurate with the crystal lattice the energy was greater 
than for a noncommensurate spiral. The main energy maximum takes place at a helicoid 
turn angle of ~ 30 °, which corresponds to the attenuation maximum observed in Dy on 
warming (see fig. 17). Greenough and Blackie related this anomaly to the instability of 
the magnetic spin structure caused by Commensurability. However, in this case it is not 
clear why this anomaly appears only for warming from the ferromagnetic phase. 

Gadolinium alloys with nonmagnetic elements Y, Sc and Lu display different magnetic 
behavior depending on the composition. According to the magnetization measurements 
in alloys with high gadolinium concentration ferromagnetic order is observed and when 
the gadolinium concentration is reduced the alloys reveal an antiferromagnetic helical 
structure. The attenuation and velocity of the longitudinal ultrasonic ware propagating 
along the c-axis in the alloys near the critical composition where ferromagnetic and 
antiferromagnetic phases meet were investigated by Takeuchi et al. (1985, 1990a,b, 1991). 
The Gd0.75Sc0.25 alloy is characterized by "double ferromagnetism" (Legvold et al. 1980, 
Ito et al. 1981). Below the Curie temperature Tc = 185 K the alloy orders in a phase with a 
net magnetization along the c-axis but the basal plane component of the magnetic moment 
is paramagnetic. The latter orders at the temperature Tc l = 77 K. Both transitions manifest 
themselves in maxima of the temperature dependence of the attenuation coefficient: at 
Tc a sharp X-type peak was observed in the cooling down process and at T 1 there was a 
small maximum. Near Tc temperature hysteresis of a33 in cooling and warming processes 
was observed (upon warming the attenuation coefficient was lower than under cooling 
conditions). The hysteresis was attributed to the antiphase ferrimagnetic domain structure, 
which arises just below Tc in a narrow temperature interval (Ito et al. 1987). A similar 
temperature behavior of a33 was observed in Gd0.75Y0.175 Sc0.075 by Takeuchi et al. (1990b, 
1991) (see fig. 19), where Tc = 215K and Tè = 188K. The Gd0.7Yõ.2Lu0.1 alloy, which 
has a helical antiferromagnetic strucmre below Ty = 21 K and a ferromagnetic one below 
Tc = 180 K, shows a33(T) dependencies (fig. 19) similar to that observed in Dy by Palmer 
(1975). This behavior was explained by Takeuchi et al. (1985) by a domain mechanism 
analogous to that proposed by Palmer (1975). The Gdo.3Y0.7 alloy has a a33(T) behavior 
which is characteristic of both Gd0.75Y0.175Sc0.075 and Gd0.7Y0.2Lu0.1 alloys (see fig. 19). 
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This allows one to propose that it has three magnetic phases, double ferromagnetism 
below Tc = 217K,  a helical antiferromagnetic state TN = 2 0 5 K  and a ferromagnetic 
state below 200 K. 



138 A.M. TISH1N et al. 

The domain mechanism was also used to explain the attenuation anomalies of the 
shear acoustic waves propagating along the c-axis in the helical phase in the heavy 
lanthanide metals. Narrow (-3 K) attenuation maxima were observed in Ho at 95 and 
24K by Tachiki et al. (1974) and Lee et al. (1975), at 95K by Simpson et al. (1976), 
at 97.5K by Venter et al. (1992a) and in Dy at l12K by Greenough and Isci (1979). 
According to neutron diffraction smdies (Koehler et al. 1966, Wilkinson et al. 1961) 
these temperatures correspond to the magnetic structures in wtfich the spin periodicity 
becomes commensurate with the periodicity of the crystal lattice. Vigren (1976) showed 
that the interplanar exchange energy could be modulated by a shear acoustic wave via 
single-ion magnetoelastic coupling provided the helical spin structure was perturbed by 
basal plane anisotropy. The modulation can occur only for commensurate spin structures. 
It was also shown that at the commensurate temperature a mixed domain structure 
consisting of commensurate and incommensurate spiral domains was established. The 
sound attenuation arises from the domain wall motion caused by the propagating 
acoustic wave by means of the mechanism described above. Vigren used his model 
for the interpretation of the shear attenuation anomaly in Ho at 24K. As follows 
from this model, the magnetic field impressed on the basal plane should move the 
attenuation peak at 24 K in Ho to higher temperatures. Such a behavior was observed 
experimentally. 

Later the shear sound attenuation anomaly in Ho at 97.5 K was interpreted by Venter 
et al. (1992a) in terms of a spin-slip model (Gibbs et al. 1985, Bohr et al. 1986, Bohr 
1991, Bates et al. 1988). A more thorough discussion of this question will be presented 
in sect. 7. 

The magnetic field dependence of the attenuation coefficient of the longimdinal 
acoustic waves propagating along the c-axis (H aligned in the basal plane) was smdied 
for the helical state of Dy by Isci and Palmer (1978). According to the authors the 
observed series of attenuation peaks were related to the transitions between various 
intermediate magnetic phases arising during the transition from helical antiferromagnetic 
to ferromagnetic. 

6.3.2. Internal friction 
The internal friction in the magnetically ordered state of Gd, Tb, Dy, Er and the Gd- 
Dy, Tb-Dy, Er-Tb, Ho-Er alloys was measured at acoustic frequencies. The temperature 
dependence of Q-1 for a gadolinium single crystal measured along the c-axis exhibits a 
maximum not only at the Curie temperature, but also in the region of spin-reorientation, 
where a considerable temperature hysteresis of Q-1 is observed (Bodriakov et al. 1992). 
The internal friction maxima were observed at Tc and Ty in a terbinm single crystal 
(Spichldn et al. 1996a, Shubin et al. 1985) - see fig. 14. Some hysteresis was found 
in the helical phase of Tb with a higher intemal friction value on warming compared 
with that observed on cooling (Shubin et al. 1985). Such a hysteresis was also observed 
in polycrystalline Dy and Tb0.125Dy0.875 by Kataev et al. (1989a) and Kataev and 
Sattarov (1989) where it was much less pronounced than in the case of ultrasound wave 
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attenuation in Dy and Gd-Y discussed above, and furthermore, it was observed only 
in the vicinity of the first-order transition at Tc. This may imply that the spiral spin 
domain contribution to the internal ffiction does not play a sufficient role at acoustic 
frequencies. 

The low temperature dependence of the internal friction of a Dy single crystal on 
warming was measured by Tishin and Spichkin (1996) (see fig. 15). At Tc a sharp 
decrease of the internal friction was observed with a relatively low value of Q-1 for 
the helical phase. At low temperatures in the ferromagnetic region a large maximum 
occurred at ~ 40 K. Such a maximum was also found at the same temperature in Gd- 
Dy polycrystalline alloys by Tishin and Shipilov (1993) and in an Er single crystal by 
Nikitin et al. (1993). The nature of the maximum was discussed by Tishin and Makhro 
(1994) and Bohr et al. (1995). According to the suggested model the observed maximum 
in the ferromagnetic region may be connected with an additional energy loss due to the 
movement of the narrow 180 ° Bloch domain walls inside the crystal. The walls are pinned 
in the potential pits of the intrinsic coercivity. At a certain temperature the interaction of 
the walls and the thermal magnons is sufficient to overcome the potential barriers of 
the pinning sites. In this case the wall can be moved through the crystal even by a weak 
magnetoelastic field caused by sample vibrations, which causes the damping to increase. 

An interesting behavior of internal friction was observed in an erbium single crystal 
by Nikitin et al. (1993). Although the peculiarities of the Qq temperature dependence 
measured along the c-axis were rather wealdy pronounced at the temperatures of the 
magnetic phase transitions, there was a large maximum in the low temperamre region 
where the internal friction value was about two orders of magnitude larger than outside 
of this region. As was mentioned above this anomaly could be attributed to the thermally 
activated dornain wall relaxation process. Studies along the crystallographic a- and b-axes 
revealed analogous anomalies. Besides that, additional peculiarities were observed for 
Q-I(T) at 27, 35 and 41.5K, where Young's modulus also display anomalies. Nikitin 
et al. (1993) explained the observed anomalies by commensurate effects - namely the 
transition between spin-slip structttres which, in accordance with the neutron and X-ray 
diffraction data took place near these temperatures (see sect. 7). 

The internal friction in a Ho0»Er0.5 single crystal was measured in the basal plane 
by Spichkin et al. (1996b) (see fig. 20). According to the neutron diffraction and X-ray 
studies this alloy has a complex magnetic structure (Howard and Bohr 1991, Pengra 
et al. 1994). Below TN = 104K a binary phase, which can be described as a c-axis 
modulated spital with different tilt angles for Ho and Er, exists. At 47.5 K this phase is 
transformed to a basal plane antiferromagnetic spital and below Tc = 35 K the transition 
to a conical ferromagnetic spital occurs. The internal friction, which, while it has a 
small value in the low temperature region, displays weak anomalies near the temperatures 
of these transitions: an increase near Tc and inflection points near 50K and TN. The 
observed increase of Q-1 at high temperatures in the paramagnetic region was related to 
the relaxation processes in the crystal lattice. 
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Fig. 20. Temperature dependence of Yotmg's modulus and intemal friction of Ho0.sEr0. 5 single crystals measttred 
in the basal plane. The thin solid line is the calculated lattice part of the Young's modulus. The frequency is 

-3 kHz (Spichkin et al. 1996b). 

7. Elast ic  propert ies  

7.1. lntroduction 

The magnetic structure has a strong influence on the elastic properties causing the 
appearance o f  various anomalies at magnetic transition points, and a strong magnetic 
field dependence in the magnetically ordered states. A large amount o f  the experimental 
data on the temperature dependence o f  the elastic constants o f  the rare earth metals can 
be found in the review of  Scott (1978). Here the main attention will be paid to the models 
describing the behavior o f  the elastic constants related to the existence o f  magnetic order 
and to results that were not reviewed earlier. 

7.2. Anomalies near magnetic transitions 

7.2.1. Thermodynamic consideration 

In a single-domain ferromagnet the Young's modulus anomaly at the Curie temperature 
arises from an additional magnetostriction deformation of  the sample caused by the 
change of  spontaneous magnetization under the influence o f  a mechanical stress acting on 
the sample during measurement. This is called the "mechanostriction o f  the paraprocess". 
The expression for such an anomaly was obtained by Von Döring (1938) on the base o f  
a thermodynamic approach 

AE (ô~/OH) 2 
- , (84) 

EE ° Xhf 
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where E is Young's modulus in magnetically ordered state, AE = E - E ° is the Young's 
modulus change due to the change of magnetic ordering, O)~/OH is the forced linear 
magnetostriction of the paraprocess, and Xhf is the high field susceptibility. The Young's 
modulus anomaly of this type is always negative. 

In helical antiferromagnets an additional contribution to the Young's modulus anomaly 
is observed which is due to the influence of the stress on the spiral spin structure. It 
was considered by Lee (1964) and Landry (1967) in the framework of a model proposed 
by Herpin and Meriel (1961) and Enz (1960). It was assumed that the magnetoelastic 
interaction which caused the Young's modulus anomaly, was due to the variation of 
exchange integrals I1 and I2 under the variation of lattice constant e. The Young's modulus 
anomaly measured along the c-axis (AE«) was obtained to be: 

AEc 

Ec~ 
$23 ( O ~ C  012 ) d q 0  sin cp + 20~n~nc sin 2q0 ~ .  

2s~3 + $33 
(85) 

This anomaly is also negative in heavy lanthanide metals (according to experiment 
dcp/dP > 0, and OIi/Oln c ». 0). 

The negative anomaly of elastic constant c33 and Young's modulus E« at the temperature 
of transition to a magnetically ordered state was observed experimentally in all heavy 
lanthanide metals (see for example Scott 1978, Spicbkin et al. 1996a,b, Bodriakov et al. 
1992). However, at further cooling in some of these metals an increase of c33 and Ec was 
observed in spite of the fact that AE should have a negative value in the magnetically 
ordered state due the mechanostriction. Belov et al. (1960) and Kataev (1961) used the 
thermodynamic theory of second-order phase transitions of Landau and Lifshitz (1958) 
to describe the Young's modulus anomaly at the Curie temperature in a single-domain 
isotropic ferromagnet. In the simplest case the magnetoelastic energy can be written as 
a power series of the mechanical stress p 

Eme = --(ypO "2 + 6/)20 "2 + ' "  '), (86) 

where y and e are the thermodynamic coefficients. 
Belov et al. (1960) took into account in the free energy of the system the first term in 

eq. (86), which is linear in mechanical stress. As a result the equation for the Young's 
modulus anomaly, which was derived for the static case in the absence of an external 
magnetic field, has the form 

AE 72 
EE ° - 2fi' (87) 

where fi is the thermodynamic coefficient (see eq. 75). Equation (87) is analogous to 
eq. (84) derived by Von Döring (1938). 
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The second term in expansion (86), squared in mechanical stress, was taken into 
account by Kataev (1961). For an isotropic ferromagnet the following formula was 
derived: 

AE y2 
E E  ° - 2 f i  + e ß .  (88) 

The second term in eq. (88) was related to the change of the bonding forces between the 
atoms in a crystalline lattice due to the magnetostriction deformations in the magnetically 
ordered state. 

The Young's modulus anomaly arising at the transition from the paramagnetic to the 
helical phase in a single-domain spiral antiferromagnet, which belongs to the 6 m m  (D4h) 
Laue class, was considered by Spichkin and Tishin (1997). 

The total thermodynamic potential of  the system in a magnetic field H was written in 
the form 

F = ½acr 2 + lÆo*4 - 02(//1 c o s  (/) 4-//2 c o s  2q~) 

1 
-- M i j , k l ~ i @  Tkl - Rij,k#,oOiCrj T«z Tno - gSij,kt To  Tkl - H i a i .  

(89) 

The first and second terms here represent the exchange contribution to the free energy. The 
third term is the energy of the helical spin structure written down in the form proposed by 
Herpin and Meriel (1961) and Enz (1960), where nl and n2 are the exchange parameters 
related to the exchange integrals/1 and/2 by the expression 

2 ( g j  - 1) 2 , (90) 
n i - -  -2~-aT.,~ li" 

g j l v  pt B 

The parameters nl and n2 were assumed to depend on the crystal lattice parameter c in 
the same way as proposed by Lee (1964) and Landry (1967): 

ni  = nio + 0~n-~nce33. (91) 

The fourth and fifth terms are the magnetoelastic contribution written down in the tensor 
form (Mason 1951). Here the terms, which are linear and squared on the mechanical 
stress tensor components Tg, were taken into account. The Cartesian axes x, y and z 
coincide with crystallographic axes a, b and c, respectively. The nonzero components of  
the tensors M/j,kl and Rij,ktno for a crystal with a 6 mm symmetry class were derived by 
Fumi (1952). The sixth term is the elastic energy. 

The spontaneous magnetization as, the magnetization a in a magnetic field and the 
equilibrium value of the helical turn angle can be derived by minimizing the free energy F,  
which is considered to be a function of a and q0. With the magnetization found one 
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Table 11 
The values of coefficients B« and D« from eqs. (93) and (94) (Spichkin and Tishin 1997) 

143 

Measurement conditions Measured value B« D« 

H or o5 aligned along SII;  lB-Ea/EaE°a (Yll + s 1 3 . / )  2 Elll 
crystallographic a-axis; s22; ~b/Eb EO (]/12 -}- S13~) 2 a« 
O" 1 = 0- :~é 0;  0" 2 = 173 = 0 $33; ~kEr/EcLg°e (Y13 @ $33./) 2 6133 

821 (Yl 1 q- s i3 ~)(YI2 -}- si3 O) el 12 

531 (]/11 q- ~g13 ~)(]/I3 -~ s33 ~)  E113 

H or o~ ali~õaed along sH; l~a/EaE°a (]/12 -~s13~)  2 E211 
crystallographic b-axis; sa2; ~b/Eb EO (]/11 + S 1 3 ~ )  2 e222 

0" 2 = a v" 0; 0" I = 0-3 = 0 s33; AEJEc E° (Y13 + s33'/)2 e133 
S21 (]/11 -~- S13 ~)(]/I2 4- S13 ~)  a', 
$3I (]/11 -k S13 */)(]/13 + $33 */) e123 

H or 0-~ aligned along Sll; ~a/Ea EO ]/~1 C311 
crystallographic c-axis; s22; t~b/EbE~ ]/21 ~311 
0" 3 = 0- ~é 0;  0-1 = 0"2 = 0 $33 ; [~~,c/EcE°e ]/23 E333 

s21 ]/32~ e3~2 
$31 ]/31]/33 E313 

can calcula te  the energy o f  the magne t i ca l ly  ordered  state and then by  means  o f  the 
t he rm odynam ic  re la t ion 

02F 
s , « -  0T/0Tj ' (92) 

where  the elast ic  compl iances  s/j and Young's modu lus  Ei are for  the magne t ica l ly  ordered  
state. Here  the two in terchangeable  indices  are rep laced  by  a s ingle index accord ing  to the 
equations:  11 = 1; 2 2 = 2 ;  33 = 3 ;  1 2 = 2 1  =6 ;  13 =31  = 5 ;  23 = 3 2 = 4 .  The results  ob ta ined  
can be summar i zed  in the fo l lowing genera l  formulas  (Spichkin  and Tishin  1997): 

Be sij=s°.+(2[3o~~H/a De) O 2, (93) 

Z~-,i __ Be 
EiEO i (21305+H/o De) o 2, (94) 

where  the coefficients  Be and De are given in table 11 for different  cases  o f  measurement .  
In table 11 the fo l lowing notat ions  are made  

y,j = 2M~; eU~ = 2R~jk; (95) 

a e = E l l  1 q- E21 1 - -  E222;  cl e = E l l  1 -4- e l l  2 - -  E222.  

The paramete r  t / charac te r izes  the effect  o f  the elast ic  stresses on the hel ica l  spin structure 
and has the fo rm 

2nlon20 0@n~c + 8(n20 _ .2 x On2 nlO) O~c 
t / =  4n~0 (96) 

For  measurement s  in a magne t i c  f ield h igh  enough  to destroy the hel ica l  s trucmre,  tl = 0. 
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Fig. 21. Temperatur° dependence of AE, 
(curve 1) and AE b (curve 2) for terbium in 
the range of the magnetic phase transitions 
(Spichkin and Tishin 1997). 

Near the Curie point according to the theory of second-order phase transitions the 
following field dependence of magnetization takes place: 

(it = [3 1/3H1/3, (97) 

which leads to a H 2/3 field dependence of Ei 

AEi _ (Be DeH 2/3 
EiEOi -3B /32/3 ] "  (98) 

Since the experimental measurements of the elastic properties are made in a dynamic 
regime, when the elastic waves are excited in the sample, it is necessary to take into 
account the relaxation effects. According to Belov et al. (1960) and Kataev (1961) this 
gives the following relaxation relations: 

zXEi _ ( AE~ EiDea2 ) (99) 
E°i 1 + o02 r 2 ' 

B e 0 2  - D e O  2, (100) 
SO" = sO + (2/30"2 + H / a ) ( 1  + o 2 T  2) 

where A& is the Young's modulus relaxation degree, 

E° (101) 
A& - 2/302 + H/a '  

~o is the frequency of sample oscillations, and z" is the relaxation time (see sect. 6.2.2). 
Spichkin and Tishin (1997) and Spichkin et al. (1996a) studied the temperature 

and field dependencies of Young's modulus Ea and Eh in Tb at acoustic frequencies. 
Figure 21 shows AE«(T) and AEb(T) - the parts of Young's modulus due to the 
existence of a magnetic structure in the region near TN and To The pure lattice Young's 
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(3) 235K; (4) 232K; (5) 229K; (6) 226K; 
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1997). 

modulus E°(T) was calculated by means of the model proposed by Lakkad (1971) 
and experimentally tested by Tishin et al. (1995) on yttrium. The observed temperature 
dependencies of  Ec and E» are analogous to that of c33 and Cll obtained earlier by 
ultrasound methods (see Jiles et al. 1984, Scott 1978). Field measurements of  Eb (H 
along the b-axis) revealed near TN the linear dependence of AE»/EóE ° on H 2/3 in 
accordance with eq. (98) - see fig. 22. Far from TN in the paramagnetic phase a deviation 
from this dependence was observed. The experimental values of Ytt (obtained from 
AEb(H) curves),/3 (obtained from magnetization measurements), s/j from the work of 
Salama et al. (1972) and 0Ii/Õlnc data of Bartholin and Bloch (1968a) allowed one 
to calculate AEJE»E ° = -1.5x10-1°cm2/dyn at TN using eq. (94); this is consistent 
with the experimental value o f - 0 . 7 x l 0 - m c m 2 / d y n .  I f  the coefficients E133 and E222 
(E222 ~ 4.5×10-mG 4 as obtained from experiment) are positive then the magnetic 
anomalies AE« and AEb below TN should decrease in absolute value upon cooling because 
of the spontaneous magnetization. Such a behavior was observed experimentally near TN 
(see fig. 21). 

7.2.2. Microscopic models 

Southern and Goodings (1973) and Goodings (1977) used the theory developed by Brown 
(1965) and Melcher (1972) for the description of elastic constant anomalies and their 
field dependence in the ferromagnetic state and near the transition from the paramagnetic 
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to the magnetically ordered state in the lanthanide metals with a hexagonal structure. 
This theory is based on the finite deformations approach and imposes the requirement 
that the Hamiltonian of the system should be invariant under rigid rotation of magnetic 
and lattice subsystems. The Hamiltonian included the Heisenberg exchange term (in 
molecular field approximation), crystal field, magnetoelastic, elastic energy terms and 
the magnetic energy due to the external magnetic field. For the paramagnetic state the 
magnetoelastic energy in terms of the first and second order in small strains originating in 
either the single-ion or two-ion interactions was taken into account, and complex formulas 
of the field changes for the elastic constants c1~ and c33 were obtained (the case of the 
ferromagnetic state will be discussed later). The main consequence from these formulas is 
t h a t  Æcii (here Acii is the change ofci i  in magnetic field, ÆCii = cü(H ) - ¢ii(H = 0) )  should 
be directly proportional to the second order of the magnetization. Since magnetization is 
supposed to be a = x(T)H (where susceptibility Z is not dependent on H) this leads to 
a H 2 dependence of ACii. Such a dependence in the paramagnetic region was observed 
experimentally in Gd, Tb, Dy and Ho by Moran and Lüthi (1970) and Jiles and Palmer 
(1980), in Dy by Isci and Palmer (1978), in Tb by Salama et al. (1974) for temperatures far 
from TN. Near TN deviation from the H 2 dependence of Acü was observed. This may be 
related to the field dependence of the magnetic susceptibility. The nonlinear dependence 
of ~ on H following from the theory of second-order magnetic phase transitions leads to 
a H 2/3 dependence of AE (see eq. 98) and was observed experimentally in Tb for AEb 
and H applied along the b-axis (see fig. 22). 

Vasconcelos (1982) by means of the model of Southern and Goodings (1973) 
considered the c33(T) behavior near TN in erbium. Good agreement of the calculated 
C33(T ) dependence with the experimentally observed drop in c33 near TN was found. 

7.3. Magnetically ordered state of the heavy lanthanide metals and their alloys 

7.3.1. Helical phase 
The behavior of the elastic constants cll and c33 , and Young's moduli Ea and Eb of 
the lanthanide metals in the helical antiferromagnetic phase has been studied most. The 
temperature dependencies of these values reveal peculiarities not only at the transition 
to the magnetically ordered state, TN, but also at the temperature of the transition to the 
phase with the ferromagnetic component, Te (see Scott 1978). 

The temperature hysteresis of c33 in the helical state was observed in Dy, Tb0 »Ho0.5 
and Gd06Y0.4 alloys by Palmer (1975) and Blackie and Palmer (1980). Figure 23 shows 
the result of thermal cycling near Tc in Dy. First the sample was cooled below Tc into 
the ferromagnetic state and then warmed into the helical phase. Under this condition a 
drop in c33 (compare with the value obtained under cooling conditions) was observed. 
This effect was explained by Palmer (1975) to be due to the existence of spiral domains 
and domain walls between them as discussed in sect. 6. Compressive and expansive 
stresses parallel to the c-axis produced by the sound wave causes the rotation of the 
magnetization in the walls, changing their thickness and the dimension of the domains. 
This leads to the development of additional magnetostrictive strains reducing the elastic 
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Fig. 23. Temperature dependence of the elastic constant c33 in Dy near T c (Blackie and Palmer 1980). 

constants (i.e., this is the mechanostriction mechanism discussed above). The difference 
in the value of c33 observed on cooling from the paramagnetic state and warming from the 
ferromagnetic state is connected with the difference in the number of spiral domains in the 
two cases. The maximum number of spiral domains exists near Tc and it decreases as TN 
is approached. Blackie and Palmer (1980) measured c33(T ) when the sample was cooled 
from various temperatures in the helical phase (see fig. 23). In this case the number of 
spiral domains remains approximately constant and all c33 ( T )  c u r v e s  were nearly parallel 
down to Tc. 

Hysteresis was observed also in other rare earth alloys with the helical phase - 
Gd0.6Y0.4 (see fig. 24), Gd0.654Y0.346 and Gd0.o89Y0.311 by Palmer et al. (1977), Sousa 
et al. (1982) and Blackie and Palmer (1982), respectively. At the same time the elastic 
constant in the basal plane c]1 and shear elastic constant c44 do not reveal any hysteresis 
of this type. According to the model proposed by Palmer (1975) the number of spiral 
domains interacting with the longitudinal sound wave propagating in the basal plane is 
the same on cooling from the paramagnetic phase and warming from the ferromagnetic 
state as was discussed in sect. 6. The shear sound wave is coupled with spins only in 
second order and its interaction with spiral domain walls is small. In the ferromagnetic 
alloy Gd0.703Y0.297 no hysteresis was observed (Blackie and Palmer 1982). 

Later, Palmer et al. (1986) investigated the influence of the sample purity on domain 
patterns and the hysteresis in the helical phase in Tb and Ho. The domain patterns were 
observed by polarized neutron diffraction topography. It was found that the size of the 
spiral domains in the helical state was very sensitive to the sample purity. For the low 
purity material the size of the domains was below the resolution limit of the method, and 
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Fig. 24. Temperature dependence of the elastic constant ci2 » c13 , c33 , Cll and c44 for the Gd0.6Yo. 4 alloy for 
increasing and decreasing tempera~tre, c,j in units of 10 I1 dyrdcm 2 (Palmer et al. 1977). 

for high purity Tb (resistivity ratio R3oo/R4.2 > 150) domains ranging from 0.15 mm to 
several m m  were observed. The c33 temperamre dependence measurements in high purity 
Tb did not reveal the hysteresis on warming from the ferromagnetic state. Palmer et al. 
(1986) explained this by the small number o f  domain walls which exist in the high purity 
sample. They noted that in Ho the situation is quite different since even below Tc the spin 



STATIC AND DYNAMIC STRESSES 149 

7.7 

7.5 

1 7.3 

7.1 

6.9 

L L L L L I I 

6.7 I I 
0 20  40  60  80  

Applied magnet-ic field (kOe) 

Fig. 25. Magnetic field dependence of the elastic constant c33 at various temperatures in Dy (field along the 
a-axis). Open circles, 135 K; solid circles, 150 K; open triangles, 160 K; open squares, 168 K; solid squares, 

175 K (Isci and Palmer 1978). 

structa~re has a spiral character. So the domain pattern should not change when warming 
from the phase below Tc. This can explain the absence of hysteresis in Ho observed 
experimentally. 

The field dependencies of the elastic constant c33 in the helical phase were measured 
in Gd06Y0.4 and Ho0.»Tb0.5 alloys, and in Tb and Dy by Palmer et al. (1977), Isci and 
Palmer (1977, 1978), Jiles et al. (1984). We will consider the results obtained for Dy 
by Isci and Palmer (1978) because the features of  the c33(H) curves in the helical state 
are characteristic for all lanthanide metals with a spiral antiferromagnetic structure (see 
fig. 25). Just above Tc in the helical state a shallow minimum was observed which was 
attributed to the helical antiferromagnetic to the ferromagnetic transition. Above 125 K 
there is a sudden drop in c33 at what was assumed to be the HAFM-fan strucmre transition 
followed by a rapid increase at the fan-FM state transition. The interval of  the fan 
structure existence is governed by the basal plane anisotropy which brings Hf (the field 
corresponding to the transition from fan to FM struc~Jre) down to the same value as Hcr 
at low temperamres leading to one minimum at c33(H). With increasing temperature the 
plane anisõtropy decreases and two separate transitions are observed at the c33(H) curves. 
The results of sound attenuation measurements show that the transition HAFM-FM 
phases are realized through intermediate phases. Above Hf the constant c33 still has 
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a significant magnetic field dependence. On the base of  these c33(H ) measurements a 
simplified magnetic phase diagram of  Dy was constructed by Isci and Palmer (1978) 
which is shown in fig. 26. 

Jiles et al. (1984) studied the isotherms c33(H ) and isofields c33(T) of  high purity 
terbium and constructed its magnetic phase diagram. Kataev et al. (1989b) investigated 
Young's modulus Eö in high purity Tb (R300/R4.2 ~ 100) in fields up to 2.5 kOe. The 
phase diagram obtained in this work is shown in fig. 27. The anomalous behavior of  Her 
observed near 223.5 K was associated with the commensurate effect by the authors. 

The field dependencies of  Ea and Eb were measured for a Tb0.»Dy0.5 single crystal by 
Kataev et al. (1989c). Like Tb and Dy this alloy is a helical antiferromagnet with an easy 
basal plane (Bykhover et al. 1990). The field behavior of  E» and Ea in the HAFM phase 
is analogous to that observed for c33 in Dy and Tb by Isci and Palmer (1978) and Jiles 
et al. (1984) (see fig. 28). The magnetic phase diagram Hcr(T) of  Tb0.»Dy0.» constructed 
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Fig. 28. The isothennal magnetic field dependencies of Yotmg's moduli E a and Eh measured for the Tb0.»Dy0. » 
alloy (field directed along the a- and the b-axis, respectively). Eh: solid circles, 181K. Eù: open inverted 
triangles, 156K; open circles, 159K; solid circles, 162K; open circles, 181K; open triangles, 184K; open 

circles, 195 K (Kataev et al. 1989c). 
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on the base of  the data on Eh(H) and Ea(H) is shown in fig. 29. As for Tb and Dy 
three magnetically ordered phases were distinguished: HAFM, fan and FM. In spite of 
some anisotropy in the field behavior of  Ea and E» (see fig. 28, the curve for 181 K), the 
phase diagrams obtained from Ea(H) and Eó(H) curves are quite similar. The magnetic 
phase diagrams of Tb, Dy and Tb0.sDy0.5, which were constructed on the base of  the 
data on elastic constants and moduli, are consistent with those obtained by means of 
magnetization measurements. 

7.3.2. Ferromagnetic phase 
Southem and Goodings (1973) considered theoretieally the field dependence of the elastic 
constants c~j in the ferromagnetic state in the lanthanide metals with a hexagonal crystal 
structure. It was found that for H applied parallel to the c-axis c11, c33 and c66, and for 
H aligned along the a- or b-axis in the basal plane eil and c33 were not affected by the 
magnetic field. For the c44 and c66 field dependencies complex expressions were obtained. 
In the case of  a magnetic field aligned parallel to the c-axis the change of the C44 elastic 
constant has the form 

o(h - ho)(b« ~r 3 ± B ) 
~C44 = c44(H)-c44(~-I0)= ~1 ; ~ ; ~  (102) 

where 

B = -3kl - 10k2o 4° - 21k6(721. (103) 

Here b e is the magnetoelastic coupling constant cormected with the constant B c 
from eq. (68); the constants kl,k2 and k66 describe the tmiaxial and basal plane 
magnetocrystalline anisotropy, respectively; er, the reduced magnetization; H0, the 
magnetic field large enough to overcome the magnetocrystalline anisotropy and to ensure 
really complete alignment of  domains; and h = NgjIABHJ, the reduced magnetic field. The 
sign in the last term of the numerator in eq. (102) depends on the direction of propagation 
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and polarization of the sound wave: the plus refers to the wave propagating along the 
c-axis and polarized along the a- or b-axis, and the minus is for the opposite situation. 
For the case of a ferromagnetic phase two-ion magnetoelastic interactions were not taken 
into account. The calculations made by Southern and Goodings (1973) for Gd, Tb, Dy 
and Er, which were based on experimental data of the anisotropy and magnetoelastic 
coupling constants, showed a nonlinear increase of c44 and c66 with the field aligned in 
the basal plane. Field saturation of Ac66 was observed for H ~ 9H0 (H0 = 10kOe) for 
Gd, Dy and Ho. The dependencies c44(H) do not reveal saturation in Tb and Dy. The 
maximum saturated value of Ac66/c66 was calculated to be about 10 2-10-1 for H = 9Ho 
for Th, Dy and Ho (for a = 0.5) and the minimum (~ 10 4) for Gd. Figure 30 shows 
the calculated ÆC44/C44 and Ac66/c'66 as functions of the field directed along the b-axis 
for Tb. Experimental measurements of c33 in Dy and the Ho0.»Tb0.5 alloy made by Isci 
and Palmer (1977, 1978) reveal a significant field dependence in high fields which is not 
consistent with results of Southern and Goodings (1973). Isci and Palmer attributed this 
effect to the incomplete alignment of spins or to the existence of ferromagnetic and fan 
domains even in such high fields above Hf.  

Jensen and Palmer (1979) studied the behavior of c66 in the ferromagnetic phase 
of Tb under magnetization along the hard a-axis in the basal plane. Application of a 
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magnetic field of  sufficient magnitude (~ 32 kOe) leads to the alignment of moments 
in this direction. Below this critical field value the moments make some angle with the 
a-axis. The transition between the two phases is of  the second order and the transverse 
differential magnetic susceptibility diverges. Under these conditions the action of elastic 
stresses will give rise to a strong variation of the magnetic structure leading to a large 
softening of the elastic constants. It was shown with the help of  the random-phase theory 
of a coupled spin-lattice system (Jensen 1971, Liu 1972, Chow and Keffer 1973) that 
at the field corresponding to the above described transition, c66 should go to zero if the 
shear wave propagates along the hard a-axis and it should display a deep minimum if 
it propagates along the easy axis. Experimental results obtained by Jensen and Palmer 
(1979) confirm the theoretical predictions. 

Kataev et al. (1985) measured the field dependencies of  Young's modulus along the 
easy b- and hard a-axis in the ferromagnetic alloy Tb0.4Gd0.6 for H directed along the 
b-axis. In the low field region (~ 2 kOe) a negative AE effect (AE = E(H) - E ( H  = 0)) 
and hysteresis of  the AE/E(O) curves were found. For an explanation of this behavior 
the domain model was used. Two utmost cases were considered: (a) the domain walls 
are displaced by the field and applied mechanical stresses and spin rotations are absent; 
(b) the same factors alter the equilibrium spin direction in the domains and the domain 
walls are fixed. It was shown that both mechanisms can cause the negative AE effect 
and the minimum on Eh(H), but the main role is played by the rotation of the spins. 
It happens in fields where the domain structure is in a nonequilibrium stare, and the 
abrupt reorientation of the non-180 ° domains to the easy basal plane axis closest to the 
field direction takes place. This can lead to a considerable softening of E, and its field 
hysteresis. A further increase of  Young's modulus in high fields can be related to the 
process of  domain moments aligument. 

The temperature and field dependencies of  the elastic constants of Er were studied by du 
Plessis (1976), Jiles and Palmer (1981) and Eccleston and Palmer (1992). The transitions 
at Ty, Tcy and Tc manifest themselves in anomalies of  the temperature dependencies 
of  c~1, c33 and e44 (see fig. 31). A magnetic field applied along the c-axis softens c33 
and c44 in the longitudinal spin wave (LSW) and eycloidal phases, and restiffens cll 
and c66 from the values in zero magnetic field. Jiles and Palmer (1981) studied the field 
dependencies of  clt and c33. For the c33(H) curves measured below Tc for H aligned 
along the b-axis a lowering of c33 at ~ 17kOe was observed, and in the temperature 
range 30-50K for a c-axis field a rapid increase in cll occurred between 5 and 12kOe 
depending on temperature. The authors thought this behavior was related to the changes 
in spin structure: the destruction of the basal plane spiral in the first case and with a 
collapse of cycloidal structure into a cone in the second case. Above Tcy and in the 
paramagnetic phase the field had little influence on c33. The zero field measurements 
of  c33, c11, c44, and C66 made by Jiles and Palmer (1981) and Eccleston and Palmer 
(1992) confirmed the general form of the cij(T) curves obtained by du Plessis. In the 
cycloidal phase these authors observed various inflection points and changes in the slope 
of the eij(T) dependencies at 27, 33, 41 and 48 K. These peculiarities were related to 
commensurate effects in this temperature interval, and these are discussed below. 
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Since the gadolinium was investigated the most thoroughly of all of  the lanthanide 
metals it will be considered separately. All investigators observed anomalies in the 
elastic constants of gadolinium in the vicinity of the Curie temperature (see Scott 1978). 
The temperature dependence of the elastic constant c33 reveals two dips: at the Curie 
temperamre Tc and at the spin-reorientation transition temperature Tsr (see fig. 32). 
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(Klimker and Rosen 1973). 

The origin and field dependence of the anomaly at Tsr were considered by Levinson and 
Shtrikman (1971), Freyne (1972) and Klimker and Rosen (1973). The mechanostriction 
mechanism was assumed to cause the anomaly. The application of strain along the c-axis 
induces a spin rotation back towards the c-axis which changes the magnetization and 
causes additional magnetostrictive deformations leading to the drop in c33. Using a system 
Hamiltonian consisting of the isotropic energy term, the elastic energy associated with 
homogeneous strains, the energy of the magnetocrystalline anisotropy, and the energy of 
single-ion and two-ion magnetoelastic coupling squared in spin components and linear in 
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strain, Klimker and Rosen (1973) derived the following expressions for the c/j change at 
Tsr: 

( b l l ( ¢ ) )  2 ( b l l ( ~ ) )  2 
Cll = Cl l (0)  - - ,  C12 = C12(0) 

2K2 2/£2 
(b33(~)) 2 b33(O)b l l (0 )  

833 = c33(0) - - ,  c13 = c13(0) 
2K2 2K2 

C44 = C44(0), Coo = C66(0), 

(104) 

where co(0) are the elastic constants for ~b = 0; b/j(~) are the constants of magnetoelastic 
coupling which depend on the angle q~ and are connected with the constants B~I and B~2 
from Callen and Callen (1965). The constants bij(~) were calculated with the help of 
the available magnetostriction and elastic constant data and it was shown that near Tsr 
I b11(0) [«1 b33(~) I. This means that the noticeable c~ anomaly at Tsr in gadolinium 
should take place only for c33. The experimental measurements of Cll and c44 made 
by Palmer et al. (1974) and Savage and Palmer (1977) confirm the validity of this 
conclusion. 

The hydrostatic pressure dependence of C33 was also studied by Klimker and Rosen 
(1973) (see fig. 32). The increase ofc33 under pressure is ascribed to the variation ofc33(0) 
due to the higher-order elastic constants. The observed increase of the spin-reorientation 
anomaly dip under pressure was explained by the pressure dependence of magnetoelastic 
coupling parameters and changes in magnetic ordering due to the shifts of Tc and Tsr. 

Freyne (1972) used the same method and took into account the energy of the external 
magnetic field, Hiß, in the total Hamiltonian of the system. According to Freyne's 
result the anomaly at Tsr should become shallower with increasing field and the position 
of the dip should shift to lower temperatures for a field applied in the basal plane. 
Experimental measurements of the field behavior of c33 in the region of spin-reorientation 
were carried out by Long et al. (1969) (see fig. 33), and are in qualitative agreement 
with Freyne's theory. However, a quantitative estimate of the field where the anomaly 
in c33 should vanish in the framework of Freyne's theory gives a value of about 100Oe 
(Levinson and Shtrikman 1971), which is inconsistent with the experimental results of 
Long et al. (1969). To overcome this discrepancy Levinson and Shtrikman included in the 
total Hamiltonian of the system the self-magnetostatic energy contribution and took into 
account the corresponding domain strucmre. According to their model in a weak magnetic 
field the sample consists of the domains whose magnetization lies closest to the applied 
field direction, i.e. "plus domains", and the domains with magnetization largely opposed 
to the field (the "minus domains"). In such a domain structure the spin rotation induced 
by the strains will not alter the magnetostatic energy since the magnetization component 
in the field direction will remain tmchanged. However, for sufficiently large magnetic 
fields the sample consists only of "plus" domains and the strain induced rotation will 
strongly change the magnetostatic energy. This will effectively restrict the ability of the 
magnetic moments to rotate under application of strain and consequently, to lower c33. 
Since Long et al. (1969) used a cylindrical specimen with a large demagnetizing factor, 
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then the spin-reorientation anomaly vanished in strong enough fields (see fig. 33). The 
results of  the modified calculations made by Levinson and Shtrikman agree well with the 
experimental field measurements o f  c33 in the spin-reorientation temperature range. 

The details o f  the domain structure and domain rearrangement process strongly depends 
on the sample purity, internal stresses in the sample, and on the orientation of  the applied 
field with respect to the crystallographic axes. All these factors will affect the magnitude 
of  the spin-reorientation anomaly on c33 in gadolinium. Savage and Palmer (1977) did 
c33(T) measurements on a high purity Gd single crystal and found a much shallower 
spin-reorientation anomaly than other investigators. Evidently the difference in the spin- 
reorientation anomaly value obtained by various authors (see Jiles and Palmer 1980, 
Savage and Palmer 1977, Klimker and Rosen 1973) can be explained by different sample 
purities and the existence o f  internal stresses in the samples. 

The position o f  the dip in c33 at the Curie temperature was found by Jiles and Palmer 
(1980) to be weakly dependent on magnetic field and became broad and indistinct in 
strong magnetic fields. In the paramagnetic phase the decrease o f  c33 was found to be 
proportional to H 2 which is consistent with the theory o f  Southern and Goodings (1973). 

7.5. The effect of  commensurate magnetic structures on the elastic properties 

As was noted in sect. 6 the maxima in the temperature dependence o f  the shear attenuation 
coefficient a44 observed in Ho and Dy by Tachiki et al. (1974), Lee et al. (1975) and 
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Fig. 34. Spin-slip structures in Ho: (a) s = 2; (b) s = 5; (c) s = 8; 
(d) s = 11. The arrows show the singlets and the thin lines the 
doublets. 

Greenough and Isci (1979) was interpreted by means o f  incommensurate-commensurate 
domain effects. Greenough et al. (1981) explained the changes o f  0c44/0T observed in 
Dy in the temperature range Tc to Ty by the effects o f  the commensurability of  magnetic 
and crystal structures. Kataev et al. (1989b) constructed the magnetic phase diagram of  
Tb (see fig. 27) on the basis of  Eh measurements in a magnetic field. The anomaly at 
223.5 K in this phase diagram was coimected with the commensurate value of  the helical 
turn angle at this temperature. 

Later the influence of  commensurate effects on the elastic properties o f  Ho was 
intensively studied by Bates et al. (1988), Venter et al. (1992a,b) and Venter and du 
Plessis (1995). For an explanation o f  the observed results they used the spin-slip structure 
model proposed by Gibbs et al. (1985) which was based on X-ray scattering results on 
holmium. According to this model the periodic magnetic structure, such as observed 
in the helical phase o f  Ho, can be regarded as made up of  sequential blocks o f  m 
or m - 1 atomic layers; the spins of  the atomic layer in each block being associated 
with the same easy direction (Bohr 1991, Bohr et al. 1986). A block of  length m - 1 
introduces the discommensuration in the structure and is called a spin-slip. The shorthand 
notation o f  the magnetic structure consists of  integers and dots (*d), where the integer d 
gives the number o f  blocks o f  length m and a dot represents a block of  length m 
in the sequence. For holmium m = 2, so the helical spiral of  holmium consists of  
doublets and singlets. The sequence o f  doublets and singlets is a unique property o f  
magnetic wave vector Q characterizing the magnetic structure. Thus, in such structures 
the regions o f  commensurate spin structure are separated by spin-slips. I f  spin-slips occur 
at regular intervals then we get a supercommensurate structure which is characterized by a 
unique nurnber (s) o f  interplanar distances between two successive spin-slips and by the 
wave vector Q» Some of  the supercommensurate spin-slip structures which may arise 
in holmium are shown schematically in fig. 34. At the spin-slip the helical turn angle 
experiences an additional change as if there is an extra atomic layer in the structure. This 
causes a magnetoelastically induced lattice modulation and a change of  the hexagonal 
symmetry. There are three possible mechanisms of  such a modulation: (a) distance 
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dependent exchange interaction (it is connected with the abrupt change in the helical turn 
angle at the spin-slip); (b) the effect of  quadrupoles in a crystal field; and (c) quadrupole- 
quadrupole interactions. Such lattice modulation displays itself in the X-ray diffraction 
patterns by an additional nonmagnetic peak near the magnetic satellite corresponding to 
the ware vector of  the magnetic structure and it should have an influence on the elastic 
properties o f  the metal. 

Bates et al. (1988) studied the temperature dependencies o f  the elastic constants cl 1, 
C33, C44 and c66 of  holmium. Besides the usual anomalies at TN ~ 133-133.4K and 
Tc = 17.8 K a number o f  additional anomalies were found. When C33(T) was  measured 
on cooling a sharp dip centered at 19.8 K was observed. On warming from the phase with 
a ferromagnetic component along the c-axis it was less pronounced and some hysteresis 
took place. The temperature dependence of  C44 reveals anomalies at 97.4, 24.5 and 19.8 K 
(see fig. 35). Earlier the shear sound velocity and attenuation peculiarities in Ho were 
reported near 95 and 2 4 K  by Simpson et al. (1976), Lee et al. (1975) and Tachiki et al. 
(1974). Anomalies at 40 .5K (broad dip ~10K wide), 24 and 2 0 K  were observed in 



STATIC AND DYNAMIC STRESSES 161 

the temperature dependence of C66 and at 23.8 and 20.1K for c11(T). According to the 
neutron diffraction measurements by Bates et al. (1988) and Cowley and Bares (1988) the 
temperamres of these anomalies correspond to the spin-slip supercommensurate structures 
with s = 2 (anomaly at 97.4K), s = 5 (40.5 K), s = 8 (24.5 K) and s = 11 (19.8K). 

Bates et al. (1988) explained the appearance of the anomalies at c• by a change of the 
effective magnetic symmetry caused by supercommensurate spin-slip structures which 
break the underlying hexagonal crystal symmetry. The anomalous elastic constant change 
at the spin-slip transition was expressed as 

ACij = - ~ Bikl TklmnB j .... (105) 
klmn 

Here Bikt is the magnetoelastic coupling tensor (its elements are determined by crystal 
symmetry and are connected with magnetoelastic coupling constants), and Tk»ùn is the 
magnetic tensor whose elements are governed by magnetic symmetry alone. The existence 
and magnitude of the elastic constant anomaly is determined by the relationship between 
the magnetic and crystal symmetry, and the values of  the tensor elements. As one can 
see from fig. 34, spin-slip structures with s is 2, 5, 8 and 11 change the hexagonal 
crystal lattice symmetry. The crystal symmetry breaking also results in the formation 
of magnetic domains which contribute to the elastic constant anomaly via a domain 
relaxation process. The domain dependent contribution was taken into account by a 
summation over the magnetic tensor components for the possible magnetic domains in a 
given spin-slip structure. The results of  calculations confirm the spin-slip nature of the 
observed c6 anomalies. 

The influence of the magnetic field on c44 and (744 temperature dependencies in Ho near 
97.5 K, which corresponds to the spin-slip structure with s = 2, was investigated by Venter 
et al. (1992a,b). A marked hysteresis near the C44 dJp at 97.5 K was found for cooling and 
warming runs for zero and nonzero magnetic fields. The field impressed in the basal plane 
shifted the anomaly to a higher temperature region and the field applied along the c-axis 
practically had no influence on the temperature of the anomaly. According to neutron 
diffraction measurements by Venter et al. (1992b), the temperature corresponding to the 
spin-slip structure had the same field dependence. The measurements in a ma gnetic field 
aligned along the b-axis indicate a lock-in behavior near 98 K (in this case Q = 1/4~*, 
where ~* is the c-axis basis vector of  the reciprocal unit cell). 

The lock-in at Q = ~~*  in a magnetic field of  30kOe in Ho was found between 
126K and TN by Tindall et al. (1993). This peculiarity shows itself in the c33(T) and 
a33(T ) dependencies measured in a magnetic field (~ 10kOe) directed along the b-axis 
(Venter and du Plessis 1995). Instead of one marked step observed at TN = 132.9 K at 
zero field, the C33 temperature dependence for H = 10kOe exhibited a plateau and a 
second step at a lower temperature. Two a33 peaks coincide with the step at TN and the 
second step. 

Eccleston and Palmer (1992) studied the temperature dependencies of Cll and c33 in 
erbium below 53 K. In this temperature range a number of  successive locks at the values 
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o f  0 = 7C,4C*,6C~,~C2 . . . . .  1 ~* and ~~* was observed in the temperature dependence 
of the magnetic ware vector (Gibbs et al. 1986, Bohr 1991). The supercornmensurate 
spin-slip struetures with Qs 2 . . . . . . . .  -- ~« , ~c* and ~ «  occur for 0 = » *  V« , 4 c *  and 6 « .  

häving short hand notations *1, *3 and e5. In erbium the fundamental building blocks of 
the magnetic structures consist of four (quartet) and three (triplet) atomic layers in which 
spins are oriented either parallel or antiparallel to the c-axis. The spin-slip strucRtres with 
odd ratio of quartets and doublets posses anet ferrimagnetie moment parallel to the c-axis. 
This moment breaks the symmetry of the crystal structure and according to the model 
of Bates et al. (1988) should lead to the anomalies in @. Eccleston and Palmer (1992) 
point out that this mechanism accounts for the anomalies observed in the c33(T) and 
eil(T) curves at 48, 33 and 28 K, where the spin-slip structures were observed by X-ray 
diffraction measurements. Earlier the anomalies in c11, c33, and c66 elastic eonstants near 
these temperatures were found in the work of Jiles and Palmer (1981). As was noted in 
sect. 6, the internal friction peculiarities near the temperatures corresponding to spin-slip 
structures were observed in Er by Nikitin et al. (1993). 

7.6. Young's moduli of the metals and their alloys 

Young's moduli of the lanthanide metals and their alloys were studied at acoustic 
frequencies in the temperature range 4.2-400 K. 

The temperature dependence of Young's modulus measured along the c-axis in Gd 
resembles that of the elastic constant c33, i.e., there are two minima at Te and Tsr (Spichkin 
et al. 1998). 

In the case of Dy there is a small minimum near Ty and an abrupt decrease (~ 20%) 
near Te in Et(T) (see fig. 15), which was observed for both cooling and warming 
processes. A small amount of hysteresis was found in E(T) near Te and in the HAFM 
state whieh is characteristic for a first-order transition (Kataev and Sattarov 1989). 
This behavior essentially differs from that observed for c33(T) measured at ultrasound 
frequencies (see fig. 23). A substantial decrease of Young's moduli measured on poly- 
and single erystals at the HAFM to FM phase transition was also observed in Tb-Dy, 
Gd-Dy and Er-Tb alloys (Tishin and Shipilov 1993, Kataev et al. 1989c, Shubin et al. 
1985, Kataev and Shubin 1979). 

In terbium the Ec(T) and Eh(T) curves reveal a quite different behavior (see fig. 2l). 
For Et(T) there are two minima, at Tc and Ty, while for Eó(T) there is a small peculiarity 
at Ty and in the region of Te a rapid decrease of about 45% compared with the value just 
above TN. According to the data of Salama et al. (1972) the decrease of  eil  at Tc is about 
8.5%, and according to the measurements made by Rosen (1968) on polycrystalline Tb 
the change at Tc is about -2%. The general behavior of Et(T) and Eh(T) is analogous 
to c33(T) and eH(T) (see Salama et al. 1972, Scott 1978). 

Young's modulus of a Ho0.»Er0.5 single crystal alloy was measured in the basal plane 
by Spichkin et al. (1996b). At the transition temperature to the magnetically ordered state 
(TN = 104K) only a small minimum was observed. In the region of Te = 35 K where the 
transition from basal plane antiferromagnetic spital to conical ferromagnetic spiral oecurs 
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a significant hysteresis was found (the hysteresis in Tc was ~ 10 K). This indicates that the 
transition at Tc is a first-order phase transition. Earlier a crystal lattice distortion reducing 
its symmetry was found at this temperature by Pengra et al. (1994). 

Young's moduli of the nonmagnetic metals La and Y display a monotonous increase 
with decreasing temperature approaching the absolute zero temperature with a zero slope 
(Tishin et al. 1995, Bodriakov et al. 1994). The experimental temperature dependence of 
Young's modulus of yttrium was fitted with the help of a theoretical phenomenological 
model considering the crystal lattice as a quantum ensemble of inharmonic oscillators, 
which was proposed by Lakkad (1971). This model was consequently used to separate 
the contributions to Young's modulus from lattice effects and the magnetic structure. 

Some of the experimentally obtained Yotmg's moduli values are shown in table 12. 

7.7. Elastic properties of R-Fe and R-Co intermetallic compounds 

Young's and shear moduli of RFe2 (R = Ce, Sm, Gd, Tb, Dy, Ho, Er and Y), (Ho, Er)Fe2 
and (Ho, Tb)Fe2 polycrystalline compounds were studied from 4.2 to 300K by an 
ultrasonic method at a frequency of 10MHz by Rosen et al. (1973, 1976) and 
Klimker et al. (1974, 1985). These cubic Laves phase compounds (type MgCu2) have 
Curie temperatures well above room temperature (with the exception of CeFe2, where 
Tc = 227 K), and some ofthem exhibit a spin-reorientation transition at low temperatures. 
The values of Young's and shear moduli, the Debye temperature (which are calcnlated 
f-rom the elastic moduli), the relative change of Young's modulus in a magnetic field of 
25 kOe (AE(H)/E) and the relative change of Young's modulus under pressure of 10 kbar 
(AE(P)/E) are given in table 13. 

The temperature dependencies of E and G for YFe2, GdFe2 and DyFe2 show a 
monotonic increase (of about 8%) upon cooling ffom 300 to 4.2 K. TbFe2 and CeFe2 have 
relatively small values of E and G compared with other investigated RFe2 compounds. 
TbFe2 exhibits a small increase of the elastic moduli at low temperatures and ErFe2 a 
rapid increase near 120 K. In CeFe2 a shallow minimum at Tc was observed. 

HoFe2 has a deep minimum (~ 8% decrease at ~ 14 K) in its elastic moduli. According 
to Mössbauer effect measurements in this temperature region there is a first-order spin- 
reorientation transition with a change of the easy axis direction from [001] to [uuw] 
(Klimker et al. 1974). 

The minima of the E(T) and G(T) dependencies which are connected with spin- 
reorientation transitions were also observed in ternary systems HoxTbl_xFe2 and HõxErl_x 
Fe2 (Rosen et al. 1973, 1976). The depth of the spin-reorientation minimum in the E(T) 
and G(T) curves in the HoxTbl_xFe2 system increases under substitution of terbium 
for holmium (Rosen et al. 1973). The temperature dependencies of Young's moduli 
for HoxErl~Fe2 compounds with x = 0.4-0.7 reveal two distinct minima in the low 
temperamre region corresponding to a rotation of the easy magnetization direction upon 
cooling from [100] to [110] and then to the [111] direction. Compounds with x = 0.1, 
0.8 and 0.9 exhibit only one transition. On the basis of Young's modulus measurements 
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Table 12 
Yotmg's modulus measttred m various rare earth metals and their alloys at acousfic frequencies 

R, alloy T (K) E ~ E a Eó E« Refs. 
(1011 dyn/cm 2) (1011 dyn/cm 2) (101I dyn/cm 2) (10 H dyn/cm 2) 

Gd 300 5.5 i 

4.2 6.2 

Tb 300 5.3 7.4 2 

4.2 3.8 8.45 

Dy 300 7 7 3,12 

4.2 6.4 

300 6.9 4 

4.2 5.4 

Er 4.2 10.98 10.36 6.43 5 

La 300 3.68 6 

4.2 4.16 

Y 300 5.63 12.09 b 4.54 7 

4.2 6.09 13.4 b 5.1 

Gdo,6Tbo. 4 300 5.2 5.2 11 8 

4.2 12.5 

Gdo.25Dyo.75 300 6,8 1 

4.2 6.7 

Gdo»Dyo» 300 6.3 1 

4.2 6.4 

Gdo.7Dyo. 3 300 6.1 1 

4.2 6.6 

Tbo.~Dyo 5 300 4.14 4.14 9 

Tbo 12» Dyo.87» 300 7.0 10 

Er0 ŒsTb0,7» 300 8.4 8 

4.2 8.65 

Ho0.sEr0, » 300 13.9 b 11 

4.2 15.4 b 

a Measnrements on polycrystals. 

References 
1 Tishin and Shipilov (1993) 
2 Spichkin et al. (1996a) 
3 Tishin and Spichkin (1996) 
4 Burhanov et al. (1993) 

» Measurements in basal plane. 

5 Nikitin et al. (1993) 
6 Bodriakov et al. (1994) 
7 Tishin et al. (1995) 
8 Kataev and Shubin (1979) 

9 Kataev et al. (1989c) 
10 Shubin et al. (1985) 
11 Spichkin et al. (1996b) 
12 Kataev and Sattarov (1989) 

the spin-orientation temperature-concentration phase diagram for the HoxErl_xFe2 system 
was constructed by Rosen et al. (1976). 

A magnetic field and hydrostatic pressure increased Yomlg's modulus (see table 13), 
and the maximum effect was observed for the TbFe2 and SmFe2 compounds. Substitution 
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Table 13 
Young's and shear moduli, Debye temperature T> mad relative change of Young's modulus in a magnetic 
field and under hydrostatic pressure measured on polycrystalline RFe 2 intermetallic compounds at ultrasound 

frequencies 

AE(H) AE(P] (%) ~ (°5) Compound T (K) E G T D (K) ~ - - -  Refs. 
(10 H dyn/cm 2) (10" dyn/cm 2) 

» 

CeF% 300 5.9 2.2 208 1 

4.2 5.9 2.15 208 1.02 

StuF% 300 4.25 1.59 66.7 17.0 4 

GdFe 2 300 10.6 4.08 280 1.02 2.8 1,4 

4.2 11.7 4.53 293 

TbF% 300 7.7 2.8 232 56.0 22.4 1,4 

4.2 8.3 3.1 242 44.5 

DyFe 2 300 11 4.32 282 1.8 2.7 1,4 

4.2 12.6 4.95 303 

HoFe 2 300 11.5 4.4 283 0.85 2.4 1,4 

4.2 11.7 4.3 283 2.65 

ErF% 300 10.6 4 268 5.95 3.1 1,4 

4.2 11.9 4.4 288 5.80 

YFe 2 300 11.2 4.35 330 1 

4.2 11.7 4.7 347 

Hoo.3Ero.7Fe 2 300 10.7 4.8 2 
4,2 11.7 

Hoo.6Ero.4Fe 2 300 11.3 0.5 2 
4.2 12.1 

Hoo.sEro.2Fe 2 300 11.4 0.3 2 
4.2 12.2 

HOo.3Tbo.TFe 2 300 25 3 
4.2 7.2 7 

Hoo.6Tbo.4Fe z 300 8.3 8.6 15 3 
4.2 126 

Hoo.sTbo.2Fe 2 300 10.1 9.7 10 3 
4.2 

References 
1 Klimker et al. (1974) 
2 Rosen et al. (1976) 

3 Rosen et al. (1973) 
4 Klimker et al. (1985) 

o f  Tb  and  Er  in  HoFe2 r e in fo rced  the  m a g n e t i c  f ie ld in f luence  o f  Young 's  modu lus .  

R o s e n  et al. (1973,  1976) re la ted  the  in f luence  o f  p ressu re  a n d  field o n  the  elast ic  m o d u l i  

o f  TbFe2 and  StuFe2 w i t h  app rox ima te ly  equa l  m a g n i m d e s  o f  the  magne toe l a s t i c  and  

the  m a g n e t o c r y s t a l l i n e  an i so t ropy  energ ies  ( they  have  the  m a x i m u m  m a g n e t o s t r i c t i o n  
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Table 14 
Elastic constants c~, Debye temperamre TD, Young's moduli of poly- and single-crystal R C o  intermetallic 

compounds, measured at ultrasound frequencies 

Compotmd T (K) Elastic constants a T D (K) E ~,b E " E~ " Refs. a,b 

Cl 1 C33 C44 C66 C13 

YC% 300 20.0 24.15 5.39 5.12 9.6 14 17.96 1 

4.2 25.76 24.88 5.50 5.14 10.15 374 16.86 19.88 

CeCo» 4.2 18.28 22.90 4.95 3.74 9.37 322 11.1 16.9 1 

NdCo 5 300 17.39 21.56 4.69 3.93 9.47 11.05 14.9 1,2 

4.2 18.21 23.02 4.67 4.09 10.06 320 11.5 15.6 

GdC% 300 19.5 23.5 5.4 4.82 9.9 10.77 I6.82 1 

4.2 20.17 24.68 5.57 4.92 10.35 327 13.6 17.7 

TbC% 300 19.8 24.3 5.4 4.7 10.3 13.08 17.27 1,3 

4.2 21.2 25.5 5.68 5.28 10.92 344 14.4 18 

DyCo» 300 20.9 24.9 5.6 5.45 10.8 14.47 17.35 1,3 

4.2 22.16 26.42 5.84 5.69 11.60 348 15.2 18.3 

HoCo 2 300 9 4 

4.2 8.75 

Hoo 8Tbo.2Co2 300 8.7 4 
4.2 9 

Hoo.6Tbo.4Co 2 300 9 4 
4.2 9 

Hoo.4Tbo,6 Co 2 300 8.3 4 
4.2 8 

TbC% 300 8.1 4 

4.2 7.8 

a In 1011 dyn/cm 2. 

References 
(1) Kvashnin and Kvashnina (1991) 
(2) Deriagin et al. (1984) 

» Measurements on polycrystals. 

(3) Defiagin et al. (1985) 
(4) Klimker et al. (1980) 

cons t an t  a m o n g  the  RFe2 c o m p o u n d s ) .  In  th is  case  one  can  expec t  an  i m p o r t a n t  va r i a t ion  

o f  the  elast ic  modul i .  

Young 's  m o d u l u s  m e a s u r e m e n t s  on  the  cub ic  Laves  p h a s e  ( type M g C u 2 )  po lycrys ta l l ine  

HoxTbl -xCo2 al loys were  done  b y  K l i m k e r  et  al. (1980) .  The  Cur ie  t empera tu re s  in  this  

sys t em lie in  the  in te rva l  b e t w e e n  237.5  K (TbCo2)  and  86.8 K (HoCo2)  ( B u s c h o w  1977). 

B e l o w  Tc there  is a dras t ic  drop o f  the  E(T) curves  w i th  a s m o o t h  m i n i m u m  sp read ing  

over  abou t  5 0 K  b e l o w  Tc in  the  c o m p o u n d s  w i th  x ~< 0.6. A s  the  h o l m i u m  con ten t  

i nc reased  a n a r r o w i n g  o f  the  m i n i m u m  at Tc and  a decrease  o f i t s  dep th  was  obse rved .  In 

the  low t empe ra tu r e  r eg ion  in the  c o m p o u n d s  c o n t a i n i n g  Ho  a sha rp  m i n i m u m  c o n n e c t e d  

w i th  the  sp in - reo r i en ta t ion  p rocess  was observed .  
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The elastic constants c« in RCo5 (R = Y, Ce, Nd, Gd, Tb, Dy) single-crystal compounds 
with hexagonal crystal structure of the CaCu5 type were measured in the temperature 
interval 4.2-300K at a frequency of 20MHz by Deriagin et al. (1984, 1985) and 
Kvashnin and Kvashnina (1991). Accordmg to the review of Buschow (1977) the Curie 
temperatures of the investigated RCo5 compounds exceed 900 K, and TbCo5 and DyCo5 
have compensation points at 110 and 123 K, respectively. However, no anomalies were 
observed at these temperatures in the cij temperature dependencies (Deriagin et al. 1985). 
On cooling the elastic constants of the RCo5 (R= Ce, Nd, Tb, Dy) compounds have a 
general tendency to increase. 

Theory and experimental results show (Irhin and Rosenfeld 1974, Ohkoshi et al. 1977, 
Tsushima et al. 1978, Kelarev et al. 1983) that in RCo5 compounds for R=Nd, Tb, Dy, 
Ho a second-order spin-reorientation transition "basal plane-hexagonal c-axis" occurs 
in the temperature interval Tlsr-T 2. Between the start Tlr and the finish T~r temperature 
an intermediate phase exists. Anomalies at Tslr and T 2 in the cij(T) curves of RCo» 
(R=Nd, Tb, Dy) were observed by Deriagin et al. (1984, 1985). The values of Tlr and T~ 
determined from the anomaly boundaries (245 and 285 K for NdCos, 410 and 418 K for 
TbCo», 326 and 368 K for DyCos, respectively) are in good agreement with those obtained 
from heat capacity and magnetic moment orientation angle measurements (Tsushima et al. 
1978, Kelarev et al. 1983). 

The elastic constants cij of YCo5 and GdCo5 increase monotonously with decreasing 
temperature with exception of c33 and c66 in YCos and c33 , c44 in GdC05 for which a 
small decrease was observed at low temperatures. 

The numerical values of c O. at 300 and 4.2K and the values of the basal plane 
Ea,b = 1/sH and c-axis E« = 1/$33 Young's moduli calculated from the elastic constants 
data are shown in table 14. 

7.8. Higher-order elastic constants o f  the metaIs 

The anhamaonicity of the crystal lattice exhibits itself in hydrostatic pressure dependence 
of the elastic constants, moduli, lattice parameters, thermal expansion, temperature 
variation of the volume compressibility and in the existence of phonon-phonon 
interactions. The anharmonic properties of the crystal can be characterized by higher- 
order elastic constants. 

In the general case the dependence of the internal energy U of the crystal upon strain 
may be expressed as a power series of strain tensor components (Hearmon 1953) 

U =  1 1 1 
~Cijkl6_ijCkl q- "~Cijklmt~6Üö_klCmn -t- ~C i j k lmnpq( . i j ~k l£mn~pq  q- • • • , (106) 

where c,2kl are the second-order adiabatic elastic constants (SOEC), 

0 2  U 6 4 0  (107) c~jkl- O~o.Ockl , 
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Table 15 
Third-order elastic constants o f  some rare earth metals  (in 10 H dyn/cm 2) 

R Elasfic contams Rel. 

C111 C112 C113 C123 CI33 CI44 C155 C222 C333 C344 

Sc -91.185 -30.779 -0.49 -10.994 -21.721 -7.923 -3.561-112.02 -82.207 -21.721 1 

Y -74.19 -24.353 5.295 -14.738 -17.472 -7.897 -1.546 -92.449 -64.691 -17.472 2 

Pr -58.18 -20.11 2.28 -9.84 -15.12 -3.66 -3.90 -70.86 -60.48 15.12 3 

Nd -65.54 -22.57 1.43 -9.93 -17.01 -4.00 -4.51 -79.74 -68.03 -17.01 3 

Gd -50,3 13.3 0,4 -6.3 -9,7 -3.9 -2.0 -55.1 -76.2 -9.7 4 

Tb -48.0 -16.2 -1.1 -5.4 -11.1 -4.3 -2.2 -57.1 -73.7 -11.1 5 

D y  -53.2 -16.4 -0.8 -6.9 -12,4 -4.6 -3,1 -62.0 -73.5 -12.4 6 

Ho -60.9 -23.3 -2,3 -5.7 15.5 -5.5 -2,6 -75.7 -70.3 -15.5 7 

Er -79.6 -18.7 -5.0 -7.0 -16.7 -5.4 -6.6 -87.8 -74.7 -16.7 8 

Tm -99.41 -35.45 -1.91 -10.35 -22.91 -7.97 -4.29 -121.72 -85.67 ~2.91 9 

References 
l Ramji Rao and Rajput (i979a) 
2 Ramji Rao and Rajput (1979b) 
3 Ramji Rao and Narayanamurthy 
(1979) 

4 Ramji Rao and Menon (1974) 
5 Ramji Rao and Ramanand (1977a) 
ó Ramji Rao and Menon (1973a) 

7 Ramji Rao and Ramanand (197%) 
8 Ramji Rao and Menon (1973b) 
9 Ramji Rao and Rajput (1979c) 

C~jklù~~ are the third-order adiabatic elastic constants (TOEC), 

Ô 3 U  e~o 
Cijkhnn- 06_.ijO6.klO6.mn , 

(lO8) 

and c~jkZm~pq are the fourth-order adiabatic elastic constants (FOEC), 

04U (109) 
CijklmnPq = ÔC'ijOCklO('mnOCpq e-+O 

The constants c/jT«~,n and cijklmn;q (cij« and c«kl in matrix notation which will be used 
further) are related to the anharmonic properties of  the crystal. 

Some work has been devoted to the ealculation of  TOEC in the rare earth metals 
(see Ramji Rao and Ramanand (1980, 1984) and the references in tables 15 and 16). 
Various theoretical models used for the calculation of  TOEC were reviewed by Rarnji 
Rao and Ramanand (1980, 1984). TOEC of  Gd, Dy and Er were determined on the basis 
o f  experimental data on hydrostatic pressure derivatives of  SOEC (e0.) measured by Fisher 
et al. (1973) at pressures up to 5kbar. For Tb and Ho the dcij/dP were obtained from 
interpolation of  the experimental data for Gd, Dy and Er. For Y, Sc, Nd, Pr and Tm 
TOEC were calculated on the basis o f  experimental data on the volume compression rinder 
pressure. The results o f  TOEC calculations (the room temperamre values) are listed in 
table 15. 
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Table 16 
Pressure derivatives of second-order elastic constants of some rare earth metals; experimental values were 

measured at room temperature 

R dcn dcl2 dCl3 dc33 dc44 dc66 Reis. 
dP dP dP dP dP dP 

Sc 4.40 2.75 1.82 4.79 0.83 1 
Y 4.57 3.39 2.08 5.52 1.05 2 

Pr 6.19 4.06 2.47 7.86 1.48 3 
Nd 0.41 4.03 2.54 8.14 1.55 3 

Gd 3.018-k0.02 2.26±0.02 3.53±0,05 5.726=t-0.05 0.185±0.012 0.377±0.002 4 
Tb 2.48±0.66" 3.31=t-0.22" 0.25=t=0.03 ~ 0.27±0.03 a 5 

8.3± 1.8 b 6.0±0.4 b 1.7±0.2 b 3.0±0.7 b 

Dy 3.092~0.006 2.277=t=0.006 3.32±0.1 5.331±0.008 0.434±0,001 0.408±0.002 4 
2.50±0.30 a 3.58-4-0.01 " 0.49i0.04 ~ 0.245:t-0.01 ~ 5 
6.8±1.0 b 6.5±1.2 b 2.6=t-0.3 b 2.5±0.05 b 

Er 4.768±0.02 3.062±0.044 2.16i0.04 5.448±0.018 0.9494-0.005 0.853±0.012 4 

3.31~0.05 ~ 3.204-0.28 ~ 0.72±0.04 a 0.67:t=0.09 ~ 5 
11.5±0.9 b 12.1 q- 1.8 b 4.4:t=0.2 b 3.1 d-0.6 b 

Tm 6.92 3.98 2.46 7.08 1.43 O 

a Measurements up to 5 kbar. 

References 
(1) Ramji Rao and Rajput (1979a) 
(2) Ramji Rao and Rajput (1979b) 
(3) Ramji Rao and Narayanamurthy (1979) 

» Measurements up to 45 kbar. 

(4) Fisher et al. (1973) 
(5) Jiles and Palmer (1981) 
(6) Ramji Rao and Rajput (1979c) 

Ramj i  Rao  and Srinivasan (1969) used the f i n t e  strain theory  o f  M u m a g h a n  (1951) 

to derive the relat ions be tween  SOEC,  T O E C  and dcij/dP for a hexagona l  crystal.  The  

dci]/dP values for Sc, Y, Pf, N d  and T m  are shown in table 16. The values  o f  dcij/dP 
for Gd, Tb, Dy  and Er, presented  in table 16, were  measured  experimental ly.  

The dci/dP data and the theoret ical ly  der ived T O E C  were used  for calculat ions o f  

thermal  expans ion  coefficients,  t emperamre  dependence  o f  the vo lume  compress ib i l i ty  

and the pressure var ia t ion o f  lattice constants,  and the agreement  wi th  exper iment  was 

quite good.  For more  detail  about  these calculat ions see Ramj i  Rao and Ramanand  (1980, 

1984) and references  g iven  in tables 15 and 16. 

As  one can see f rom table 16, pressure increases SOEC.  This effect  together  wi th  

magnetoe las t ic  interact ion can be responsible  for the increase o f  c33 and the elastic modul i  

under  pressure observed  in Gd and the RFe2 compounds  (Kl imker  and Rosen  1973, 

K l imker  et al. 1985) in the magnet ica l ly  ordered state. Jiles and Pa lmer  (1981) measured  

the S O E C  variat ion in Tb, D y  and Er  at pressures up to 45 kbar. They  showed that dcij/dP 
strongly decreases  wi th  inc reasmg pressure  (see table 16). This  was related to significant 

four th-order  elastic effects  due to nonzero  and negat ive FOEC.  
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According to Ramji Rao and Ramanand (1984) with the help of FOEC one can 
calculate the temperature dependence of SOEC. However, the data for the FOEC of the 
lanthanide metals in literature are abseht. However, in the case of yttrium Tishin et al. 
(1995) calculated the temperature dependence of the Young's modulus using the model 
of Lakkad (1971), which provided a good fit for the experimentally measured data. 

8. Conclusion 

This chapter is devoted to the influence of dynamic and static stresses on the magnetic 
and elastic properties of metals, alloys and intermetallic compounds studied during the 
last twenty years. The aim was to provide a comprehensive survey of the experimental and 
theoretical results which have been published. The available theoretical models describing 
the effect of hydrostatic pressure on the magnetic transition temperamre and the nature 
of the elastic constants anomalies at the magnetic transition points are discussed. The 
results for magnets with localized moments, itinerant moments and combined systems are 
compared. Special attention is paid to the thermodynamic background of these effects. 
The extensive experimental data on the influence of the hydrostatic pressure on the 
magnetic phase transition temperatures, magnetic phase diagrams and magnetization are 
systematically reviewed and discussed. The origin of the magnetic anomalies of the elastic 
properties (mainly pure metals) are considered. The magnetic phase diagrams for metals 
and alloys obtained by means of the elastic constants measurements are reviewed. 
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1. Introduction 

This chapter is devoted to one of the specific manifestations of magnetic systems which 
are close to the critical conditions for the appearance of  magnetism. That is, the first- 
order transition (FOT) which has been observed in several lanthanide-cobalt (R-Co) 
intermetallics under the effect of varying external parameters (such as magnetic field, 
pressure or temperature) and internal parameters (exchange field, stoichiometry, and so 
on). This transition occurs between a nonmagnetic or low-induced moment state and a 
ferromagnetic state. This phenomenon is called itinerant electron metamagnetism (IEM). 

IEM has its origin in peculiar band-structures near the Fermi level (eF). Since Wohlfarth 
and Rhodes (1962) predicted this phenomenon, many theoretical and experimental studies 
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have been made to elucidate it. In the last 20 years, band-struc~re calculations have been 
performed by different methods. They can account quantitatively for the magnetic and 
electronic properties of the d-systems (Cyrot and Lavagna 1979, Yamada et al. 1984, 
Yamada and Shimizu 1985, Brooks and Johansson 1993). Significant progress has been 
achieved with development of methods for calculating effects owing to fluctuations of 
spin density (Yamada 1991, 1993). However, progress has been made in the experimental 
research of IEM thanks to the availability of ultrahigh magnetic fields. In magnetic 
fields of megagauss, IEM has been systematically studied for various RCo2, RCo3 and 
RCos-based compounds (Goto et al. 1991, 1992, Katori et al. 1994a,b, Bartashevich 
et al. 1996). 

The magnetic instability causes not only IEM, but many other striking properties such 
as enhanced magnetic susceptibility, a huge electronic specific heat constant, fluctuations 
of the spin density, and a volume anomaly. IEM thus is interesting not only in itself 
but, in addition, by studying this phenomenon it is possible to understand more deeply 
other aspects of the itinerant theory of metamagnetism and open up the possibilities 
incorporated in this theory for describing other unusual effects observed in experiments. 
Among the R-Co compounds, in which the Co sublattice shows metamagnetic behaviour, 
there are only the RCo2 Laves phase compounds, for which the exhibition of various 
aspects mentioned above have been studied intensively (Duc et al. 1992a and refs. 
therein, Goto et al. 1994). For this system, the subject becomes more interesting 
(and more complicated) for the magnetic lanthanide compounds in which the local 
moments and itinerant electrons coexist (Duc et al. 1992a). In order to explain the 
metamagnetic character of such a system, many developments of the s-d model have 
been carried out (Inoue and Shimizu 1982, Brommer 1989, Duc et al. 1993a). For 
the two-sublattice ferrimagnets an external magnetic field can induce phase transitions 
from the ferrimagnetic collinear phase to the ferromagnetic one through a noncollinear 
phase. Field-induced magnetic phase transitions in a ferrimagnet with one unstable 
magnetic subsystem is thus of special interest. In practice, the multi-metamagnetic 
transition connected demagnetizing and re-entrant magnetizing of the d-sublattice have 
been observed in the (Tm,Y)(Co,A1)2 compound. In a survey concentrated on the RCo2 
Laves phase compounds, in particular, a wealth of information concerning IEM and 
effects of spin fluctuations has been presented by Duc and Brommer (1999). In this 
chapter, the focus is on the IEM of the Co sublattice in different R-Co systems. The 
published experimental information on the electronic and magnetic properties of the 
RCo2 compounds is also reviewed. However, the anomalies observed in the physical 
parameters at the MT are presented, but not discussed. 

The chapter is organized as follows. Section 2 deals with the various models that 
have been proposed to describe IEM. At the beginning, the basic concepts of the band 
theory of metamagnetism describing the magnetically uniform states are presented. Then, 
the role of volume effects and spin fluctuation effects on the metamagnetic behaviour 
are also briefly introduced. The magnetic properties of the systems consisting of both 
itinerant electrons and localized spins are formulated on the basis of the s-d model. 
Section 3 is an experimental overview of IEM. This section consists of three major parts. 
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The first part deals with the nearly ferromagnets RCo2 and R(Co,M)2 (R = Y, Lu, Sc and 
M=Fe,  Ni, A1, Cu, Si, Ga, Sn,. . .  ); this major part is then continued with the 4f-3d 
exchange interactions and their effects on the induced Co-metamagnetic behaviour in the 
magnetic rare-earth-Cos compounds. In this subsection, the role of the magnetic R-atom 
as well as the influence of the 3d electrons affecting the character of the magnetic phase 
transitions and the spin fluctuation scattering are discussed. High-field magnetization in 
the RCo2 with one unstable magnetic sublattice is also discussed. IEM in the RCo3- and 
RCos-based compounds is presented in the second and third parts of sect. 3, respectively. 
Finally, sect. 4 discusses steps toward a complete understanding of metamagnetism in 
R-Co compounds. 

We wish to emphasize that this chapter is primarily intended as a survey of experimental 
data for the RCo2 compounds. The theory is summarized for the benefit of the reader and 
is therefore incomplete. 

2. Theoretical approaches to itinerant electron metamagnetism (IEM) 

2.1. Itinerant electron system 

2.1.1. Magnetically uniform state 

2.1.1.1. The Stoner model. The itinerant electron model of magnetism in metals is based 
on the simple assumption that the magnetic electrons collectively obey the Fermi-Dirac 
statistics. In addition, the essential electron-electron interactions are included by the use 
of the molecular field hypothesis. With these assumptions, it is possible to write down 
the total energy per atom of an itinerant ferromagnet as the sum of two terms. The first 
term is the total molecular field energy (Fm) which may be expressed as 

F m =  -½)~M 2, (1) 

where M is the magnetization and )~ is the coefficient of the molecular field related to 
the effective exchange energy between the electrons, I, given by I = 2/~,~. 

Introducing the standard notation N(e), n± and e ± for the density of the states at a 
given energy e, the number of + and - spins per atom and the chemical potential in the 
subbands, respectively, the magnetization can be written as 

M = ~tB(n + -- n_), (2) 

where 

/[± n± = N(e)  de. (3) 

Letting @ be the Fermi energy for an itinerant paramagnet, then the total one-electron 
(kinetic) energy per atom at 0 K is given by 

f e = eN(e) de - eN(e) de. (4) 
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The total energy is given by the sum of  Fm and Fe which, when minimized, gives 

IM 
e + - e- - - Ae, (5) 

where Ae is the so-called exchange splitting. The second derivative 02F/OM 2 < 0 leads 
to the following condition for the appearance of  ferromagnetism (Stoner criterion): 

7 = IN(e~) > 1. (6) 

At 0 K, the corresponding equilibrium value of  the relative magnetization/z (=M/nl~B) 
is given by 

(i) # = 0 if  [N(eF) < 1, 

(ii) 0 < # < 1 if IN(eF) >1 but N(eF) is not very small, 

(iii) /~ = 1 if IN(eF) > 1 and N(ev) is very small. 

Correspondingly, there exist (i) paramagnetic, (ii) weakly itinerant ferromagnetic, and 
(iii) strongly itinerant ferromagnetic materials. 

2.1.1.2. Wohlfarth-Rhodes-Shimizu (WRS) model for IEM. Using a Landau-type 
expression of  the flee energy of  the d-electrons, Wohlfarth and Rhodes (1962) have 
pointed out that IEM occurs in a paramagnet if  there exists a maximum in the temperature 
dependence of  its magnetic susceptibility. Shimizu (1982), however, has obtained a more 
detailed condition for the appearance of  IEM. We refer to their works together as the 
Wohlfarth-Rhodes-Shimizu (WRS) theory and briefly review it as follows. 

The behaviour of  an itinerant paramagnet in an applied magnetic field depends on the 
form of  N(e)  near the Fermi level. For a paramagnetic system, where the Stoner condition 
is close to being satisfied, magnetic ordering can appear if  it is possible to have a situation 
that an applied magnetic field increases the density of  states at the Fermi level. Figure 1 
illustrates schematically sections of  N(E) near e = eF for some characteristic cases where 
N(eF) decreases (case a) or increases (cases b-d)  when spin subbands are split in the 
magnetic field (B). As one can see from this figure, the condition 

[N(ev) = N+(eF) + N (eF)]B- 0 < [N(ev) = N+(ev) + N-(6F)]B > 0 (7) 

holds when the function N(e) has a positive curvature near ev, i.e., N ' ( e F )  > 0. As we 
will discuss below, this is also the condition of  the MT for an itinerant electron system. 

In the case when the resulting splitting of  the subbands is much smaller than their 
bandwidth, the band-splitting Ae, and therefore the magnetization, are small parameters. 
The free energy F(M) can be expanded in powers of  M as 

F(M) = ~(all _ )~)M 2 + la3M4 + lasM6 - B M ,  (8) 

where the last term is the magnetostatic energy in the presence of  the external magnetic 
field. The Landau expansion coefficients al ,  a 3  and a5 are determined by the behaviour 



IEM OF Co SUBLATTICE IN R-Co INTERMETALLICS 183 

(a) 

(b) 

(c) 

(d) 

N(~) 4 N(s) ,  

N+(~) I _ _ _ ~  ~ N+(u) 

i <i,, -- 
N_(e) t . . . . .  ~ N_(c) 

N(s )  ~ N(c)  ___~. N+(0 
N+(~) _ . _  

, - -  

- ~ N_(a) 

N(~), 

N+(c) - - ~  

N_(c) -'-'i-,~ ' ~  / 
N(e) ,  

1 
N+(0 . - -  

' I 

N_(c) 

N(0, 

N+(c) 

N-(tO 

N(~) ,  

N+(~) ! 

N_(~) 

. . . . . .  ! 

! 

! 

B=O B>O 
Fig. 1. Schematic diagrams of the dependence of the density of states on the energy N(~) near ~ = e F for cases 
of (a) negative curvature and (b-d) positive curvature of N(e) for (left) B = 0 and (right) B > 0. (After Levitin 

and Markosyan 1988.) 

o f  the N(e )  curve near  e = eF and, indeed, can be represented as series in even powers o f  
the temperature (Wohlfarth and Rhodes 1962, Edwards and Wohlfarth 1968, de Chfitel 
and de Boer  1970 and Bloch et al. 1975): 

1 
al (T) - 2tJgN(ev ) + aT2 +/~T4)' (9.a) 

1 
a/l (T)  = al  (T)  - ~ - ~ ~lvL ) ~/~9 ~ ~'~ F" (1 - 7 + a T  2 +/iT4), (9.b) 
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1 
a3(T) - 2#2N(eF) (y + 6T2), (10) 

1 

as(T) - 2#2N(eF) t/, (11) 

where a,/3, y, 6 and ~/depend only on the second and fourth derivatives of N(e) and are 
given by 

~2k~ 
a = - T v 2 ,  (12) 

3-g4 ]C 4 
/3 = ~ ( 1 0 v  2 - 7v4), (13) 

1 
Y-  24g2N(eF) a g2, (14) 

srek2 (4v 2 -- V4), (15)  
6 -  144#2N(ev) 2 

1 
tl - 1920#4 N(eF)4 (lOv2 -- V4), (16) 

where 

N(n)(eF) 
V, - N(eF) (17) 

As X(T) = 1/a~(T), the temperature dependence of the paramagnetic susceptibility is 
given as (see eq. 9.b): 

z(T) = 2~t~N(eF) 
1 - 7 +  aT 2 + f i t  4" (18)  

At 0 K, 

2#~N(ev) (19a) 
Z(0)= 1 - I N ( e v )  

is the Pauli susceptibility0(o =2g~N(eF)),which is enhanced by the Stoner enhancement 
factor S = [ 1 - I N ( e F ) ]  1. 

Z(0) =SZo. (19b) 

At low temperatures, z(T) can be written as 

z ( T )  = Sx0[1 - aST2]. (19c) 
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F (b) 

T Mo 

Fig. 2. Magnetic part of the free energy as a function of 
magnetization: the curves corresponding to (a) alas/a ~ < ~6 and 
(b) 3 <a~aja23 < ¼. (After Yamada 1993.) 

The equation of state can be determined from the condition for the minimum of the 
free energy (8): 

B = a'I(T)M + a3(T)M 3 + as(T)M 5. (20) 

According to eq. (20), the field dependences of  the magnetization and susceptibility of 
an itinerant paramagnet can be represented, respectively, as 

1 B _  a3(T) B3 + - - .  
M(T,B) = a~(r) @ (21) 

= X ( T ,  O)B - a 3 ( T ) x ( T  , 0)4B 3 + . . . ,  

x(T, B) = X(T, 0)[1 - a3(T)x(T, 0)3B 2] + . . . .  (22) 

The character of  these field dependences is determined by the sign of the a3(T) coefficient. 
One can see from here that the susceptibility of  the itinerant paramagnet can increase as 
the field intensifies. In this case a3(T) must be negative. This corresponds to the condition 
of v2 > 0 (see eqs. 10 and 14), i.e., corresponds to the case of  the positive curvature of 
the DOS near eF as already mentioned at the beginning of this section. In this case, 
as can be seen from eqs. (12), (13) and (18), z(T) will also show a maximum. Thus, 
the experimental observation of a susceptibility maximum was usually regarded as an 
indication of the possibility of  the MT in the itinerant paramagnet (Wohlfarth and Rhodes 
1962). However, as discussed below, the appearance of the MT still depends strictly on 
the values of  the coefficients a~, a3 and a5 (Shimizu 1982). 

' >0, a3 <0, a5 >0  and a~as/a~ < ¼, it can be seen from eq. (8) that In the case of  a 1 
the free energy F(M) has two minima at M = 0 and at a finite value of M (= Mo), and a 
maximum between the two (see fig. 2). When a~as/a 2 < 3 ,  F(Mo) is negative as shown 
by curve (a). Then, the ferromagnetic state at M =M0 is most stable without the external 
field. When ~4 >a~as/a~ > -~, F(Mo) is positive as shown by curve (b) and the state at 
M=Mo is metastable. However, this metastable state can be stabilized by the external 
magnetic field and the MT from the paramagnetic to the ferromagnetic state occurs at a 
critical field Bo. To see this fact more clearly we discuss the magnetization curve M(B) 
as follows. 



186 N.H. DUC and T. GOTO 

M 

1 
B 

Fig. 3. Schematic curves of M(B) for the (1) ferromagnetic, 
(2) metamagnetic and (3) paramagnetic states. 
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Fig. 4. Schematic magnetization curve for a weakly ferromag- 
netic (WF) system undergoing a MT into the strongly ferromag- 
netic (SF) state in an external magnetic field. 

The magnetization curves obtained from eq. (21) are presented in fig. 3. In the case of  
atl > 0, a 3 < 0, a5 > 0 and dlae/a 2 > 9 ,  M(B) increases monotonically with increasing B 

(curve 3). On the other hand, when 9 > a~as/a 2 > 3 ,  M(H) is S-shaped (curve 2). That 
is a metamagnetic first-order transition from the paramagnetic into the ferromagnetic 
state with hysteresis in the magnetization curve. Then the complete condition for the 
appearance o f  the MT is given as 

, 9 a~a5 3 (23) 
a l > 0 ,  a3 < 0 ,  a5 > 0 ,  ~ >  a - T  > 1-~. 

When a]as/a~ < 3 ,  the system becomes ferromagnetic even at B = 0 ,  as shown by 
curve (1) in fig. 3. 

The MT discussed above has been described for an itinerant electron paramagnet with 
a~ > 0. It should be noted that in the model under consideration, the FOT induced by an 
applied magnetic field can also arise when the starting state is magnetically ordered, i.e., in 
the case o f  a~l < 0. This is the field-induced transition from a weakly ferromagnetic (WF) 
into strongly ferromagnetic (SF) state. Shimizu (1982) has described such a transition by 
including the term of  1 8 ga7M in the expression of  the free energy (8). Then, if  a3 > 0, 
a5 < 0 and a7 > 0 for a definite ratio o f  the magnitude o f  these coefficients, this transition 
will be a FOT. The behaviour o f  the magnetization of  such a weakly ferromagnetic system 
is shown systematically in fig. 4. This is the case for the Y(Co,A1)2 and Lu(Co,A1)2 
compounds which will be discussed in sect. 3.1.1.2. 
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2.1.1.3. A new approach to itinerant electron metamagnetism (Duc et al. 1992b). In the 
well-known approach for IEM, volume effects are not considered. However, large volume 
increases (AV /V  ~ 5%) are systematically observed to occur at the transition towards 
ferromagnetism (Givord and Shah 1972, Wada et al. 1988), indicating that the contribution 
from the elastic-energy term may be important. This has been confimled by band 
structure calculations on YCo2 (Schwarz and Mohn 1984), showing that YCo2 is a Pauli 
paramagnet at the equilibrium volume but at a slightly larger volume, ferromagnetism is 
stable. Subsequently, Hathaway and Cullen (1991) have incorporated the effect of  volume 
variations to discuss the magnetic properties of  the RCo2 compounds. A new approach to 
IEM in which the mechanism for the FOT is connected with the volume discontinuity at 
this transition has been proposed by Duc et al. (1992b). In this approach, the MT results 
simply from the interplay between the magnetic energy and the elastic energy. 
2.1.1.3.1. Description o f  the model. A simple band structure cannot describe the 
intermetallic compounds, but it has the advantage of giving IEM without considering 
the structure of  the DOS. Here, an elliptic density of  states whose curvature is always 
negative is chosen: 

10 v / ~  5 _ e2 ' 
N(e)  = ~ 5  

where 2 W is the bandwidth. 
In the Stoner model at 0 K the total energy in the presence of a magnetic field is written 

as a summation of the electronic (Fd) and elastic (Flat) parts. The electronic energy can 
be given as: 

Eel = eN(e) de + eN(e) de - - -  - MB. (24) 
w ~ 4 

The total number of  electrons, n, and the magnetization, M, are obtained by solving two 
self-consistent equations. 

The lattice energy can be written as (Ohkawa 1989, Duc et al. 1992b) 

Fla t = C~'~ ÷ K ~  2, (25) 

where g2 = ( V -  Vo)/Vo, and C and K are the expansion coefficients. K is the contribution 
to the elastic constant due to all terms other than the band contribution. Here, the reference 
volume V0 was chosen in order to get a minimum of the total energy at this volume in 
the paramagnetic state. C is determined by minimizing eq. (25) at £2 = 0, which gives 

OFel ~=o 092 + C = 0. (26) 

The elastic constant K of the system in the paramagnetic state is then given by 

- -  1 0 2 F e l  D = 0  
K =  K + ~ - ~  , (27) 

which is smaller than K. 
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I f  the d-electrons are treated in the tight-binding approximation, the volume dependence 
of the bandwidth is given by W = W0 exp(-qf2), where q is of the order of  1 to 5_ 3 
for 3d electrons (Slater and Koster 1954). In this approximation, the energy of the 
paramagnetic state also varies exponentially with volume. From eq. (26), the value of 
C is deduced as 

C : qFe~(f2 : O , M  : 0). 

In the following sections, different aspects of IEM are discussed. 
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Fig. 5. Variation of  the total energy and magnetic moment as a function of  volume for the electrons in the 
elliptic band with n = 9.55, K = 2.6 eV, I = 2.5 eV and W 0 = 5 eV (see text). (After Duc et al. 1992b.) 

2.1.1.3.2. Magnet ic  state at B = 0. For B=0,  as mentioned above, a magnetic state is 
obtained if the inverse of the Stoner parameter, S -1 = 1 - I N ( e ) ,  is negative at f2=0.  
With regard to the IEM, we restrict our consideration to the case Sq(g2 = 0 )>  0. By 
increasing f2, the bandwidth decreases and s-l(g2) may become negative at g2 > g2o. For 
small values of  the Stoner parameter, f2o is given by 

1 
g2c = - - l l n ( 1  - 0 ) )  ~ S(I2 0) q S(f21= = q" 

I f  K is not too large, the competition between the elastic energy which increases with 
volume and the magnetic energy which decreases when the volume increases will give 
the total energy Ftot (g2 ,  M) a second minimum at f2 = f2M (>g2c), with M ~ 0 as shown 
in fig. 5. However, in the present case the magnetic state is not a stable one, since 
f to t ($ '20)  < f t o t ( ~ 2 M ) :  the stable state is paramagnetic but a MT can be induced by an 
applied magnetic field or a negative pressure. 
2.1.1.3.3. The induced-field metamagnet ic  transition. The total energy in different 
magnetic fields is presented in fig. 6a for the electron system described above (see also 
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Fig. 6. 
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(a) Total energy for the same parameters as in fig. 5 in the presence of a magnetic field. 
(b) The corresponding magnetization and magnetostriction curves. (After Duc et al. 1992b.) 

fig. 5). As the metastable state for £2 = £2M is magnetic, the decrease in energy due to 
magnetic fields is larger for this state than the paramagnetic state at g2 = 0. For this 
case, i.e., when Ftot(£20, B)=  Ftot(£2M, B), a metamagnetic transition occurs at a field o f  
Bc = 55 T, and a large volume discontinuity (£2 = 0.15) is found (see fig. 6b). Such an order 
o f  magnitude o f  the critical field of  metamagnetism was found for the YCo2 and LuCo2 
compounds. 
2.1.1.3.4. Metamagnetic transition induced by pressure. The effect o f  pressure on IEM 
can be discussed by introducing a contribution p£2 to the total energy. Starting from the 
non-magnetic state, an 1EM is obtained for negative values o fp .  For IPl <Pc, the volume 
increases as £2 = - p / K .  But for [pl >pc ferromagnetism appears, with a volume anomaly 
(see fig. 7a,b). 
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Fig. 7. (a) Total energy for the same parameters as in fig. 5 in the presence of a negative pressure. 
(b) The corresponding magnetization and magnetostriction curves. 

From an experimental point o f  view, a negative chemical pressure may be obtained 
by alloying. This is the case in the compounds Y(COl_xAI~)2 (Yoshimura and Nakamura  
1985), where the volume increases linearly with A1 concentration. A transition from Pauli 
paramagnetism to ferromagnetism occurs at a critical concentration x ~ 0.12. On the other 
hand, starting from a ferromagnetic state, an application o f  external pressure leads to a 
paramagnetic state at a critical pressure (Armitage et al. 1990, Duc et al. 1993a, Goto 

et al. 1994). 
A combination o f  the magnetic field and the (negative) pressure on the appearance o f  

ferromagnetism is illustrated in fig. 8a. Within this mechanism, a decrease in the critical 
magnetic field Bo for the MT with increasing volume and the volume anomalies at the 
onset o f  ferromagnetism are pointed out (see figs. 8b,c). The model  has been shown to 
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Fig. 8. Schematic diagrams of (a) total energy, (b) critical 
magnetic field, and (c) volume anomaly for IEM, predicted from 
Duc et al. (1992b). 

be in qualitative agreement with several experimental observations in Y(Col~AI~)2, see 
sect. 3.1.1.2. 
2.1.1.3.5. Influence of  the elastic constant K. We have discussed above that K should not 
be too small for IEM to be possible. However, there is also an upper value for K above 
which the system always stays paramagnetic. Metamagnetism can not be expected in 
materials with large K values because too large an increase in elastic energy is associated 
with any volume change. We will follow this discussion for the metamagnetic behaviour 
in the invariable d-electron concentration Y(CoxAlyCuz)2 compounds (Duc and Tai 1993) 
in sect. 3.1.1.4. 

2.1.2. Spin fluctuation effects (Yamada 1991, 1993) 

The band theory discussed above can only be considered as the first part of  the theory 
of itinerant electron magnetism, where the magnetization can be regarded as uniform over 
the volume and time-independent In the foregoing models, the effect of  fluctuations of 



192 N.H. DUC and T. GOTO 

the spin density on the properties of an itinerant paramagnet was ignored. The collective 
modes of spin fluctuations in the nearly ferromagnetic system play a crucial role in 
thermal properties such as specific heat and magnetic susceptibility. In this context, 
different itinerant-electron theories of magnetism have been developed. The first approach, 
using the random phase approximation (RPA), pointed out that paramagnons induce a 
logarithmic temperature dependence of the electron specific heat constant (Doniach 1967, 
Doniach and Engelsberg 1966, Berk and Schrieffer 1966) and lead to an enhancement of 
the coefficient of S3T 2 in the magnetic susceptibility (B6al-Monod and Lawrence 1980). 
In a Fermi liquid description of IEM, Misawa (1988, 1995) has shown that the thermal 
variation o f x  is proportional to T 2 in T rather than T 2. The relation between susceptibility 
maximum and metamagnetism was also clarified. Using a self-consistent renormalization 
(SCR) theory of spin fluctuations, a unified picture has been proposed (Moriya 1985, 1991 
and references therein). Among the results of this approach, one can quote the quantitative 
description of the nuclear spin relaxation rate and high temperature susceptibility. The 
latter follows a Curie-Weiss law without localized moments. As regards IEM, we present 
below Yamada's theory. 

When spin-fluctuation effects are taken into account, the state can no longer be regarded 
as magnetically uniform. Instead of the free energy mentioned in eq. (8) for an itinerant 
magnet, we must now study the free energy density per unit volume Af(r), which is given 
as (Shimizu 1981, Yamada 1991, 1993) 

= ,  ' Im(r)12 + 1 l a  5 . .  Af(r) ~a 1 aa3 [m(r)l 4 + Im(r)l 6 +.  

+ ½D IV'  m(r)l 2 + . . . .  mz(r)B, 
(28) 

where m(r) is the magnetization density, ai are the Landau coefficients, which can be 
given as a function of T in terms of the DOS curve as shown in eqs. (9)-(16), and D is 
the exchange stiffness constant. 

The total free energy AF is obtained by 

AF = -~ dr 3 Af(r), (29) 

where V is the volume. 
Introducing the thermal average of the square of the fluctuating magnetic moment, 

~(T) 2, into eq. (29), one obtains the equation of state in the magnetic system with the 
bulk magnetization M and external field B at temperature T as 

B = A I ( T ) M + A 3 ( T ) M  3 +As(T)M 5 + ' " ,  (30) 

i.e., in this approximation the spin fluctuation correction reduces to renormalization of 
the expansion coefficients in the equation of state (8) with: 

' 35a ~tTa4 (31) A I ( T ) = a  l+35-a3~(T) 2+-9- 5~t ) ,  
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A3(T) = a3 + ~as~(T)  2, (32) 

As(T) = as, (33) 

and 

~(T)2 = 2kBT2 Z Xq, (34) 

where Zq is the wave number dependent susceptibility (see Moriya 1979, 1991). 

2.1.2.1. Paramagnetic susceptibility, z(T,B) at B = 0  is equal to 1/AI(T), where AI(T) 
is given by eq. (31). It is easily seen that the term due to spin fluctuations modifies 
the variation of the magnetic susceptibility. In the case of a~ > 0, a3 < 0 and a5 > 0, at 
low temperatures z(T) is mainly governed by the first term in eq. (31) and shows a 
T 2 dependence. ~(T) 2 increases rapidly with increasing temperature and reaches an upper 
limit determined by the charge neutrality condition at a certain temperature T*. At T > T* 
the system behaves as if having local moments, and the Curie-Weiss type of the magnetic 
susceptibility may be the only type possible at high temperature region. 

The temperature Tmax, where Z(T) 1 reaches a minimum, is given by OAI(T)/O~(T) = O, 
from which one gets (Yamada 1991, 1993) 

~(Tmax)2 - 3 a3 
14 as (35) 

and 

1 
X(Tmax) - , 5a]" (36) 

a1 28 a5 

For a{as/a 2 < ~ ,  Z(Tmax) becomes negative. Then, the condition for the appearance of 
the maximum in z(T) must be 

' 5 a~ >0, a3 <0, as >0, ala~5 > - - .  (37) 
a 2 28 

In addition, it is noted here that Tmax given by eq. (35) is also the temperature at which 
A3(T)=0. This means that A3(T) changes sign from negative to positive at Tmax. 

2.1.2.2. Metamagnetic transition. The differential susceptibility z(T, B) (= dM/dB) can 
be obtained from the equation of state (30). Expanding it with respect to B, one gets, in 
the paramagnetic state, 

1 A3(T) B2 
x(T,  B) - AI(T~ A I ( T )  4 + ' " "  (38) 

In the case where the MT occurs, as shown in the preceding section, A3(T) is negative. 
This means that the coefficient o fB  2 in eq. (38) is positive. Then, x(T,B) increases with 
increasing B. 



194 N.H. DUC and T. GOTO 

Upon replacing a'l, a3 and a5 in eq. (23) with AI(T), A3(T) and As(T), the conditions 
for the appearance of the MT at finite temperature are given as 

AI(T) > O, A3(T) < 0, As(T) > 0, (39) 

and 

9 AI(T)As(T) 3 
- -  > > - -  ( 4 0 )  
20 A3(T) 2 16" 

The MT disappears at a temperature To when AI(T)As(T)/A3(T) 2= 9. Using eqs. (31)- 
(33), these conditions lead to 

2 8 '  
(41) 

which is positive when alias~a3 < 9 .  As seen from eqs. (35)-(41), ~(T0) 2 is smaller 
than ~(Tmax) 2. To is then always lower than Tmax, as ~(T) 2 is a monotonically increasing 
function of T (see eq. 34). 

The system becomes ferromagnetic at B = 0  when AI(T)As(T)/A3(T)2< ~6, see also 
fig. 2. Similarly, the critical temperature, T1, at which the ferromagnetic state becomes 
unstable and the FOT occurs, is given as 

2 8  
(42) 

Clearly, T1 is lower than To (T1 < To < Tmax). 
Under the condition (37) for the appearance of a susceptibility maximum Xmax a t  Tmax , 

the characteristics of  the IEM, which is corrected by the effects of spin fluctuations, are 
summarized as follows: 
(i) For ~ <alas/a~ < 3 ,  the ferromagnetic state becomes stable below T1, the MT 

occurs at T1 < T < To. 
(ii) For ~ <alas/a 2 < 9 ,  the system is paramagnetic at H = 0  and the MT occurs at 

0 < T < T o .  
(iii) For 9 < a~as/a 2, the susceptibility shows a maximum at Tmax, but the MT does not 

Occur. 

When the effects of spin fluctuations are taken into account, one cannot obtain an 
analytical expression for the temperature dependence of the critical field Bc. However, in 
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the limiting case of alas/a~ = 3 ,  where Bo =0 at T=0 ,  one can get Be(T) in the lowest 
order of T as 

I ]a~31 { _ 3 a ~  +O(T2). (43) Bc(T) = 
2 V  ~ a 5  \ a l  16asJ  

As O(T 2) > 0, Be(T) is expected to increase with increasing T as T 2. Finally, from 
eqs. (35)-(36) and (49), Be(0) is given as 

Bc(0)= ~/r7-~(Tmax) ( 20  1 X(Tmax)~ (44) 
V 18 X(Tmax) ~ 20 Z(0) J 

Since ~(Tm~) is proportional to Tmax, when Tmax is low, a linear relation between the 
values of B~(0) and Tmax can be obtained (Yamada 1993). However, at present, it is not 
a universal constant for all materials. We will come back to this point in sect. 3.1.1.2. 

2.2. System consisting of  localized moments interacting with itinerant electrons 

2.2.1. The Inoue-Shimizu model 
The magnetic properties of a system consisting of localized magnetic moments interacting 
with itinerant electrons have been discussed in terms of the so-called s-d model (e.g. 
Takahashi and Shimizu 1965, 1966). On the basis of such a model, Bloch and Lemaire 
(1970) and Bloch et al. (1975) have explained the type of magnetic properties of the RCo2 
compounds. In these models, the presence of the localized 4f-moments is considered as 
an effective field acting on the itinerant d-electron subsystem. The flee energy has thus 
been expanded in powers of Md only (see also Jarlborg and Freeman 1981, Levitin and 
Markosyan 1988). Inoue and Shimizu (1982), however, have presented a version of the 
s-d model in which the free energy is expanded in the proper thermodynamic variable, 
i.e., the total magnetization of both the d electrons, Md and the localized spin, Mf. In this 
case, the flee energy can be considered as the sum of two separate contributions depending 
on the magnetization of the itinerant subsystem and that of the 4f moment, respectively, 
together with one coupling term proportional to the product of these magnetizations. The 
expression for the flee energy is therefore written as 

F = Fd + Ff  - nRcoMdMf, (45) 

where Fd is the free energy of the itinerant d-electron subsystem already described in 
eq. (8): 

Fd 1 t • ~2 1 4 1 6 = ~allVld + ~a3Md + ~asMd - B M d ,  (46) 

and Ff is the free energy of the localized spin system, which is given as (Shimizu 1981, 
Inoue and Shimizu 1982) 

l h t  /i,4r2 , 1 4 1 6 Ff  = gUl~,l f -~ gb3Mf + gbsMf - B M f ,  (47) 
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with 

3kBT 
b~l(T) = bl(T)  - ne,~, bl(T)  = N R J ( J  + 1)(g/~B) 2'  (48a,b) 

9 k T ( 2 J  + 1) 2 + 1 
b3(T) = N B N 3 j ~  + ~5~-g~B)4, (49) 

27 1 l ( 2 J  + 1) 4 + 32[ (2J  + 1) 2 + 11] 
bs(T) = 2w6~kBT N ~ j s ( j  + 1)5(g/~B) 6 (50) 

Here, ne~ and nRco are the molecular field coefficients representing the interactions 
between 4f  moments and the R-Co intersublattice interactions, respectively. 

Because the thermodynamic variable of this system is neither Mf nor Md, but 
M (=Md +Mf),  F has been expanded in a power series of M. By minimizing F with 
respect to Mf or Md with the condition that M is constant, one gets 

F = 1cIM2 + lc3M4 + lc5M6 + ' " ,  (51) 

where 

a](T) b~(T) - n2¢o (52) 
C 1 = Q 

b3(T)[a~(T) + nRco] 4 + a3(T)[b~(T) + nRco] 4 
c 3 ( T )  = Q4 , (53) 

bs(T)[a~ (T) + nRco] 6 + as(T)[b] (T) + nRco] 6 
cs(T) = Q6 

- 3 (b3(T)[a'l(T) + nRC°]3 + a3(T)[b](T) + nRco]3) 2 (54) 
Qv 

with 

Q = a'l(T) + b'l(Z) + 2nRco. 

The FOT will occur if  the condition c3(Tc) < 0 is satisfied. (Hereafter, we use the notation 
Tc for the transition of  both FOT and SOT). Tc is determined from cl(Tc)=X(Tc) -1 =0,  
which gives 

2 Tc = CR(naR + nRcoXco). (55) 

Making use of  this equation, one can write c3(Tc) as 

c3(Tc) = b3(Tc) + a3(T)[Zd(Tc) nR¢o] 4 (56) 
[1 + Xd(Tc) nRco] 4 

For a system of  localized moments, where the free energy (47) is expanded only 
in powers of  Mf ,  the signs of  the bn coefficients are always positive and the FOT 
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will not occur. For an itinerant-electron system, as the sign of the a3(T) term can 
be negative (see preceding section), the FOT is possible. Presently, in the s-d model, 
where localized spins and itinerant electrons coexist, c3(Tc) in eqs. (53) or (56) can be 
negative or positive depending on the contributions of the negative value of a3(Tc) and 
the positive value of b3(Tc). Thus both the FOT and the SOT can exist in the s~t  model, 
even at low temperatures. As discussed in sect. 3.1.2, this model has been utilized to 
explain the type of the magnetic phase transitions not only in RCo2 compounds but 
also in a number of  more complicated compounds such as (RxYl~)Co2, R(Co,Cu)2 
and R(Co,A1)2, etc. (see Duc et al. 1992a). For compounds such as TbxHol~Co2 (Duc 
et al. 1991), however, the exchange field acting on a Tb moment differs from that acting 
on a Ho moment. Consequently, the total R magnetization cannot be used as a proper 
(internal) thermodynamic variable. In this case, the free energy should be considered 
as the sum of three coupled contributions and the Inoue-Shimizu model cannot be 
applied straightforwardly. A generalization of the Inoue-Shimizu model for an arbitrary 
number of  interacting contributions has been made by Brommer (1989) (see also Duc 
et al. 1993a). 

2.2.2. A generalization o f  the Inoue-Shimizu model (Brommer 1989) 

The first attempt to generalize the Inoue-Shimizu model was to describe a system with a 
mixture of  different kinds of R atoms, such as (Ri,Rj)Co2 compounds. Such an attempt 
was carried out by Brommer (1989). In this version, however, the R-R interaction within 
the R sublattice was ignored and the R-Co coupling parameter ARco was assumed to 
be constant for all R elements. It is now generally accepted that the interaction between 
R moments is by no means small (Lee and Pourarian 1976, Duc et al. 1993b,c, 1995a). 
However, the basic interactions between R spins and (itinerant) Co spins appear to be 
enhanced when going from the heavy to the light rare-earth compounds. The same 
behaviour is true for the R-R interactions. Taking into account all of these factors, an 
elaborate version of the generalized lnoue-Shimizu model was presented by Duc et al. 
(1993b). The approach is given as follows: 

The molecular free energy of a system of coupled magnetic subsystems is written as 

F : E Fj(Mj)- E nijMiMj' (57) 
J J 

F j  = 1 t ~A-2 , 1 4 1 6 guljlvl j ~- ~a3jM) + gasjM), (58) 

where 

! 

a l j  = a l j  - n j j ,  

with njj and n 0. the intra-sublattice and inter-sublattice molecular field coefficients, 
respectively. 
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Let Qo be the inverse of  the matrix (a~j6ij - nij). With the definitions Qi = ~ j  Qij and 
Qt = ~ i  Qi, one can write the expression of the free energy in terms of the (total) molar 
magnetization in the form 

F =1~clM2 + lc3M4 + ~csM 6, (59) 

with the Landau coefficients cn given as (Brommer 1989) 

C 1 = 0 t  1, (60) 

(61  c3 = Z a3j \ g /  
J 

3 
c5 = ~ asj \ Q t J  ~tt Z a3jQ~ (QiQj-QtQij) a3jQ). (62) 

J J 

The transition temperature is determined by cl = Qt * = 0, or rather by 

D -- det(a~j6ij- nij)= 0. (63) 

The present approach can be applied to the case of  three-coupled subsystems (three- 
sublattice model). We consider quasi-binary compounds (R,, R2)Co2, where R1 and R2 
are different lanthanide atoms with concentrations xl and x2, respectively (xl +x2 = 1). In 
the expressions of  the free energy we change the notation slightly: for the d-subsystem 
the coefficients are written as an and for the Ri subsystem, the coefficients are bni. With 
these notations, eq. (61) becomes 

= ( Q d ~ 4  (Qj~4  
C3 a3 \Qtt J + ~ b3j \QtJ  (64) 

J 

Let M1 be the magnetization (per mol f.u.) of Rl atoms, M2 that of  R2 atoms and 
Md that of  the itinerant d electrons. For this system of exchange-coupled magnetizations, 
placed in an external magnetic field B, the linearized equations can be written in the 
molecular field approximation as 

adMd -- n ldM1 -- nd2M2 = B,  

--ndlMd -- b~lM1 - n12M2 = B, 

- -nd2Md -- nlaM1 - b~2M2 = B. 

Here, ad is the inverse susceptibility of  the d-subsystem, and bj=blj-njj  (see also 
eqs. 48a,b). 

The set of linearized equations above is solved by calculating the inverse of the matrix 
of coefficients, with elements Qdd, Qdl, and so on. Since all elements diverge at T = Tc 
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(where the determinant D vanishes), we instead give the non-divergent products DQdd, 
_ 2 DQdl, and so on. By assuming that nl ln22 - n12, n12nd2 -- ndl n22, and so on, the expressions 

can be simplified and one obtains (Duc et al. 1993a): 

O=btlb i (ad-- ~j rt2dj+adnjj ) ,  (65) 

DQdd=b~bt2(1-Z~),j. (66) 

= b' b'  ndl DQdl 1 2 ~ ,  u 1 
DQu t t tad 

= bib 2 

DQ12 , t = bib 2 

(67) 

adn22 + rt21 "~ 
,b] , , j , (68) bib2 

r adnl2_ + ndlnd2 ~ (69) 
/ '  

DQd=b'lbl l -  ~j ndj~njj~ (70) 
• ) '  

(nd l  + "d ad(n12 - - /122)  + ndlnd2 -- #'/c~2 "~ 
DQ1 = b'lb~2 \ b~ + j , (71) b',bl 

DQ=btlb~2 ( 1+ ~-~ ad+ 2ndj-njj b; b,lb~2 . (72) 

The relative contributions Qd/Qt, Q1/Qt and Q2/Qt are actually calculated as DQd/DQt, 
DQ1/DQt and DQz/DQt, and so on, and are used as input in the calculation o f  c3 (see 
eq. 64). In the case where the interaction between the R moments is neglected, one arrives 
at the expression for c3 presented by Brommer (1989): 

a3 + ~j xjb3j(rldj/blj) 4 
c3 = q4 ' (73) 

where 

ndj (74) q= l + ~ XJb~ j. 
J 

The generalized expressions and their simplifications can be used also in the case 
where one o f  the rare-earth ions is non-magnetic, in particular, for RxY1 xCo2, where 



200 N.H. DUC and T. GOTO 

R represents a magnetic lanthanide ion (say R1) and Y (say R2) the non-magnetic one. I f  
we eliminate the explicit concentration dependence of q (eq. 74), i.e. of the denominator 
in eq. (73), by the substitution xndl/bl =ad/ndl (at the critical temperature), the resulting 
expression for c3(Tc) is identical to that given by Inoue and Shimizu (1982), see eq. (56). 

3. Experimental observation of metamagnetic transitions 

3.1. The RCo: Laves phase compounds 

3.1.1. Nearly ferromagnetic RCo2 compounds (R = Y, Lu, Sc and Hfl 
3.1.1.1. The RCo2 compounds. The rare-earth-transition metal intermetallics can be 
considered to be formed by the association of a relatively narrow T 3d band with a wider 
(and higher in energy) R 5d (or Y 4d) band. These two bands are close to each other 
and lead to the 3d-5d (or 3d-4d) hybridization states. The Fermi level of the compounds 
often lies in this region. Thus, in general, alloying of the 3d elements with rare-earth 
metals, first leads to a decrease of the DOS at the Fermi level and then weakens the 
3d magnetism. This effect is illustrated for yttrium compounds as shown in fig. 9 in a plot 
of  magnetic moment per 3d atom as a fimction of Y concentration. The system reaches a 
critical concentration range at YCo2, where the alloy is close to the conditions required 
for the onset of magnetism (Stoner criterion). The Y(Lu)Co2 compounds, thus, do not 
order magnetically, but exhibit strongly enhanced paramagnetism. The susceptibility of  
the YCo2 and LuCo2 compounds increases with increasing temperature, passing through 
a broad maximum at 250 K and 370 K, respectively (Lemaire 1966, Givord and Lemaire 
1971, Ikeda et al. 1984). The compound ScCo2 shows a similar behaviour, indicating that 
it is an inherent property of  the Co sublattice. 

2 . 5 1  , , , 
~, ~ u n d s  

=2.0 

~ 1.5q 
nds 

Ni-compounds 

0.0 
0 0.1 0.2 0.3 

Yttrium concentration 
0.4 Fig. 9. 3d-magnetic moment as a function of yttrium 

concentration in Y Ni, Y-Co and Y-Fe intermetallics. 
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Fig. 10. Temperature dependence of the magnetic susceptibility for YC%. In the inset, the high temperature 
behaviour of the reciprocal susceptibility is shown. (After Burzo et al. 1994.) 
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Fig. 11. Temperature dependence of the magnetic susceptibility for LuCo z. The inset shows the high temperature 
behaviour of the reciprocal susceptibility. (After Burzo et al. 1994.) 

A complete magnetic behaviour ofRCo2 (R = Y, Lu and Sc) has recently been described 
by Burzo et al. (1994) on the basis of the analysis of the susceptibility data measured 
up to l l00K.  In addition to the above mentioned maximum at Tmax, the magnetic 
susceptibility shows a Curie-Weiss behaviour at T > T* (> ]'max) (see figs. 10-12). In 
this high-temperature range, the values of the effective cobalt moments peer(Co) are 3.7 
and 3.86ktB/at. for YCo2 and LuCo2, respectively. Note that a value of the effective 
Co 2+ moments up to 4.6gB/at. has experimentally been determined (Vonsovski 1971). 
Following the theory of spin fluctuations, it is possible that in RCo2 compounds the local 
spin fluctuations ~(T) 2 are saturated at T > T* and the charge neutrality condition gives 
the effective moments characteristic of the Co 2+ ion as experimentally observed (Moriya 
1979). Data obtained from the magnetic susceptibility measurements on YCo2 and LuCo2 
are listed in table 1. Magnetic data for ScCo2 and HfCo2 is also included in this table. 
The effective Co-moments and the paramagnetic Curie temperature Op seem to show 
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Table 1 
Lattice constant a, magnetic and electronic characteristics of the RCo2 compounds a 

Compound a (~) irma× (K) Pelt'(Co) (/~B/at) Op (K) "/(mJ/K 2 mol) 

Y C o  2 7.215 260 3.7 -535 36.2b 
34.2 ° 

LuCo2 7.121 370 3.86 326 26.6 d 
ZrCo2 6.957 90 - 23.3 e 

ScCo2 6.927 550 3.92 1150 18.4 d 
HfCo 2 6.919 90 4.1 -2040 

a See text for explanation. 
b Muraoka et al. (19771. 
° Bloch et al. (1972). 

d Ikeda et al. (1984). 
Muraoka et al. (1979). 

a regular trend as a function of lattice constant. Note that the same trend also follows 

the electronic specific heat for YCo2, LuCo2 and ScCo2. The temperature Tmax results 
from a competition between the susceptibility increases at low temperatures due to spin 
fluctuations and susceptibility decreases in the local moment regime at high temperatures. 
However, it does not follow a regular behaviour. High-temperature susceptibility data of 
the magnetic RCo2 compounds also allow the derivation of the effective Co moment. Its 
value steadily decreases from about 4ktB/Co in YCo2 and LuCoz to about 2.6ktB/Co in 
GdCo2 which has the largest Tc. The value of pelf(Co) thus has been used as a measure of 
the effects of spin fluctuations in this series of compounds (Burzo and Lemaire 1992). 

A detailed analysis shows that the magnetic susceptibilities of YCo2 and LuCo2 are 
linearly dependent on T 2 for T <  15K (see fig. 13). This is almost the same thermal 
variation as in eq. (1%), but the coefficient of the T 2 term is proportional to S 3 instead of 
S 2. It is in agreement with B6al-Monod (1982), who showed that the paramagnon results - 
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Fig. 13. Thermal variation of the susceptibility 
for YC% and LnCo 2 at T ~< 15 K as a func- 
tion of T 2. (After Burzo et al. 1994.) 

for a general band structure - lead to a temperature dependence of the susceptibility of 
the form: 

Z(T) ~ SXo[1 - aSeT2]. (75) 

Theoretical studies have also been devoted to the analysis of the magnetic behaviour 
of these systems. Yamada et al. (1984) and Yamada and Shimizu (1985) calculated the 
electronic structure of d-electrons in RCo2 compounds by using the self-consistent tight 
binding approximation. Starting from the calculated DOS and taking into account the 
effects of spin fluctuations, the authors showed that the observed magnetic susceptibility 
may be explained by the shape of the DOS around the Fermi level. The different magnetic 
behaviour of RCo2 (R=Y, Lu and Sc) is mainly attributed to the difference between 
atomic potentials of R and Co and thus to the different degree of the mixing of the d bands. 
This result is consistent with the above argument and suggests the importance of the effect 
of the volume on the 3d-5d(4d) hybridization. 

As regards the metamagnetic behaviour of a paramagnet, for which the temperature 
dependence of the magnetic susceptibility shows a maximum, Bloch et al. (1975) have 
measured the magnetization of a polycrystalline YCo2 sample. The magnetization data 
are shown in fig. 14 in a plot of M(T)/B vs. B 2. At 4.2K and 77K, the slope of 
these curves indicates an increase of the susceptibility with increasing magnetic fields 
and/or a negative value of the coefficient a3 in eqs. (8), (21) and (22). At 300K, 
however, a 3 is positive. By fitting eq. (22) to the 4.2K curve of fig. 14, they found 
a3(0) ~ a3(4.2 K) ~ -50T(mol/Am2) 3 . The increase of the susceptibility at 4.2 K by about 
20% between 0 and 35 T has also been observed by Schinkel (1978). Bloch et al. (1975) 
have also analyzed the temperature dependence of the susceptibility of YCo2 in terms of 
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eqs. (12), (13) and (18). They found that v2 is positive and obtained the thermal variation 
of a3(r) as 

a3( r )=a3(0)  1 -  ~3 ' (76) 

where a3(0 ) = -6.92 T(mol/Am2) 3 and T3 = 250 K. 
This result for a3(T) is smaller than that deduced from the field dependence of the 

susceptibility by a factor of 7. However, it is consistent with the change in sign of a3 in 
the neighbourhood of 200 K and the possibility of a MT which may occur at a magnetic 
field higher than what was available in laboratories. Realistic band structure calculations 
show a value of around 80 T for the critical magnetic field of the MT in the compound 
YCo2 (Cyrot and Lavagna 1979, Yamada and Shimizu 1985). A large effort to study 
metamagnetism in the RCo2 Laves phase compounds, for more than two decades, has been 
carried out by utilizing the molecular field due to the magnetic rare earths (see sect. 3.1.2). 
In order to directly observe the MT in this system, an attempt was made to depress the 
critical field by substitution effects and in 1985 this was obtained by substituting for 
Co by a small amount of A1 in YCo2 (Aleksandryan et al. 1985) where the transition 
occurs below 40 T. Finally, the most dramatic event in this fascinating story occurred quite 
recently thanks to the availability of magnetic measurements in fields up to megagauss 
(Goto et al. 1989, 1990). As shown in fig. 15 the MT was directly observed in YCo2 
and LuCo2 at 69 T and 74 T, respectively. In ScCo2, however, no MT can be observed in 
fields up to 120T. 

The MT of YCo2 is very sharp at low temperatures, but it broadens rapidly with 
increasing temperature. The MT is smeared and is not observed above T ~ 100 K (see 
fig. 16). This temperature corresponds to the tricritical point above which the MT 
becomes a second-order phase transition. In addition, the critical field Bc increases 
quadratically with temperature (see fig. 17). This positive shift of Bo(T) has been derived 
from the theory of spin fluctuations (Yamada 1993). It suggests a reduction of the 
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entropy of  the d-electrons at the MT. The entropy reduction results from the quenching 
of  spin fluctuations leading to a decrease of  the electronic specific heat constant, y. 
A thermodynamical consideration based on the Clansius-Clapeyron relation has estimated 
a decrease of  y for YCo2, Ay = - 1 1  mJ/K 2 mol (Goto et al. 1994). 

3.1.1.2. The R(Co, M)2 (M=A1, Ga, Sn) compounds. In attempts to depress the critical 
magnetic field of  the MT in R C o 2  Yoshimura and Nakamura (1985) discovered the onset 
o f  ferromagnetism in the dilute system Y(Cot-xAlx)2. A1 substitution in this system 
expands the lattice at the rate da /dx=5 .44x10  3 fidat% and enhances the magnetic 
susceptibility (Yoshimura and Nakamura 1985, Aleksandryan et al. 1985). The appearance 
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of  spontaneous magnetic order in Y(Col-xAlx)2 takes place at x~0.12. The maximum 
values of  the spontaneous magnetization and the Curie temperature are 0.14/~B/CO at. and 
26 K, respectively, at x ~ 0.16 (Armitage et al. 1990, Duc et al. 1993a). The appearance 
of weak ferromagnetism in these compounds was associated with the volume effect. 
However, it was suggested that partial substitution of A1, with an unfilled 3d band (the 
electronic configuration of 3d°), for Co will decrease the concentration of d-electrons 
and shift the Fermi level towards low energies with higher density of  states. This leads to 
satisfaction of the Stoner criterion. Metamagnetism in these compotmds was first studied 
in magnetic field of 42 T by Aleksandryan et al. (1985) and Sakakibara et al. (1986, 1987). 
These studies showed the similar results that the critical field Bc decreases with increasing 
A1 content, and they roughly estimated Bc of YCo2 to be about 66 T. A similar but less 
sharp MT was found in Lu(COl-xAl~)2 (Sakakibara et al. 1987, Gabelko et al. 1987, Endo 
et al. 1988) and Sc(Col~Alx)2 (Ishiyama et al. 1987). 

A complete study of IEM in the nearly ferromagnetic Y(Col-xAI~)2 compounds was 
performed by Sakakibara et al. (1989) in magnetic fields up to 100 T. The temperature 
dependence of the magnetic susceptibility and the field dependence of the magnetic 
moment are presented in figs. 18 and 19, respectively. For all compounds under 
consideration, both the temperature Tmax where the susceptibility shows the maximum and 
the critical field Bc decrease with increasing A1 concentration, see fig. 20. These results 
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reveal a simple correlation between Bo and Tmax (see fig. 21) that is, Bc/Tma× = constant. 
This may suggest that Tmax and Bc have the same band-structure origin. Indeed, this 
relation was derived from the theory of spin fluctuations (Yamada 1991, 1993) (see 
sect. 2.1.2). The above correlation between susceptibility maximum and metamagnetism is 
also evident in Lu(Col_xAlx)2 (Endo et al. 1988, Sakakibara et al. 1988) and other nearly 
ferromagnetic alloys such as TiBe2 and Ni3Ga (Acker et al. 1981, Schinkel et al. 1973), 
however with different values of Bc/Tmax. The quadratic temperature increase of Bc also 
holds for these compounds. 

A non-linear Arrott plot is a characteristic of all nearly ferromagnetic and weak 
ferromagnetic Y(COl-xAlx)2 compounds (Sakakibara et al. 1986 and Dnc et al. 1993a; see 
fig. 22). This behaviour exists up to T ~ 80 K. At higher temperatures, the Arrott plots 
become almost linear. As already mentioned in sect. 2.1.1, in the case of the unusual 
Arrott plot, the description of the magnetization curves needs the higher power terms in 
the equation of state: 

B 
- a l  + a 3 M  2 + a 5 M  4 + a 7 M  6 +"  • ". (77) 

M 
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Table 2 
The value of the Landau coefficients al, a3, a 5 and a 7 for Y(Col~Alx) 2 a. The values of the ratio alas~a32 are 

also included 

x a 1 a 3 a s a 7 alas/a ~ 
(Tmol/Am 2 ) (T(mol/AmZ) 3) (T(mol/Am2) 5 ) (T(mol/Am2) 7) 

0.0 48.3 -2.84 0.055 - 0.33 
0.03 39.4 -2.46 0.051 - 0.33 
0.06 22.8 -1.22 0.02 - 0.31 
0.07 15.6 -0.66 0.01 - 0.4 
0.09 10.3 0.47 0.009 - 0.43 
0.11 3.76 -0.21 -0.016 0.038 - 
0.145 -1.76 3.25 0.625 0.066 
0.20 -0.05 6.5 -2.820 0.042 - 

Data derived from the analysis of the magnetization data of Sakakibara et al. (1989). 

The MT from the paramagnetic to ferromagnetic state is described with al  > 0, a3 < 0 
and a5 > 0 (aT = 0). For the magnetic phase transitions from the weakly ferromagnetic 
to strongly ferromagnetic state, one has al  < 0, a3 > 0, a5 > 0 and a7 > 0. We list the 
values o f  the Landau coefficients obtained from the fit o f  the high-field magnetization 
of  Y(Col_xAlx)2 in table 2 (Duc, unpublished). Note that the ratio a l a s / a  2 ranges from 
0.33 to 0.43, i.e., consistent with the condition o f  the MT predicted from WRS theory, 

9 
316 < a l a s / a  < 2-6" 

The volume change in the paramagnetic Y(Col_xAlx)2 compounds under metamagnetic 
transition was reported by Wada et al. (1988). The longitudinal magnetostriction curves 
are presented in fig. 23. A large magnetostriction jump has been found around the MT 
for x = 0.095. With increasing x, the magnetostriction rapidly decreases. The transverse 
magnetostriction shows a quantitative agreement with the longitudinal one indicating 
an isotropic expansion. This behaviour o f  the volume magnetostriction is attributed 
to the induced Co moments.  For this purpose, the relation cos = ( 3 A l / l ) =  t c C M 2 o  has 
been considered. However, a large scattering in the value o f  tcC was found. A similar 
behaviour was also observed for Lu(Co,A1)2 compounds (Iijma et al. 1989). For the 
weakly ferromagnetic Y(Col-xAI~)2 compounds, the forced magnetostriction at 4 . 2 K  
also shows characteristics of  the volume magnetostriction (Armitage et al. 1990, Duc 
et al. 1993a). Additionally, a spontaneous volume magnetostriction, ~os, was observed 
below Tc for these compounds. The decrease of  Bc with increasing A1 content and the 
volume anomaly due to the formation of  3d magnetism in Y(Col~Alx)2 can be described 
in terms o f  the model  proposed by Duc et al. (1992b). It has already been summarized 
in fig. 8 (see sect. 2.1.1.3). This effect o f  volume on the IEM is strongly supported 
by the study on the Lu(Coi_xSnx)2 compounds (Murata et al. 1990, 1994a): at partial 
substitution o f  Co by Sn, initially the lattice parameter  increases and critical field Bo 
decreases at x < 0.04. For x > 0.06, the lattice parameter almost saturates, then Bc remains 
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constant at about 40 T. As can be seen in fig. 24, a linear relationship between Bc and a 
exists in this system. 

Pressure effects on the metamagnetic behaviour were reported for Lu(Co0.088Ga0.~2)2 
by Goto et al. (1994). The pressure dependence o f  the magnetization process for this 
compound at 4.2 K is presented in fig. 25. This compound is a ferromagnet at 0 kbar. 
With increasing pressure the MT appears and the critical field increases linearly. Figure 26 
shows the temperature dependence o f  susceptibility at different pressures. The application 
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of pressure decreases the magnetic susceptibility and increases Tmax. The increase of  Bo 
and decrease of  X(0) under pressure can be understood in terms of the volume dependence 
of the bandwidth. However, the shift of Tmax towards higher temperature reflects the 
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contribution of the effect of spin fluctuations. According to Yamada's theory (Yamada 
1993) TZax is proportional to the inverse of X(0). 

The appearance of itinerant metamagnetism in the system Lu(Co]_xAlx)2 is in many 
ways reminiscent of the features observed in Y(Col-xAlx)2 compounds. One can see from 
fig. 27, which shows the magnetic phase diagram for the Lu(Col_,Alx)2 compounds, 
that the compounds are paramagnetic with the MT existing in the concentration range 
0 ~< x ~< 0.07. For compositions with 0.078 ~< x ~< 0.09, a weak ferromagnetic order arises. 
A transition from weakly ferromagnetic to strongly ferromagnetic state occurs in applied 
magnetic fields at low temperature. The phase transition from the ferromagnetic state 
to the paramagnetic state, however, is diffused and it is difficult to accurately determine 
the ordering temperature. For compositions with 0.095 ~<x ~< 0.208 the compounds are 
strongly ferromagnetic. The FOT from the paramagnetic state to the ferromagnetic state 
was evidenced by a jump in lattice parameter at around 150K (Gabelko et al. 1987), 
however, the variation in magnetization and resistivity is gradual (Duc, unpublished). 

The large differences in the magnetic behaviour between the Y(CoI~AI~)2 and 
Lu(COl-xAlx)2 systems are well explained in the recent study of Dubenko et al. (1994) 
on the (Y]-tLut)(Co0.88A10.12)2 compounds. The concentration dependences of the 
spontaneous moment in this system at 4.2K are shown in fig. 28. For t > t~ (=0.38) 
a strongly ferromagnetic state appears; the spontaneous moment is rather large and 
increases with increasing t. In contrast, for t < t~ a weakly ferromagnetic state with 
magnetic moment of about 0.1/~B per formula unit appears and is independent of t. 
In this concentration range, there exists an MT from weakly ferromagnetic to strongly 
ferromagnetic state. By making use of the phenomenological Landau energy expanded up 
to the eighth power of magnetization (see eq. 77), it is explicitly shown that small changes 
in the Landau coefficients lead to the transition from a weakly to a strongly ferromagnetic 
state. The concentration dependences of the coefficients al/aT, a3/a7 and as~a7, and the 
calculated energy, are illustrated in figs. 29 and 30, respectively. The different origin of the 
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magnetic behaviours in the Y(Col-xAlx)2 and Lu(Col~Alx)2 systems has been confirmed 
by the temperature specific heat measurements (Wada et al. 1990, Pillmayr et al. 1990). 

Magnetoresistance data for the Y(Col_xAlx)2 reported by Duc (1994) and Duc 
et al. (1995b) are presented in fig. 31. For the nearly ferromagnetic Y(Col_xAI~)2 com- 
pounds, a discontinuous reduction of AR/R(O) is observed at the MT. This discontinuity 
becomes less pronounced with increasing Al-content. The effect may be described by 
stating that the resistivity in the "low-spin state" (or "spin fluctuation state") is larger than 
that in the "high-spin state" (or "strongly ferromagnetic state"). In so far as this difference 
is ascribed to a suppression of spin fluctuations, the magnitude of the drop in resistivity 
at the MT can be regarded as a measure for the amplitude of the spin fluctuations. 

As already discussed for YCo2, the quenching of spin fluctuations at the MT, 
evidenced by the reduction of the electronic specific heat constant, has also been derived 
from thermodynamical analysis for several Y(COl-xAlx)2 (Sakakibara et al. 1992) and 
Lu(Col-xGax)2 (Murata et al. 1993a,b) compounds. In order to confirm directly the 
reduction of g at the MT, the specific heat has been measured for Lu(Co0.91Ga0.09)2. 
The result is presented in fig. 32. This compound shows a low Bc value (about 5 T). 
The value of y, which is 35.5 mJ/K 2 mol in zero field, decreases during the MT and 
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becomes  25 m J / K  2 tool  in the fe r romagnet ic  state. The reduct ion  o f  y due to the transit ion 

is A y  = - 1 0 . 5  m J / K  2 mole.  It is consis tent  wi th  that es t imated f rom Be(T) o f  YCo2. 

3.1.1.3. The Y(Lu)(Co, M)e compounds with an invariable crystal unit cell parameter. 
The evolut ion  o f  magne t ic  propert ies  o f  RCo2 is related to the increase o f  the D O S  



216 N.H. DUC and T. GOTO 

40 1.0 

t t ~  Lu(Co0.91Gao.09)2 

3 0 -  < mm~mm 

(--,I 
20 - 

g 

10 

0 / I I I 
0 

0.8 

0.6 -~ 
v 

o 

0.4 '~ 

0.2 

0 
4 8 12 16 

Magnetic Field (T) 

Fig. 32. The field dependence of the 
magnetization and the electronic specific 
heat constant for Lu(Coo91Ga0.09)2. (After 
Murata et al. 1991.) 

at the Fermi level N(ev). Nevertheless, the nature of increasing N(eF) in R(Col~Alx)2 
systems has various and quite different interpretations. Some authors (Yoshimura and 
Nakamura 1985, Sakakibara et al. 1986, 1987, Endo et al. 1988) supposed that the 
increase of N(eF) as aluminum substitutes cobalt is caused by the narrowing of the d-band 
because of increasing crystal cell parameter (the metallic radius of A1, rA1 = 1.432 A, is 
considerably larger than that of Co, roe = 1.252 A). Aleksandryan et al. (1985), however, 
considered that the main reason for the transformation of magnetism in Y(Col~Alx)2 
is the decrease of the 3d-electron concentration at Co (3d 7 configuration) substitutions 
by A1 (3d ° configuration). To separate these two parameters, high pressure experiments 
are important. Moreover, special compositions have been invented in order to fix 
values of some of the variables and to study systematically involvement of the other 
parameters. Such studies were performed with the (Y~ tLut)(Col xAlx)2 compounds 
with the invariable lattice-parameter (Gabelko et al. 1991). In this case, since the 
lattice parameter of YCo2 (a(YCo2)=7.221A) is substantially greater than that of 
LuCo2 (a(LuCo2) = 7.121 A) the condition a((Y, Lu)(Col_~Alx)2) = constant = a(YCo2) was 
fulfilled in a rather wide concentration range up to x = 0.22 in the (Y1 tLut)(COl-xAlx)2 
systems. The magnetic investigations have shown that the obtained variation of the critical 
field of the MT with varying x is very close to that of two other systems, Y(Col~AI~)2 and 
Lu(Col -~Alx)2: dBc/dx ~ 6 T/%A1. Ferromagnetic ordering of these three systems arises at 
approximately the same concentration of A1, xo ~ 0.1. These comparisons of experimental 
data for compounds with an invariable crystal cell parameter (Yl-tLut)(Col~Al~)2 and 
compounds with a lattice parameter that increases with increasing x show that the change 
in the unit cell volume may not be the dominant factor affecting the magnetic properties 
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of RCo2 compounds, and that the concentration of 3d electrons plays an important role. In 
this study, however, the different effects of the hybridization between the 3d and 4d states 
in Y(Col-xAlx)2 and those between the 3d and 5d states in Lu(Co1_xAlx)2 has not yet 
been established. As already mentioned above, the distinction between characteristics of 
4d electrons of Y and 5d electrons of Lu causes quite different magnetic behaviours in 
these systems (Dubenko et al. 1994, Duc and Brommer 1999). 

There is also another way to obtain systems with a constant lattice parameter. That is 
the series of R(Col~Six)2 compounds. Since the atomic radius of Si atoms is smaller than 
that of Co atoms, the lattice constant is expected to be reduced in these systems. However, 
it was found that within experimental error the change in lattice parameter cannot be 
detected in the R(Col~Six)2 systems with R=Gd, Tb, Dy, Er, Y and Sc (Michels 
et al. 1990, Duc 1996, Cuong et al. 1998b). For the Lu(Col-xSix)2 compounds, a linear 
decrease of lattice constant with a rate da/dx=-0.4× 10-3~d%Si was shown (Murata 
et al. 1994b). This, however, is negligible compared to the 5.5× 10 3A/%A1 found in 
Y(Co,A1)2. Thus one can consider these systems as having an invariable crystal unit cell. 
The magnetic investigations show that the substitution of Si for Co in the R(Col-xSix)2 
(R=Y and Lu) compounds leads to susceptibility enhancement and to reduction of the 
critical field of the MT, but does not trigger the itinerant ferromagnetic state as observed 
in R(Co,A1)2 (Michels et al. 1990, Murata et al. 1994b). In the next section, we will show 
(Duc 1996, Duc and Oanh 1997) that for the compounds with magnetic rare earths, the 
variation of the 3d-magnetic moment in R(Col_xSi~)2 is still rather similar to that in the 
R(Col-xAlx)2 compounds, but the enhancement of T~ is much smaller. In a more detailed 
analysis, the magnetic behaviour of the R(COl_xSix)2 compounds was governed by the 
effects of the 3d-p hybridization, which shows various effects on the magnetic behaviour 
and 4f-3d exchange interactions in the rare-earth intermetallics (Duc and Givord 1995, 
Duc 1996). Indeed, an NMR study of the magnetically ordered state of the weak itinerant 
ferromagnet Y(Co,A1)2 (Yoshimura and Nakamura 1990) has also suggested that the 
stability of ferromagnetism in this system may relate to the existence of the hybridization 
between the 3d wave function of Co and the s- or p-like wave function. Band calculations 
performed for Y(Col-xAlx)2 and Y(Col-~Six)2 (Aoki and Yamada 1992) have shown that 
the DOS for YCo2 is characterized by double sharp peaks near the Fermi level eF. By 
partially substituting A1 for Co the sharp peak at higher energy is reduced. However, when 
eF shifts towards lower energy and goes across this peak, the DOS is relatively increased 
and ferromagnetic state is formed in the Y(Co,A1)2 system. In the case of Si substitution, 
the peak of d(Co) DOS at higher energy has already been destroyed at x = 0.25, whereas a 
broad peak at ev is established in the local p(Si) DOS. Additionally, it was found that the 
height of the p(Si) DOS is larger than the p(A1) ones and most of the occupied p(Si) states 
appear in the lower energy region. This difference in the degree of the 3d-p hybridization 
is due to the Si atom having an extra p-electron compared to A1 and is the reason for the 
differences in the magnetic ordering phenomena observed in these two systems. At fixed 
volume, it is the hybridization between the 3d(Co) and p(A1 and/or Si) states that plays 
an important role on 3d magnetism in the R(Col_xAlx)2 and R(Coi~Six)2 systems. 
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Table 3 
The concentration of Co (x), A1 (y) and Cu (z), the estimated d-electron number (nd), the lattice parameter (a) 

and the critical magnetic field (Be) for the Y(CoxAlyCu_,)2 system a 

No. x y z n,l a (A.) B~ (T) 

1 0.925 0.075 0.00 8.35 7.2660 30.3 
2 0.890 0.080 0.03 8.31 7.2715 26.0 
3 0.825 0.085 0.09 8.32 7.2800 22.5 
4 0.800 0.088 0.112 8.35 7.2835 21.5 

a After Duc and Tai (1993). 
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Fig. 33. Y(CoxAlyCuz)2, high-field magne- 
tization. See text and table 3 for the alloy 
compositions of samples 1-4. (After Duc 
and Tai 1993.) 

3.1.1.4. The Y(CoxAlyCuz)e compounds with invariable d-electron concentration. The 
MT of  the invariable d-electron concentration Y(CoxAlyCuz)2 compounds was studied by 
Duc and Tai (1993). In YCo2 the average number o f  d-electrons [including 3d(Co) and 
4d(Y)] is considered to be 9 (Voiron 1973, Bloch et al. 1975). The 3d configurations of  A1 
and Cu are 3d ° and 3d 1°, respectively. By this way, the A1 and Cu concentrations were 
chosen such as to keep the total number o f  d-electrons constant in all the considered 
alloys. The estimated number of  d-electrons and lattice parameters o f  these samples 
are presented in table 3. The high-field magnetization data is shown in fig. 33. For 
the Y(Co0.925A10.075)2 compound (sample 1), a clear MT takes place at Bc=30.3 T. By 
substitution of  A1 and Cu for Co, the low field susceptibility is initially enhanced in 
sample 2, then it slightly decreases in samples 3 and 4. Moreover, it can also be seen from 
this investigation that the alloying has strongly affected the MT in these compounds: with 
increasing Cu(A1) concentration Bo decreases slightly, whereas the magnetization jump at 
the transition falls fast and the MT almost disappears in sample 4. As already introduced, 
the effect o f  the d-electron concentration can be isolated in this study. Thus, this decrease 
of  Be can be attributed to the volume effects caused by the lattice expansion. However, the 
smearing and disappearance o f  the MT in this system can also be related to the effect of  
Cu alloying. According to the new approach to IEM proposed by Duc et al. (1992b), see 
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also sect. 2.1.1.3, the elastic properties also play an important role. Since Cu is very stiff, 
the Cu-alloying effect can be attributed to the resulting increase in the elastic constant K 
and thus the system will stay in the paramagnetic state and MT disappears in the invariable 
d-electron concentration Y(CoxAlyCuz)2 compounds. 

3.1.l.5. The R(Co, M)2 (M=Fe, Ni, Cu) compounds. Studies to confirm the existence 
of the MT in other magnetically enhanced systems have been made by Yoshimura 
et al. (1987). In magnetic fields of 43 T, the metamagnetism inherent in YCo2 has been 
observed in the Y(Col~Fex)2 compounds in the concentration range 0.04 <~ x ~< 0.09 near 
the onset of ferromagnetism. Other exchange-enhanced paramagnets Y(Col_xCu~)2 and 
(Yl-xLax)Co2 do not exhibit the MT. 

In order to get further information about the change of Bc by the shift of the Fermi 
level, the effects of Ni and Fe substitutions on the metamagnetic behaviour of the YCo2 
Laves-phase intermetallic compound were studied in pulsed magnetic fields up to 110 T 
by Goto et al. (1994). The concentration dependence of the metamagnetic critical field Bc 
for the substituted Y(COl_xM~)2 compounds is presented in fig. 34. A linear increase of 
Bo is observed for Ni substitution (with rate of dBc/dx ,-~ 7 T/%Ni), whereas the Fe doping 
is found to lower Bc (with about 4.5 T/%Fe). The volume effect may not be responsible 
for the discrepancy since the lattice constant of  YFe2 is even larger than that of YCo2. 
Moreover, the experimental results shown in fig. 34 seem to contradict the simple rigid 
band picture, in which symmetrical changes are expected at least for small doping of Ni 
and Fe. Indeed, an appreciable increase of 2 T is observed for x = 2% in a compound with 
simultaneous doping by equal amounts of Ni and Fe (see also fig. 34). This fact, however, 
can be entirely accounted for by the d-electron number: Fe substitution shifts EF to the 
lower-energy side, while Ni substitution shifts it to the higher-energy side. Consequently, 
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Fig. 34. Concentration dependence of B c for the substituted compounds of Y(Co~M~)2, M=Fe, Ni and 
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the condition for the IEM is satisfied at low and high magnetic fields for the Y(Co,Fe)2 
and Y(Co,Ni)2 compounds, respectively. 

Sakakibara et al. (1994) also suggest the existence of a critical concentration of Ni 
near x = 0.03 above which the FOT disappears in the Y(Col_xNix)2 system. This is not 
simply explained by the randomness or disorder of the Co sublattice introduced by 
the substitution, because a rather sharp MT (with AB ~ 2 T )  is still observed in the 
Y(Col~Alx)2 system at an A1 concentration of 10%. Further experimental and theoretical 
studies are needed to clarify this point. 

3.1.2. Magnetic rare-earth-Co2 compounds 
3.1.2.1. Ferrimagnetic spin ordering in RCo:. In the intermetallic compounds based 
on magnetic rare earths and transition metals, it is found in general (Campbell 1972, 
Buschow 1980, Franse and Radwanski 1993) that 4f-3d spin-spin coupling is antiparallel, 
which consequently leads to the parallel alignment of 3d (Fe, Co, Ni) and 4f moments 
in the light rare-earth compounds and to the antiparallel alignment in the heavy rare- 
earth compounds. This universal picture can be understood by a simple approach to 
the hybridization between 5d and 3d states (Brooks and Johansson 1993, Duc 1997). 
In this mechanism, the effective exchange interactions between the 4f and 3d spins are 
involved by the positive 4f-5d exchange (/'4f--5d) in the R atoms, the 3d exchange energy 
(proportional to F3d--3d ) and the 3d-5d hybridization. In the case where /'3d--3d is large 
enough to develop a magnetic moment at the T-sites, the hybridization, firstly, produces a 
negative 5d moment (in comparison to the direction of the 3d moment) and secondly, 
is responsible for the positive 4f-5d coupling which leads in turn to the antiparallel 
4f-3d coupling. This is the case for almost all of the R-Fe and R-Co compounds. 
When F3d--3d is small, i.e. in the case of the RCo2 compounds under consideration, 
3d-3d exchange by itself is not sufficient to stabilize a 3d-band splitting as observed in 
Y(Lu)Co2 (see sect. 3.1.1). In this case, the 5d moment is induced by the exchange field 
from the localized 4f moments and then the 3d-5d hybridization produces an enhanced 
3d moment aligned antiparallel to the 5d moment. The details of this mechanism for the 
appearance of 3d-magnetism in RCo2 is presented as follows. 

For most rare-earth compounds, the direct coupling can take place essentially within the 
rare-earth atom and mainly with 5d electrons because the 4f-wave function is limited and 
the density and overlap between 4f and 5d states are larger than those between 4f and 
6p, 6s states. The 5d electrons on R atoms are polarized by the exchange field from 
localized 4f moments. This polarization of 5d electrons is in the same direction as that of 
the localized 4f moment. This is in accordance with the experimental observation that the 
5d electrons do contribute a moment of 0.6/zB to the total value of 7.6gB/at. measured 
for Gd metal (Roeland et al. 1975) or of 0.1gB in GdNi2 (Farrell and Wallace 1966) 
and GdA12 (Swift and Wallace 1968). When the exchange field created by the (local) 
4f moments is applied to the 5d electrons, the up-spin 5d-band shifts towards the lower 
energy side and the down-spin 5d-band to the higher energy side. Then, because of the 
difference in the relative position of the subbands, the mixing between 5d and 3d states 
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with up-spin becomes stronger than that between the states with down-spin. In the case 
where the Fermi level lies near the top of the 3d band, the number of  3d electrons with 
up-spin will be smaller than that with down-spin. In that case, a negative Co moment is 
induced. Furthermore, due to the molecular field of  the developed Co-moment itself, the 
3d subbands with spin-up and down-spin shift in the opposite direction to those of  the 
5d electrons. The negative 3d moment is thus stabilized and ferrimagnetic spin ordering 
is formed in RCo2 compounds. 

3.1.2.2. Effect of molecular field on the induced Co metamagnetic behaoiour. Although 
there may not be a consensus on the exact mechanism of the 4f-3d exchange interaction, 
it is common usage to express this interaction as an effective exchange of the Heisenberg 
type. There, within a mean-field approach, the cobalt moment is described as being 
induced by the molecular field exerted by the localized 4f moments. Gignoux et al. (1975, 
1977a,b), Steiner et al. (1978), Duc et al. (1988a, 1992a) have estimated the induced 
moments of  Co in RCo2 and (R,Y)Co2 compounds. By changing concentration x, they can 
change the molecular field acting on the Co Co _ subsystem Bm<RCo(--xnRcogJ ). A complete 
collection of data for the spontaneous Co magnetic moment was reported by Goto 
et al. (1989) and Duc et al. (1992a), see fig. 35. They found that a metamagnetic behaviour 
of the Co-subsystem in RxY>xCo2 appears at a molecular field which is lower than that 
in ErCo2. The critical R concentration xo for the onset of  3d magnetism is equal to 0.75, 
0.65, 0.55, 0.4 and 0.33 for RCo2 with R=Er,  Ho, Dy, Tb and Gd, respectively. Under 
the assumption that in the RCo2 (R = heavy rare earth) compounds, the MT occurs at the 
same (molecular) field, i.e., Bc is equal to 70 T as observed for Y(Lu)Co2, it turns out 
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that the value of the exchange coupling parameter ARco is about 11.5 x 10 .23 J. This is in 
support of Bloch and Lemaire's values (Bloch and Lemaire 1970), however, is rather small 
compared with that deduced from other methods (Ballou et al. 1993, Duc et al. 1993c). 
Indeed, the smaller values Of Xc have been determined from the specific heat and resistivity 
measurements (see: Hilscher et al. (1988), Pillmayr et al. 1988, Duc 1994). Using these 
values, one can reach the value of 20× 10 .23 J for ARco (Duc and Brommer 1999). 

It is worthwhile to note that, in comparison, both the low field susceptibility (i.e., below 
critical field) and the magnitude of the Co-magnetic moment (of about 0.55/~B/Co at. 
at B = 100 T) in YCo2 is smaller than those in RCo2 (mco= 0.8-1.0~tB/Co at.). In terms of 
the effect of the 3d-5d hybridization, this difference may relate to the detail of the way that 
the 3d state hybridizes the 5d states in the external and internal fields. In the calculations 
reported by Yamada and Shimizu (1985) for YCo2 the external magnetic field of 150T 
applied in the same direction on Y and Co atoms yields the values of 0.454pB/Co at. and 
0.1pB/Y at. for Co and Y atoms, respectively. In order to get the values of the magnetic 
moments in RCo2, the magnetic field By at the Y site was applied in the opposite direction 
to Bco at the Co site. In the case of HoCo2, the exchange field acting on 5d electrons 
due to the local exchange interaction is evaluated as Bsd =-2400 T (Yamada and Shimizu 
1985). On the other hand, the exchange field on Co from the localized 4f moments of 
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Ho is Bco= 156T (Gignoux and Givord 1979). For this case, they obtained the values of 
mco and My equal to 0.61 and - 0.236~B/at., respectively. Subtracting the contribution 
of the orbital part (0.14~B/at.), the spin part of the observed mco becomes 0.66#B. The 
agreement between the calculated and observed values of Moo is satisfactory. 

The influence of the 4f spin upon the magnetism of the transition metal in R C o 2  

has been calculated by Nordstr6m et al. (1992) using the self-consistent LMTO 
approximation. The resulting computed d-electron moment is shown in fig. 36a for GdCo2 
in which the 4f moment on Gd was changed from 0 to 7 and then back again to 0. For 
increasing 4f moment on the Gd from 0 to 3 (corresponding to Lu ---+ Er) the moment 
induced on Co is small but at R=Ho  the d-electron moment jumps to 1.75~B/f.u. Note 
that both R 5d and Co 3d moments increase as the 4f spin increases, but they are always 
antiparallel. The effect of the 3d-5d hybridization on the ferrimagnetic coupling between 
3d and 5d spins (and then between 3d and 4f spins) is thus well demonstrated for this 
series of compounds. For the real system, i.e., with real lattice parameters, the results 
of the calculations show a transition at R=Tb,  see fig. 36b. This finding suggests the 
influence of the volume effect on the 3d-5d hybridization. 

3.1.2.3. Anomalous magnetization process. In most RCo2, the molecular field acting 
on T moment due to the R-T intersublattice interactions, Bmol,eC o c °  , is larger than Bc 
and the Co magnetic moment is stabilized. For these HR-Co2 ferrimagnets (HR = heavy 
lanthanide), the direction of BCm°I.RCo is antiparallel to that of the HR-moment, and hence 
is antiparallel to the applied magnetic field B0. This means that the effective field acting 

Co _ Co upon the Co subsystem, Bmo I (-Bmol,RC o -Bo) decreases with increasing applied field. 
When B0 is large enough to satisfy Co Bmol,RC o <Be, the Co moment abruptly collapses, 
which corresponds to a MT. In principle, this case of the inverse MT can be seen in 
the HR-Co2 compounds. However, this kind of MT has not been observed since the 
magnetic field required for the collapse of the Co moment is too large for usual magnetic 
facilities. A study of the pseudobinary system, where the HR is diluted by a non-magnetic 
element is a useful method to observe the collapse of the Co moment. In practice, this 
MT was observed at a lower field for the (Gd,Y)Co2 (Yamaguchi et al. 1992), (Er, Y)Co2 
(Levitin et al. 1984) and (Er, Lu)Co2 (Wada et al. 1994). Anomalous magnetization is 
illustrated in fig. 37a for Er0.75Lu025Co2. In order to confirm the origin of the collapse 
of the Co moment for this anomaly, the magnetostriction has also been measured (see 
fig. 37b). Both the longitudinal and transverse magnetostriction show an anomalous 
shrinkage around B = 15 T, where the magnetization anomaly occurred. The large and 
negative volume change ~o is consistent with the model of the Co-moment collapse. Ballou 
et al. (1993) have also reported the induced MT for the Yl-yGdy(Co0.915A10.085)2 with 
y < 0.04. As can be seen in fig. 38, the original Y(Co0.915A10.085)2 compound shows a 
MT at Bc = 22.5 T. The effect of the substituted Gd atom is simply to lower the applied 
magnetic field which is necessary to observe the MT and form a collinear ferrimagnet 
phase with two stable Gd and Co magnetic sublattices (fig. 38 for y =  0.04 and 0.1). 
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Fig. 37. (a) Magnetization and (b) magnetostric- 
tion curves at 4.2 K for Ero.vsLuo.zsCoa. (After 
Wada et al. 1994.) 

For the light lanthanide LR-Co2 compounds, B c° is parallel to that of the rnol,RCo 
LR-moment (and then parallel to the external field B0). The applied field will strengthen 
the effective field acting on the Co subsystem and easily bring the pseudobinary 

Co compounds LRxY1 xCo2 with Bmol,RC o <Be to the MT. We present in figs. 39a,b the 
high-field magnetostriction data for the NdxYl_xCo2 compounds (Duc et al. 1992c, 
1994). The volume magnetostriction ~o in the compounds with x ~ 0.2~0.32 shows an 
positive contribution and non-linearly increases with increasing magnetic field. The MT, 
moreover, can be clearly seen in the dco/dB vs. B curves. As regards the induced 
character of Co moment, the relation co =-tcCM2o has been considered. It was also 
found that tcC is slightly increased in the NdxYl~Co2 compounds which are close to 
the critical concentration for the onset of  Co magnetism. As will be presented below 
(sect. 3.1.2.4), this may relate to an anomaly of the elastic properties at the MT (Klimker 
and Rosen 1976). This may also be the reason why the MT is more clearly detected in 
magnetostriction measurements than in magnetization measurements. Nevertheless, it is 
clear that the MT in this kind of compound is rather broad. Wada et al. (1994) have 
claimed that this is a result of the anisotropy field. Due to this field some R moments 
caimot rotate to the applied field direction, resulting in a distribution of the metamagnetic 
transition fields. The magnetization curve measured in the powder samples, which is 
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able to rotate freely, however, shows a similar metamagnetic behaviour. The effect of 
the concentration inhomogeneity may be the origin. 

In high magnetic fields, one can expect a transition from this collinear structure to 
a non-collinear one to be induced for the ferrimagnets. A multi field-induced magnetic 
phase transition, can thus occur in the RCo2-based compounds. Practically, a sequence of 
phase transitions different in their nature has been examined in Y0.75Tm0.25 (Co0.88A10.12)2 
(Brommer et al. 1994). The experimental magnetization curve at 4 .2K is presented 
in fig. 40a; this curve is characterized by two jump-like transitions at 6.5 T and 28 T 
and a region of a pronounced peculiarity (a bend) between them. The corresponding 
Y compound, Y(Co088A10.12)2, is a very weak ferromagnet (moment 0.08#B/f.u.) with 
a MT (at 12T, moment about 0.5/IB/f.u.) to a strongly ferromagnetic state with a 
moment of  more than 0.82#B/f.u. (see fig. 40b). This was also taken to be the moment 
of  the Co subsystem in the corresponding (Y, Tm)(Co0.88A10.12)2 powdered sample. 
From a fitting procedure, the molecular field parameter was found to be -16.4 T//l~f.u. 
The Tin-moment was taken to be equal to 4.3~B/Tm ion (Brommer et al. 1993). 
Thus, in the absence of the external field, the Co subsystem feels a molecular field 
Bmol,ymC o c o  _-]nTmCol × MYra = 17.6T, forcing it to be in the strongly ferromagnetic state. 
Upon application of a field, however, the effective field acting on the Co subsystem will 
decrease as long as the Co moment is pointing in the opposite direction. Consequently, the 
Co subsystem is driven, via the MT, to the weak ferromagnetic state. At still higher fields, 
the self-consistent solution mentioned above is attained, and a non-collinear structure is 
formed. After rotation to the ferromagnetic structure, further increase of  the applied field 
forces the Co subsystem into the strongly ferromagnetic state again, via a second MT. The 
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magnetic phase diagrams of such multi field-induced magnetic transitions in the RCo2- 
based compounds were recently completed by Dubenko et al. (1996). 

3.1.2.4. First-order transitions at Tc. The transition from the paramagnetic to the 
magnetically ordered state in RCo2 has attracted much attention for more than 25 years. 
The transition at Tc for the compounds with Dy (at 140 K), Ho (75 K) and Er (32 K) is 
found to be of first order. It is characterized by a sharp change of magnetization (Lemaire 
1966, Duc et al. 1988a) (fig. 41), by a double peak of a.c. susceptibility Zao in the vicinity 
of Tc (Duc et al. 1988a,b, Duc 1996) (see fig. 42), by the resistivity (Gratz et al. 1981) (see 
fig. 43), by a large and sudden change of the volume (Minataka et al. 1976) (see fig. 44), 
by a large peak of specific heat (Voiron 1973, Duc et al. 1988a) (see fig. 45) and by a sharp 
anomaly of the elastic parameter (Klimker and Rosen 1976) (see fig. 46a,b). The transition 
in the compounds with a high To, i.e., in GdCo2 (400 K) and TbCo2 (230 K), however, is of 
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second order. This leads to the smooth change of the above mentioned physical parameters 
(see also figs. 41-46). A value of 200K of Tc was regarded as the border temperature 
below which the transition is first order (Bloch et al. 1975). This argument was proposed 
on the basis of the consideration of the metamagnetic behaviour of the 3d subsystem 
(Cyrot and Lavagna 1979), in particular, on the connection of the change in sign of the 
coefficient a3 (Bloch et al. 1975, see also sect. 3.1.1.1). Indeed, a change from SOT to 
FOT was observed in TbxYl-xCo2 (Franse et al. 1983), TbxHo~_xCo2 (Duc et al. 1989) 
(see figs. 47a,b) at about x = 0.7 (Tc = 176 K and 185 K, respectively). Such a change was 
not found in (GdxYl~)Co2 (Muraoka et al. 1977). Moreover, the FOT in DyCo2, HoCo2 
and ErCo2 changes to SOT in (DyxYl-x)Co2 (Yoshimura et al. 1984, Duc et al. 1985, see 
fig. 48), HoxYi~Co2 (Steiner et al. 1978, see fig. 49) and Er~YI-~Co2 (Duc et al. 1988a, 
see fig. 50) at x ~ 0.4, 0.5 and 0.7, respectively. The origin of this phenomenon is as 
follows. For the (Tb,Y)Co2 and (Tb,Ho)Co2 compounds with a high Tc, the value of the 
effective field acting on Co is large enough to induce a moment on the Co sites but the 
sign of a3(Tc) is positive then the transition is of second order. With increasing Y (in 
(Tb,Y)Co2) or Ho (in (Tb,Ho)Co2) concentration, the value of Tc decreases and the sign 
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C o  of a3 at Tc becomes negative and the value of Bmo~,Rc o is still large enough to pass the 
MT of the Co subsystem. Then the transition becomes first order. With further increase of  
Y concentration the co value of Bmol,RC o decreases, the system cannot reach the MT and the 
transition changes to second order once again. Franse et al. (1983) and Duc et al. (1989) 
have pointed out that the FOT in (Tb,Y)Co2 observed at x = 0.5 and 0.3 is clearly evident 
in the magnetization measurements, but less clear in the resistivity and thermal expansion. 
Berthier et al. (1986) have also reported that the FOT cannot be observed by specific heat 
measurements for this system. This is attributed to inhomogeneities rather than to an 
indication that the FOT-SOT borderline is approached. However, as already mentioned, 

C o  the above argument of  the change from FOT to SOT due to the weakness of  Bmo~,ac o is 
clearly observed in the (Dy, Y)Co2, (Ho,Y)Co2 and (Er, Y)Co2 systems. 

Inoue and Shimizu (1982) estimated the value of c3(To) on the basis of  eq. (56) for 
RCo2 with T3 = 250 K (see also eq. 76) and xa(Tc) independent of T, and were then able 
to explain the type of the phase transition. Using eqs. (56) and/or (73) and taking into 
account the temperature dependence ofXd(Tc), Duc et al. (1988a, 1989, 1992a) explained 
the observed behaviour in RCo2 and (R,Y)Co2. The calculated c3(To) results are illustrated 
in tables 4 and 5 for TbxYl_xCo2 and TbxHol_xCo2, respectively. Clearly, the sign of 
c3(To) is in accordance with the type of the transition. Here it was necessary to adopt a 
lower T3 value (178 K). A reduced value (150 K) was also adopted by Inoue and Shimizu 
(1988). A magnetic diagram, i.e. the boundary between FOT and SOT in all (R,Y)Co2 
compounds, has been calculated with T3 = 178 K and a3(0)=-15T(mol/Am2) 3 and is 
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presented in fig. 51. We stress that the lower Tc(x) values (as occurred in (Er, Y)Co2) 
are strongly influenced by a change in a3(0), whereas the higher To(x) values (e.g., 
(Tb,Y)Co2) are intimately related to T3, i.e., to the temperature at which a3 changes 
sign. Moreover, the calculated values also depend on the other parameters. One might, 
for instance, wish to find a more realistic value for the coefficient bl by taking into account 
the crystal field effects. The magnetic behaviour of  rare-earth moments may be influenced 
by the level splitting in the crystalline electric field (CEF), even to the extent that the 
CEF-effects are the cause of the occurrence of the SOT at relative low temperatures. The 
crystal field effect, which is larger in LR-Co2 compounds than in HR-Co2, may play an 
important role in the SOT of NdCo2 and PrCo2 (Bloch et al. 1975, Inoue and Shimizu 
1988). The volume effects may also be important. It has been suggested that going from 
HR-  to LR-compounds the Co subsystem is magnetically enhanced, with an optimum at 
lattice parameter a = 7.272 A (Duc et al. 1992a). According to Cyrot and Lavagna (1979), 
the increase of  3d-magnetic susceptibility is also the cause of the destruction of the 
metamagnetic behaviour. From this discussion, the study of the magnetic properties in 
the compounds with mixing of both LR and HR atoms are interesting. Duc et al. (1993b) 
have reported an investigation of the magnetic transitions in (Nd,Dy)Co2 and (Pr, Dy)Co2. 
The substitution of Dy by Nd and Pr lowers the ordering temperature. However, the 
magnetic phase transition changes from FOT to SOT at a Dy concentration x between 
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20% and 40% for both series of compounds as indicated by magnetization and resistivity 
measurements. 

Note that a gradual change from "light" to "heavy" rare earths brings along a 
corresponding lowering of the lattice parameter. Consequently, in the consideration of 
the type of the transition, CEF-effects were ignored and the volume dependence of the 
coefficient a3 was introduced (Duc et al. 1993b). In fact, it was assumed that 

T 2 
a3(T)= ag(O)+ la3(O), ( ~ )  , (78) 

with a3(0) varying from -15 T(mol/Am2) 3 for ErCo2 up to +3.1 T(mol/Am2) 3 for PrCo2, 
in a linear dependence on the lattice parameter, chosen in such a way that a3(0) 
changes sign at a lattice parameter a = 7.275 ]~ (i.e., between GdCo2 with a=7.256 
and NdCo2 with a=7.300A). For simplicity, T3 was taken to be equal to 178K for all 
compounds (lattice parameters), bearing in mind that the T3 contribution in eq. (78) is 
small anyway, in the compounds with low Curie temperature. In accordance with the 
three-sublattice model, i.e., the generalization of the Inoue-Shimizu model, (Brommer 
1989, Duc et al. 1993b, see also sect. 2.1.2.2), the coefficient c3 was calculated. The 
calculated results, in which both R-T and R-R interactions were taken into account, are 
presented in tables 6 and 7 for the (Nd,Dy)Co2 and (Pr, Dy)Co2 systems, respectively. 
The model shows a change in sign of c3(Tc), which is in good agreement with the 
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experimentally observed change in type of magnetic transition from first order to second 
order in the compounds under consideration. Notice that there are many adjustable 
parameters. Here, we undoubtedly can find more sets of  parameters for which such a 
change of sign occurs. This approach is only the possibility to conclude that the change 
of the type of the magnetic phase transition in the rather "complex" (HR,LR)Co2 can 
also be explained in the generalized Inoue-Shimizu model. 

The application of a magnetic field primarily causes an increase of  the magnetic 
ordering temperature and a gradual change of the FOT towards a SOT (Gratz et al. 1993). 
In this case, the effect of  the external field is to prolong the alignment of the 4f moment 
when heating through Tc. The onset of the Co magnetism is also shifted to higher 
temperatures. The influence of external pressure is not only to reduce Tc but also to change 
the magnetic transition if it is of  FOT towards a SOT. The critical pressure of  this change 
is of  about 30 kbar (Voiron and Bloch 1971). The boundary between the FOT and SOT in 
RCo2 with respect to the change in the volume was studied in a similar way to that used 
for (R,Y)Co2 compounds (Inoue and Shimizu 1988), assuming that only Xd(T) depends on 
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the volume. Physically, this may relate to the effect of volume on the magnetic behaviour 
of  the Co subsystem: an increase of  external pressure reduces the Co susceptibility and 
increases the critical field of  the MT and even destroys the metamagnetic behaviour. Then 
the condition for the FOT in the RCo2 compounds is more difficult to fulfill under higher 
pressure and the transition becomes SOT. 

The effect of  the substitution of Co by A1 in the R(Col_xAlx)2, primarily is a giant 
increase of  the Curie temperature. This increase is rather strong for R = Tm, Er, Ho and 
Dy (with a maximum at x ~ 0.13) (Gignoux et al. 1978, Aleksandryan et al. 1984a, Duc 
et al. 1992d) but only slight for Tb and Gd (maxima at x=0.09 and 0.03, respectively). 
Inoue and Shimizu (1988) have calculated Tc for R(Co,A1)2 by using the same value of the 
R-R  and R-Co exchange interactions as those in RCo2 and the temperature dependence 



IEM OF Co SUBLATTICE 1N R~Co INTERMETALLICS 233 

40 

30 

20 

10 

I ! 

(a) ~ T b x Y l _ x C o 2  

0 . 5 : ~ ~  = 1.0 

100 200 300 
T (K) 

40 

30 
e l  

E 
20 

10 

(b) bXH°l -xC°2 

= 1.0 

100 200 300 
T (K) 

Fig. 47. Temperature dependence of the 
magnetization in the compounds (a) (Tb,Y)Co 2 
and (b) (Tb,Ho)Co 2. (After Duc et al. 1989.) 

of the susceptibility for the corresponding Y(Co~-xAlx)2. The calculated results fit well 
the variation of Tc for the compounds with R = Gd, Tb, Dy but show a large scattering for 
R=Ho ,  Er and Tm. Duc et al. (1992a), however, plotted the ratio To/T max as a function of 
lattice parameter. This figure strongly suggests a major influence of the volume, and the 
existence of a "critical" lattice parameter a~ = 7.27 A above which T~ decreases with the 
lattice expansion. Notice that at roughly the same lattice parameter, Y(Co,A1)2 becomes 
ferromagnetic. 

Magnetic phase transitions of  the R(Co,A1)2 compounds were studied by means of 
the magnetization, thermal expansion and resistivity (Duc et al. 1992d). The thermal 
expansion data are illustrated in figs. 52 and 53 for R(Co,A1)2 with R = D y  and Ho, 
respectively. In Dy(Col-xAlx)2, Ho(Col_xAlx)2 and Er(Col-xAlx)2, a change from FOT 
to SOT occurs at x = 0.025, 0.075 and 0.075, respectively. In a first approximation, one 
expects a FOT in case Tc < T3 < Tmax and a SOT otherwise. Experimentally, one finds 
that Tmax decreases with increasing A1 content both in Lu(Co,A1)2 and Y(Co,A1)2, see 
e.g., fig. 20. Moreover, the critical field for the MT decreases at the same time (see 
sect. 3.1. !.2). Taking this behaviour as an indication that the influence of the peculiarities 
of  the band structure is scales towards lower temperatures, Duc et al. (1992d) expect 
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T3(X) to decrease with increasing A1 content x, too. Moreover Yamada (1992, 1993) 
has shown that, in a simple model based on a dominant role of spin fluctuations, the 
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Table 4 
The c3(T~) values for the TbxYl_~Co 2 compounds calculated with a3(0) = 6.8 T(inol/Am2) 3 and T 3 = 178 K" 

x To (K) 100a3(Tc) (T(mol/Am2) 3) 100c3(Tc) (T(mol/Am2) 3) 

0.2 38 649 3.02 
0.3 67 -584 -6.26 
0.4 98 -474 -8.35 
0.5 128 -328 7.35 
0.6 154 -171 -3.84 
0.7 176 15 0.23 
0.8 197 153 2.87 
0.9 217 303 4.66 
1.0 227 426 5.11 

a After Duc et al. (1989). 

temperatures Tma x and T 3 are closely related or even equal. Guided by this conclusion, 
T3(x) was determined by scaling with Tm~(X), taking the Tm~x values observed in 
corresponding Y(Lu) compounds. The c3 values were calculated with T3 taken from the 
Y(Col-xAlx)2 systems. The T 3 values and results of  calculations are listed in table 8 for 
the R(COl-xAlx)2 system. The transition temperature increases with increasing A1 content, 
whereas T3 decreases. For both Dy(Co,A1)2 and Ho(Co,A1)2 the sign of c3(Tc), or the 
cross-over of Tg(x) and To(x), agrees with the observed change of the type of the 
transition, for either set of  T3 values. For the Er(Co,A1)2 compounds, the change in 
sign of  c3, as calculated, agrees satisfactorily with the experimental observation of the 
change in type of the transition. I f  the c3 are calculated on the basis of  the T3 values for 
Lu(Co,A1)2, however, no agreement is found. This suggests that the magnetic properties 
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Table 5 
The c3(To) values for the TbxH01 xCo 2 compounds calculated with a3(0) = -6.8 T(mol/Am2) 3 and T 3 = 178 K a 

x To (K) 100a3(Tc) (T(mol/Am2) 3) 100c3(Tc) (T(mol/Am2) 3) 

0.0 75 559 -0.14 
0.1 85 -525 -0.21 
O. 15 94 490 -0.29 
0.3 129 -323 -0.67 
0.7 185 55 0.37 
0.9 210 226 2.48 
1.0 227 426 5.11 

a After Duc et al. (1989). 
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for R=Tb, Dy, Ho and Er. At x=0: boundary value for 
(Tb,Ho)Co 2. (After Duc et al. 1992a.) 

of  the 3d subsystem in Er(Co,A1)2 can be approximated better by those of Y(Co,A1)2 
than those of Lu(Co,A1)2. This may also be related to the so-called "lutetium paradox" 

(Dubenko et al. 1992). 
The magnetic and electrical properties of the R(Co,Si)2 compounds (R = Gd, Tb, Dy, 

Ho, Er) with invariable crystal unit cell parameters have been investigated by Duc (1996), 
Duc and Oanh (1997) and Cuong et al. (1997, 1998a,b). Under the condition of fixed 
volume, somewhat similar effects to those in R(Co,A1)2 on the enhancement of the 
ordering temperature are still observed in the R(Co,Si)2 compounds (with R=Er ,  Ho). 
The change from the FOT to SOT was also observed in the compounds R(Col-xSix)2 
with R = Dy, Ho and Er at x = 0.05, 0.075 and 0.1, respectively. In terms of the Inoue-  
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Table 6 
The c3(Tc) values for the DyxNdl_xCo 2 compounds calculated with the lattice parameter dependence of a3(0 ) 

(see text) and T 3 = 178K a 

X T c (K) a3(Zc) (T(mol/Am2) 3) 100c3(Zc) (T(mol/Arn2) 3) 

0.0 95 3.98 2.7 
0.2 100 0.39 66.08 
0.4 105 -1.63 -17.30 
0.5 110 -2.41 -3.48 
0.6 115 -3.09 1.29 
0.8 125 -4.11 -0.36 
1.0 140 -4.16 -0.20 

After Duc et al. (1993b). 

Table 7 
The c3(Tc) values for the DyxPr 1 xCO2 compounds calculated with the lattice parameter dependence of a3(0 ) 

(see text) and T 3 = 178 K a 

x T¢ (K) a3(T~) (T(mol/Am2) 3) 100c3(To) (T(mol/Am2) 3) 

0.0 56 3.41 1.71 
0.2 69 0.35 12290 
0.4 78 -2.02 -0.13 
0.6 95 3.79 -0.28 
0.8 115 -4.72 -0.22 
1.0 140 -4 .16  -0 .20  

a After Duc et al. (1993b) 

Shimizu model, the character o f  these phase transitions can be explained in the same 
way as discussed for R(Co,A1)2, i f  the fact that the temperatures Tm,x and T3 decrease 
as Si content increases in the Y(Lu)(Co,Si)2 compounds is considered (Duc 1996). The 
calculated results of  c3 (To) are listed in table 9 for the R ( C o l ~  Six)2 compounds (Duc and 
Oanh 1997). 

The average 3d magnetic moment,  the susceptibili ty and the specific heat o f  the 
R(COl-xCux)2 and Y(Col~Cux)2 compounds (Duc et al. 1985, 1988c, Hien et al. 1986) 
confirm the picture that has been developed for the density o f  states curve of  the YT2 
compounds with T = F e ,  Co, Ni (Cyrot and Lavagna, 1979). The additional d electrons 
supplied on substituting Co partly by Cu bring the Fermi level to a flat part  in the DOS 
curve. As a consequence the magnetic phase transition changes from FOT to SOT in 
the R(COl-xCux)2 with R = D y ,  Ho and Er. This change can be understood in terms of  
the Inoue-Shimizu  model  by taking into account the decrease o f  the 3d susceptibili ty 
with increasing Cu-content. Magnetic phase transitions in Ho(Col-xNix)2 were studied 
by Tari (1982). The FOT was indicated for x ~< 0.1 and the SOT for x > 1. The magnetic 
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Table 8 
T 3 (in K), the temperature at which a3(T ) changes sign for Lu(Cot_xAlx) 2 (Lu) and Y(COl_xAlx) 2 (Y), the 
observed transition temperature Tc and the calculated c3(Tc) (in T(mol/Am2) 3) on the basis of T 3 values for 

Y(Co,A1)2 

x T 3 Dy(Col_,Alx) 2 Ho(Col_xAlx) 2 Er(COl=,Alx) 2 

Lu Y T c c3(Tc) T c c3 (Tc) T c c3 (Tc) 

0.0 178 178 140 -12.0 75 -0.36 32.6 -0.018 
0.025 160 145 162 45.8 90 -16.6 

0.050 145 125 180 575.3 120 31.2 60 -56 

0.065 70 886 

0.075 125 78 190 4406 140 35600 90 1570 

0.1 100 35 200 72450 160 97710 120 532286 

After Duc et al. (1992d). 

Table 9 
T3, the temperature at which a3(T ) changes sign for Y(COl_xSix) 2 (Y), To, the observed transition temperature, 

and c3(Tc) ( in  10 2 T(mol/Am2)3), calculated on the basis of the T 3 values for Y(Co,Si)2 

x T 3 (K) Dy(C01~ Six) 2 Ho(Col_xSix) 2 Er(Coi_~Si~) 2 

Y To c3(Tc) T c c3(Tc) T c c3(T~ ) 

0.0 178 142 -0.850 78 -0.089 32.6 -0.039 

0.025 145 142 0.086 95 0.41 44 -0.085 
0.050 100 148 6.8 112 -0.64 54 0.41 

0.075 80 146 25.2 115 13.9 64 -0.57 

0.100 80 146 46.5 112 15.6 68 1.48 

a After Duc and Oanh (1997). 

behaviour  can be s imply unders tood wi th in  the band fi l l ing on the substitution Co by 

Ni. Since rhod ium and cobal t  are isoelectronic,  the substi tution o f  Rh  for Co in HoCo2 

should provide  a s impler  sys tem for the study o f  the magne t ic  phase transition. The 

F O T  was observed  in the Ho(Col_xRhx)2 compounds  wi th  x ~< 0.08 (Taft 1987 and Henry  

et al. 1991). In this system, therefore  a large decrease in the paramagnet ic  susceptibi l i ty 

is not  anticipated. The  change f rom FOT to SOT was suggested to be due to the reduct ion  
o f  the H o - C o  exchange  interactions.  

3.1.2.5. Metamagnetic transitions above To The M T  at temperatures  above Tc is evident  

in the magnet iza t ion  and magnetores i s tance  (Steiner  et al. 1978, Aleksandryan  et al. 

1984b, Cuong  et al. 1998b, Duc  1999; figs. 54-58) .  Magnet iza t ion  isotherms are presented  

in figs. 54a -c  for polycrys ta l l ine  ErCo2, HoCo2 and DyCo2 samples.  Me tamagne t i sm 

is character ized by (i) a large hysteresis  o f  magnet iza t ion  and (ii) an increase o f  the 

crit ical  field Bo and the a decrease o f  the magnet iza t ion  j u m p  at the M T  wi th  increasing 

temperature.  In addition, the M T  exists only  in a small  range o f  temperature,  wi th  
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AT ~ 20 K above the FOT. In this temperature range an almost linear relationship between 
Bo and T was found. The disappearance of the MT is characterized by the disappearance 
of not only the magnetization jump but also the hysteresis. For DyCo2 the MT is weakly 
evident only in the hysteresis of the magnetization curves above Te. The Arrott plots of 
the investigated compounds are presented in figs. 55a-c. They show an S shape with two 
linear parts characteristic of the paramagnetic and ferromagnetic states in low and high 
magnetic fields, respectively. This is a clear indication of the negative contribution of the 
coefficient c3 to the equation of state. 

Magnetoresistance data for ErCo2 are presented ha fig. 56a in a plot of AR/R(O) 
versus B. This figure indicates that a rise in B to Be at T > Te initially causes an 
insignificant change in AR/R(O) even though the magnetization of the compounds, 
which is determined by the R-subsystem in these fields, reaches a rather large value 
(approximately more than one-third of the maximum value at several temperatures). The 
metamagnetic nature of the magnetization process at T > Te, however, becomes more 
clearly manifested in magnetoresistance analyses. A sharp drop in the electrical resistance 
of ErCo2 amounting to nearly a factor of three is observed for B ~ Bo where there is a 
jump in the magnetization. A similar result is also observed for HoCo2 and DyCo2 (see 
also figs. 56b,c). 

The MT above Te was studied systematically for Er(Co,Si)2 and Ho(Co,Si)2 (Cuong 
et al. 1998b, Duc and Oanh 1997). The magnetization and magnetoresistance isotherms 
are illustrated in figs. 57a-c and 58a,b for the Er(Col_xSix)2 system. Resistance 
suppression is observed in the compounds with x ~< 0.075, i.e. in the compounds 
showing the FOT only. The magnitude of this resistance suppression at Be decreases 
with increasing Si content and magnetoresistance becomes positive in the compounds 
where the SOT at Tc occurs. The analysis has indicated that the suppression of the 
magnetoresistance at the MT can be considered as mainly due to the quenching of spin 
fluctuation scattering. The magnetoresistance at the MT, thus, can be considered as a 
useful way to measure the effects of spin fluctuations in the investigated compounds. 

3.2. The RCo3-based compounds 

The RCo3 compounds crystallize in the rhombohedral PuNi3-type of structure, space 
R3m. This structure is obtained by systematic replacements of the Cu ions by R ions 
in every second basal plane of the CaCu5 structure according to the formula 

2RCo5 + R - Co --+ 3RCo3. 

In the rhombohedral structure, the R atoms are situated at two different crystallographic 
sites, 3c(I) and 6c(II), whereas the 3d atoms are distributed over three different sites 3d(I), 
6c(II) and 18h(IIl), see fig. 59. In the first approximation, the local arrangement of the 
R1 site is that of the hexagonal RCo5 structure whereas the local arrangement of the 
RH site resembles that of the cubic RCo2 Laves phase structure. Thus, different magnetic 
behaviour can be expected for R ions placed at different sites. The same holds for the 
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Fig. 59. Crystal structure of the RCo 3 compounds. 

Co ions where one expects to find Co ions both in the paramagnetic state as in YCo2 
and in the magnetic state as in YCo5 with the occupancy ratio 1 to 2. Indeed, instabilities 
of the Co magnetism in RCo3 have experimentally been observed by applying ultra-high 
magnetic fields or by the effect of the 4f-3d exchange interactions. 

3.2.1. YCo3-based compounds 
The YCo3 compound is an itinerant ferromagnet. According to data given in different 
works, the Curie temperature of this compound ranges from 264K to 320K and the 
total magnetic moment ranges from 1.45/~B/f.u. to 1.8#B/f.u. (Buschow 1980, Franse and 
Radwanski 1993). This large spread in data of the basic magnetic characteristics may be 
caused by stoichiometic differences between the samples studied in different experiments. 
Investigations of the magnetization of the pseudobinary compounds Y(Fe,Co)3, Y(Fe,Ni)3 
and Y(Co,Ni)3 at 4.2K in pulsed high magnetic fields up to 36T (Goto et al. 1991) 
indicated that these compounds are classified into weak, intermediately saturated and 
completely saturated ferromagnets. The magnetic moment as a function of 3d electron 
concentration can be explained qualitatively in terms of the rigid band model using 
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the calculated DOS reported by Inoue and Shimizu (1985). Here, the DOS shows the 
existence of a sharp subpeak above a main peak and near the top of the 3d band, fig. 60. 
Then, their magnetic properties are rather sensitive to the variation of the position of the 
Fermi level relative to the 3d band. For YCo3, the Fermi level of  the major-spin states is 
located at the minimum of the DOS between the main peak and the subpeak. According 
to this study, YCo3 is in the intermediate saturated ferromagnetic (ISF) state (or a weak 
ferromagnetic (WF) state). However, a MT from the ISF state to the complete saturated 
ferromagnetic (CSF) state has been predicted for this compound if one can move the 
Fermi level of  the majority-spin state to the top of the 3d band, i.e. to the subpeak (fig. 60, 
shaded area). This is the case of  the effect of  the substitution of Co by Fe (Goto et al. 
1991) or the case of  the high-field effect as will be discussed below. In the hydrides, 
this subpeak still exists. However, the electron population in the 3d band is not affected 
by hydrogen absorption. The changes in magnetic properties are mainly governed by the 
modification in the exchange interaction (Yamaguchi et al. 1991). 

Magnetization measurement of  YCo3 have been performed in super-strong magnetic 
fields up to l l 0 T  at 10K (Goto et al. 1992). Figure 61 shows the derivative signal 
of the magnetization with respect to time (dM/dt) and the magnetic field signal. Two 
peaks corresponding to the two transitions are clearly seen in increasing and decreasing 
fields. The observed magnetization curve of YCo3 is presented in fig. 62 and reveal 
two successive metamagnetic transitions at 60 T and 82 T. The magnetization changes 
from 0.72/~B/CO to 0.88gB/Co and from 0.88#B/CO to 1.23#B/CO at each transition, 
respectively. Thus, the variations in magnetization due to these two transitions are 
0.16#B/Co and 0.35ffB/CO, respectively. It is interesting to note that the ratio of  the 
variation in the magnetization is about 1:2. Above 90 T, the magnetization is completely 
saturated with the spontaneous magnetization comparable to that of  Y2Co7. The above 
mentioned rigid band model (Inoue and Shimizu 1985, Yamaguchi et al. 1991) predicts 
that YCo3 is in the ISF state with the estimated magnetic moment of  0.8/~B/CO and a 
transition from ISF state to CSF one with a magnetization jump of 0.4/~B/CO. This is in 
good agreement with the experimental observation of magnetization. However, it cannot 
explain the two metamagnetic transitions observed in YCo3. 
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In YCo3, as mentioned above, Co atoms are on three different sites. All Co atoms are 
ferromagnetic, but the magnetic moment depends strongly on the sites: the order o f  the 
magnitudes o f  the magnetic moment is m6c >m3b >mlSh (Kxen et al. 1969). Since the 
molecular field and the local DOS of  Co on each site are different from each other, it is 
likely that the two MT occur successively on the different sites. The fact that the increase 
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Table 10 
Magnetic properties a of the system YCo31-I x b 

247 

Compound Phase mco (~B/at)  mUH F (/~B/at) B~(IEM) (T) Bo(s-f) (T) T~, Ty (K) 

YCo 3 (Parent) 0.65 1.23 60, 82 - T c = 301 
YC%H1.0 [31 0 0.87 - (110) Ty =273 
YCo3HLs (3 z 0.65 1.16 5, 20 To =237 
YC%H34 Y 0 1.0 - 14 T N =222 
YCo3 I-I4. 0 '{ 0 1.1 - 29 T N =209 

a Quantities: moo, spontaneous magnetic moment at 4.2 K; 
mUHF. ultrahigh field magnetic moment at 110 T (130T for YCo3H~.0); 
Bc(IEM), critical field of IEM from ISF to CSF at 4.2 K; 
Be(s-f), critical field of the spin-flip transition from AF to F at 4.2K; 
To, TN, Curie or N~el temperature. 
'° After Bartashevich et al. (1994a). 

of  magnetization at the transition at 60 T is about half  of  the magnetization increase at 
82 T suggests that the Co moment on the 3b and 6c sites exhibits metamagnetic transition 
at 60T and the Colsh atoms at 82T. A similar behaviour was reported for ThCos-based 
compounds (Givord et al. 1983, see sect. 3.3.1). A theoretical study of  the mechanism of  
this successive MT in YCo3, however, is still absent. 

3.2.2. The YCo3Hx system 
The system YCo3Hx forms two hydride phases: the (3-phase (1.0~<x~< 1.9) and the 
y-phase (3.4 ~< x ~< 4.0) (Yamaguchi et al. 1985a). A neutron diffraction study indicated 
that in the (3-phase hydrogen fills the interstitial sites in the YCo2 blocks o f  the YCo3 
crystal structure (Benham et al. 1989). In the y-phase, hydrogen begins to occupy 
interstitial sites in the YCo5 blocks. Magnetic parameters for the YCo3Hx system are 
given in table 10. 

The magnetic properties o f  the YCo3Hx system are quite sensitive to the concentration x 
o f  absorbed hydrogen (Yamaguchi et al. 1985a,b). The (3-phase has two modifications: 
(31 (or eL) with 1 .0~<x~ 1.5, and ~2 (or ~H) with 1.5Kx~< 1.9. The parent compound 
YCo3 and the (32-hydride are ferromagnetic with the ground state o f  ISF, whereas the 
spontaneous magnetization disappears in the (31- and y-hydrides. The magnetization curve 
o f  the (3z-hydride, x = 1.8, shows a small anomaly at 5 T and a sharp change at 20T  
(Bartashevich et al. 1994a,b, see figs. 63 and 64a). These anomalies correspond to the 
first and the second itinerant MT in YCo3. Note that the first transition (B1) is rather 
difficult to see at low temperature. However, it is pronounced at elevated temperatures. 
This is due to the existence o f  uniaxial magnetocrystalline anisotropy which is close to the 
critical field at low temperature. The critical fields o f  these two itinerant MT are shown 
as a function o f  temperature in fig. 64b. The transitions disappear above about 150 K. 

The y-hydrides are antifferomagnetic (AF). In this phase, a spin-flip transition from AF 
to F state was observed at critical fields of  14 T and 29 T for x = 3.4 and 4.0, respectively 
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(see fig. 63). The magnetization of the ~l-hydride (x = 1.0, fig. 63) increases linearly above 
60 T with increasing field, then shows a pronounced MT at 110 T. The magnetic state is 
presumed to be AF at the ground state and F at the maximum field of 130T. The nature 
of this transition is assumed to be related to an itinerant MT or a spin-flip transition. In 
the former explanation, the Co spins are considered to become almost paralM to each 
other owing to spin alignment to the applied field direction just below the critical field. 
They then undergo the itinerant MT from the lower ISF to the higher ISF states. In the 
latter explanation, a spin-flip transition probably occurs from the AF state to the ISF state 
at the critical field. 

The additional electrons originating from hydrogen atoms are mostly contained in the 
metal-hydrogen bonding band. The rest of them occupy the 3d band and upwards to 
the Fermi level (Yamaguchi et al. 1995). Hydrogen, however, has two effects. Firstly, it is 
slightly modifies the DOS curve in the ~-phase. The two magnetic groups of Co sites (i.e., 
the 3d, 6c and 18h sites) then still exist and the two itinerant metamagnetic transitions 
occur in this hydride as in YCo3. Secondly, it strongly modifies the DOS in the y-phase 
and destroys the itinerant MT in this phase. This difference in the modification of the 
DOS is related to the different site occupation of hydrogen: hydrogen atoms are located 
on interstitial sites in the YCo2 blocks for B-phase, whereas they occupy interstitial sites 
of the YCo5 blocks for the y-phase. 

3.2.3. Effects o f  the 4 f -3d  exchange interactions 

Due to the effective 4f-3d exchange interactions, the Co atoms in most of the RCo3 phases 
are in the strongly ferromagnetic states. The 4f moment is in antiparallel alignment to 
the Co moment in the heavy lanthanide compounds, whereas they are parallel coupled 
in the light lanthanide compounds. For the former system, besides the inverse MT of 
the Co sublattice from the CSF state to the ISF state, one expects also an induced-field 
transition from the ferrimagnetic collinear structure to noncollinear structure. These do 
not occur in GdCo3 since the exchange field acting on Co is too large (about 285 T) 
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(Katori et al. 1994a,b), however, they are observed in ErCo3 and HoCo3 (Goto et al. 
1995), see figs. 65 and 66. 

ErCoB is a collinear ferrimagnet with uniaxial anisotropy in the completely magneti- 
cally ordered region (Yakinthos and Rossat-Mignod 1972). The high spin moment o f  Co 
was estimated to be 1.3#B/CO. The magnetization along the c-axis exhibits two transitions 
at 29.5 T and 90 T. The first transition corresponds to the itinerant MT at 82 T in YCo3: 
the Co moment in the high-spin state is reduced due to the decrease of  the effective field 
(exchange and external fields) acting on the Co sublattice. No transition corresponding to 
the MT at 60 T in YCo3 is clearly observed in ErCo3 since the transition is rather broad. 
The transition at 90 T is a spin-flip transition o f  the Co moment towards the direction 
o f  the applied field (and the direction o f  the Er moment). In contrast, the magnetization 
perpendicular to the c-axis (i.e., along the b-axis), on the other hand, exhibits only a 
collinear-noncollinear transition at about 3 T and then increases gradually up to 110 T. 
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HoCo3 is a collinear ferrimagnet with easy-plane type of anisotropy below 55 K 
(Shcherbakova and Ermolenko 1982). The magnetization in the basal plane shows an 
itinerant MT of the Co sublattice at 66 T as in ErCo3 (see fig. 66). Meanwhile, the 
magnetization along the c-axis exhibits a collinear-noncollinear transition at about 5 T. 

TmCo3 is considered to be a noncollinear ferromagnet with an easy-cone type of 
anisotropy below 30 K (Shcherbakova and Ermolenko 1982). The easy direction deviates 
from the c-axis by an angle of 13 ° at 4.2K due to the local anisotropy energy of 
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the Tmn ion. In zero field, Co is in the low-spin state with a magnetic moment o f  
0.76#B/CO (Ikonomon and Yakinthos 1976). Thus the sharp transition at 43 T observed 
in the magnetization along the c-axis, see fig. 67, cannot be associated with the itinerant 
MT, but is produced by a flip o f  the Co moment as in ErCo3 and HoCo3. In this case, 
however, the spin structure remains noncollinear. On the other hand, the magnetization 
perpendicular to the c-axis increases monotonically and exhibits a broad transition at 99 T. 
The corresponding magnetization jump is 1.1#B/f.u. It has been suggested that this 
transition may be an itinerant MT of  the Co sublattice (Goto et al. 1995). 

The dependence of  the Co-sublattice magnetism on the rare-earth concentration 
in Y1 tGdtCo3 was studied by Katori et al. (1994a,b). Figure 68 presents the Gd- 
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concentration dependence of the spontaneous Co moment. Clearly, the substitution of 
Gd for Y in YCo3 leads to enhancement of  the Co moment with a step of 0.27/~B/CO 
at tc2 ~ 0.25. These results reveal that the second MT of the Co sublattice induced by 
the magnetic field owing to the molecular field from the Gd sublattice, is stabilized even 
without an external field for t > tc2. The first MT of the Co sublattice, however, cannot 
be observed in fig. 68. This may be due to the inhomogenous molecular field. 

A field versus Gd concentration phase diagram of the Yl_tGdtCo3 compounds 
is summarized in fig. 69. The second MT of the Co sublattice is observed below 
40T for 0.15~<t<~0.25. In this concentration range, Bcz(t) decreases linearly with 
increasing t. At t > 0.25, no MT appears. However, the transition from the collinear to the 
noncollinear structure may occur in these compounds. For the Y~ tGdtCo3 compounds, 
the compensation composition to where the total magnetization of the compound becomes 
zero, i.e., the Co sublattice magnetization equals that of  the Gd sublattice, was estimated 

O 
::L 

© 

o 

o 
o 

1.4 I I 

1.2 

1.0 

0.8 

0.6 

0.4 
0.0 

n 

. O . .  aD° ° *O**,~ 

I I 
0.2 0.4 

i ¢ 

,d 

f f  
/ 

, ~ 

Yl_xNdxCo3 

I I 
0.6 0.8 1.0 

Concentration (x) 

Fig. 70. Nd-concentration dependence of 
mco derived from saturation magnetization in 
Yl~NdyCo3 compounds. (After Goto et al. 
1993.) 



IEM OF Co SUBLATTICE IN R-Co INTERMETALLICS 253 

5" 

t -  
o 

I I I I I 
B 2 B 2 B 2 0.2 

4 - ..- "-" --'--'-'- 0 . 1 -  

1 - -  
Y i . x N d x C o 3  

I I I I I 
0 20 40 60 80 100 

Magnetic Field (T) 
Fig. 71. Magnetization curves for Yl_~NdxCo 3 
compounds. (After Goto et al. 1993.) 

to be 0.52. At this concentration the transition field should be zero; however, in practice, it 
appears at 10 T. In this case, the anisotropy effect of  the Co sublattice may be important. 

The analysis of  the high-field magnetization data is easier in the case of  the Yl~NdxCo3 
system. Substitution of Nd for Y in YCo3 leads to enhancement of the spontaneous 
Co moment Mco from 0.55#B/CO in YCo3 to 1.17/~B/Co in NdCo3. The Co moment 
exhibits a double-step increase as shown in fig. 70 (Goto et al. 1993, Koui et al. 1994) 
at the critical concentrations x = 0.35 and 0.85. This behaviour reflects well the magnetic 
characteristics of  the Co in YCo3. In an applied magnetic field, the compound exhibits 
two MT of the Co sublattice to a higher magnetic moment. The magnetization process 
is illustrated in fig. 71 for Yl~NdxCo3 with x=0.0,  0.1 and 0.2. The critical fields 
of  both transitions decrease linearly with increasing Nd concentration, see fig. 72. The 
values of  these transition fields were used to estimate the strength of the 4f-3d exchange 
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interactions. With increasing temperature, the critical MT fields increase. However, no 
T 2 dependence was observed (fig. 73). 

3.3. The RCo5 compounds 

Due to the transfer of  5d electrons contributed by lanthanide to the unfilled 3d band, the 
3d-5d hybridization is created for the R-T compounds. The degree of this hybridization 
increases with increasing R concentration. Beyond a critical concentration of the 
rare earth, the 3d atoms are no longer magnetic because the DOS at the Fermi level 
becomes too low. With Co and trivalent rare earths, as mentioned before, the critical 
concentration is achieved in the RCo2 compounds. For the system with tetravalent rare- 
earth atoms, additional electrons shift the eF more quickly to the region of higher energy 
with low DOS. In this case, the critical concentration is close to RCos. In practice, 
whereas  Y2C07 and YCo3 with trivalent yttrium are ferromagnets, no spontaneous 
magnetization is observed down to 4.2K in Th2CoT, CeCo3, Ce2Co7 and CesCOl7 
with tetravalent thorium and cerium (Givord et al. 1983). The susceptibility of these 
compounds shows a maximum around 160 K, which does not correspond to any magnetic 
phase transition. Below this temperature, a transition towards a state of  higher magnetic 
moment is induced by an applied field. In ThCo5 and CeCo5 however, the rare-earth 
concentration is lower, and they exhibit a spontaneous magnetization at room temperature. 
The onset of  3d magnetism in ThCo5 and CeCo5 occurs through the MT. These 
compounds crystallize in the hexagonal CaCus-type structure. Co atoms occupy two 
sites, Co2c with uniaxial symmetry and Co3g with orthorhombic symmetry. The peculiar 
behaviour of  3d magnetism in these compounds is associated with the difference of the 
magnetic properties on different sites. This is described below. 
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3.3.1. ThCos-based compounds 

In the RCo5 intermetallic compounds, there is an increasing tendency for the heavy 
lanthanide to form compounds richer in Co: RCos+x. The off-stoichiometric compounds 
have been reported for GdCo5.14, TbCos.1, DyCos.2, HoCos.5 and ErCo6. The addi- 
tional Co atoms are located at the lanthanide sites in the form of dumbbell pairs 
(Schweizer and Tasset 1969). The same tendency occurs for ThCo5 phase. The non- 
stoichiometric Th1_~Co5+2~ compounds exist within a homogeneity range running from 
ThCo5 up to Th0.92Co5.16. Magnetic properties strongly depend on the substitution 
rate 6. The Curie temperature increases with increasing 6 from 410K for ThCo5 up to 
730 K for Th0.92Co5.16 (van der Goot and Buschow 1971). The magnetic behaviour of Co 
also depends on 6: whereas in the stoichiometic ThCo5 compound the Co magnetism 
remains in the low magnetic state and the MT is not accessed experimentally, in 
Th0.95Co5.10 the Co magnetism is already in the high magnetic state at zero applied field 
(Givord et al. 1983, see fig. 74c). In the Co-poor compounds, the temperature dependence 
of the spontaneous magnetization and that of the superimposed susceptibility show a 
maximum near 200 K (Ganapathy et al. 1974). Below 100 K, a transition towards a state 
of higher magnetization is induced by a larger applied field (fig. 74a). Polarized neutron 
diffraction studies indicate that in the low-magnetic state the magnetization density is 
lower by about 20% on Co3g atoms than on Co2c ones, i.e. m(Co2c) = 1.21/~B/Co and 
m(Co3g) = 0.96/~B/Co for the Th0.965Co5.07 compound, whereas the magnetization densities 
on both Co sites are the same, m(Co2c)=m(Co3g)=l.58~B/Co, for the Th0.95Co5.10 
compound (Givord et al. 1977, 1979). The magnetic behaviour at finite temperature also 
originates from the Co3g atoms. These atoms exhibit metamagnetic behaviour analogous 
to those observed in Y(Lu)Co2. The critical field in the present case, however, can be 
reached either by an applied magnetic field in the Co-poor compounds (figs. 74a,b) or by 
an increase of the exchange field on the Co3g atoms in the Co-rich compounds caused 
by statistical substitution of Co dumbbells for Th atoms (fig. 74c). The effect of the 
decrease of the internal field can be observed in the temperature dependence of the 
spontaneous magnetization of the Th1_6Co5+2~ compounds. Since the magnetization of the 
2c subsystem decreases as temperature increases, at some temperature in the compounds 
with 6 = 0.04 and 0.05, the Co2c-exchange field acting on the 3g subsystem becomes 
less than Bc. This leads to a transition of the 3g subsystem into the paramagnetic state 
with a jump-like decrease in the magnetization. The discontinuity in the 3d-band splitting 
associated with metamagnetism in these compounds results also in an additional volume 
anomaly. At To, it reaches 7% and essentially affects the c-axis parameter which only 
depends on Co2c-Co3g distance. 

The schematic field and temperature dependence of the spontaneous magnetization and 
of the superimposed susceptibility of Co2o and Co3g atoms in ThCo5 compounds are 
presented in fig. 75 (Givord et al. 1983). The spontaneous magnetization is contributed 
by ferromagnetic Co2c atoms. The Co3g atoms are enhanced paramagnetic and are close to 
the conditions of the itinerant electron metamagnetism. Susceptibility shows a maximum 
around 200 K and the critical field of the MT is about 50 T. This field is almost the same 
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order o f  magnitude as the Co2c-exchange field in Th0.96Co5.08. For these compounds, the 
MT takes place in an applied field of  2 T with a rather large hysteresis. It should also 
be noted that there is a large anisotropy of  the critical metamagnetic field along different 
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directions (see fig. 74b). The strong increase of Be in the direction of the difficult direction 
is linked with the significant magnetic anisotropy in the Co3g sublattice. 

The magnetization measurements under pressure have been carried out for single 
crystalline ThCo5 by Ballou et al. (1990). The magnetization curves are presented in 
fig. 76a. Large effects of pressure on magnetization are obtained in the low magnetic 
state whereas relatively small effects are observed in the high magnetic state. Additionally, 
Bc is found to increase linearly with pressure at a rate of 2.8 T/kbar (see fig. 76b). Ballou 
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et al. described the obtained results by making use of a very simple model for the volume 
dependence of the DOS and the molecular field coefficient. It supports the itinerant 
electron metamagnetic character in ThCos. 

3.3.2. CeCos-based compounds 
CeCo5 is a ferromagnet with large uniaxial anisotropy which belongs to a famous 

family of permanent magnet materials. Mixed-valence properties have been reported in 
this compound on the basis of NMR experiments by Yoshie and Nakamura (1988). The 
tetravalent ion does not carry a magnetic moment and does not contribute to anisotropy. 
A significant amount of Ce a+ ions in CeCo5 has been observed by L3 X-ray absorption 
spectroscopy (Croft et al. 1987). Recent electronic structure calculations for CeCo5 
suggest that the 4f state of Ce is itinerant (Nordstr6m et al. 1990). However, the anisotropy 
energy of 10MJm -3 reported by Ermolenko (1979) and Andreev et al. (1985) indicates 
that some Ce ions are in the trivalent state. 
Within the homogeneity range, all the Co atoms in CeCo5 are in the high moment state 
with a moment of 1.42/~B/Co (Yermolenko and Shcherbakova 1980, Ermolenko et al. 
1977, Bartashevich et al. 1994b). The substitution of Ni for Co supplies excess electrons 
in the d-band. This leads to the appearance of the low moment state due to the decrease in 
the density of states at the Fermi level and in the exchange field acting on the Co sublattice 
in the Ce(Col~Nix)5 with x ~> 0.075. A MT to the high magnetic moment state has 
been observed in the oriented powder Ce(Co0.925Ni00075)5 sample (Givord et al. 1983). 
High field magnetization studies on single-crystalline samples indicate also that a MT 
for Ce(Co0.9Ni0.1)5, see fig. 77 (Bartashevich et al. 1996), occurs at Bc =21 T applied 
along the (easy) c-axis, whereas the critical field of the transition along the hard direction 
is estimated to be about 47 T. The spontaneous magnetization of this compound as a 
function of temperature exhibits a broad maximum around 200 K and the critical field 
of the transition increases monotonically with temperature (see figs. 78 and 79). This 
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metamagnetic behaviour is similar to that of  the Th0.965Co5.07 compound (see above). 
It was suggested that in the metamagnetic Ce(Co,Ni)5 compounds, the Co atom on 
the 2c site behaves ferromagnetically. The application of a magnetic field changes the 
paramagnetic Co on the 3g site to ferromagnetic and the Co moments on both sites 
increase to the same value of 1.42/~B/Co in the high-moment state. I f  the Ni atoms are 
randomly substituted for Co atoms on the 2c and 3g sites, one obtains for the magnetic 
moments in the low-moment state of  the Co atom the values rn(Cozc)  = 1.10/~B/CO at the 
2c site and m ( C o 3 g ) =  0.88~AB/CO at the 3g site. However, the Ni atoms are considered to 
occupy preferentially the 2c sites (Elemans and Buschow 1976). This corresponds to the 
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magnetic moment of m(Cozc)= 1.12~tB/Co and at the 3g site, m(Co3g)= 0.89//B/CO in the 
state of low magnetization. 

4. Summary and perspectives 

The phenomenon of itinerant-electron metamagnetism - the subject of this chapter - has 
been studied intensively since the prediction by Wohlfarth and Rhodes 1962. Crucial 
advances, however, were obtained mainly in the last decade. Attention has been paid not 
only on the observations of the MT in many series of the RCo2, RCo3 and RCos-based 
compounds, but also on the general relationships between the characteristic parameters of 
the nearly ferromagnets. The current situation indicates that the jump-like change in the 
magnetic ground state due to the MT of an itinerant-electron system in an external field 
or pressure may be described by several approaches, however, a description of the thermal 
effects of itinerant-electron magnetism is complete only when the collective modes of spin 
fluctuations are taken into account. In order to confirm the mechanism, it is necessary 
to have the right information about the nature of the magnetic states. For this purpose, 
besides the magnetic measurements one needs other additional experiments. Among 
those, calorimetric and magnetoresistance measurements are useful because they allow 
one to detect the quenching of spin fluctuations. Such studies have been performed on the 
RCo2-based compounds, and the MT in these compounds can be described as a transition 
from the "low-spin state" (or "spin fluctuation state") to the "high-spin state" (or "strongly 
ferromagnetic state"). For the compounds based on RCo3 and RCos, unfor~nately, these 
kinds of data are still lacking. 

Important theoretical developments have also been obtained for metamaguetism 
in multisublattice magnets. However, these improvements have been performed for 
multisublattice materials with different localized spin subsystems and a single subsystem 
of the itinerant electrons. Again, this is only the case of the Laves phase compounds 
but is not the case of the Co-rich compounds. In order to solve this problem, the band 
calculations are needed which can describe separately the magnetic behaviour for each 
d subsystem. 

Finally, the multisublattice magnets with one (or several) unstable magnetic sublattice 
can exhibit a field induced multi-magnetic phase transition with different natures. Such a 
magnetization process gives the possibility of obtaining a good knowledge not only of the 
IEM, but also of the exchange coupling constant and the crystalline-field parameters. 
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1. Introduction 

The unusual properties of  heavy fermion (or heavy electron) materials have sparked an 
avalanche of research over the last few years in order to understand the basic phenomena 
responsible for these properties. The reader is referred to numerous review articles, such 
as Fisk et al. (1995), Grewe and Steglich (1991), Hess et al. (1993), Lawrence and 
Mills (1991), Ott and Fisk (1987), Stewart (1984), Malterre et al. (1996), Thompson and 
Lawrence (1994). The term heavy fermion refers to materials (thus far only compounds 
with elements having an unfilled 4f or 5f shell) whose electronic properties suggest that 
the conduction electrons have a very heavy effective mass. This is inferred from the linear 
term in the low-temperature specific heat (Cp = ]/T+ higher-order terms) which often 
has an upturn at low temperatures and suggests 1 ]/-values as large as 1500 mJ/moleK 2. 
De Haas-van Alphen measurements have confirmed the existence of heavy masses 
(Springford and Reinders 1988, Lonzarich 1988, Onuki 1993). The quadratic term in the 
resistivity and the Pauli susceptibility also indicate the existence of a mass enhancement. 
It is well established that indeed it is the f electrons that are responsible for the unusual 
properties (Grewe and Steglich 1991). 

Magnetic susceptibility measurements, X, generally yield a Curie-Weiss behavior 
at high temperatures with a well developed moment (see, for example, Thompson 
and Lawrence 1994), which would be consistent with a localized behavior of  the 
f electrons. Indeed, the f electrons appear to behave as non-interacting single impurities 
at elevated temperature, while below some characteristic temperature, usually referred 
to as the Kondo temperature or TK, the susceptibility levels off or even decreases. This 
phenomenon is interpreted as a compensation of the magnetic moment by the ligand 
conduction electrons that are believed to align anti-parallel to the f electrons to form a 
singlet state (see, for example, Grewe and Steglich 1991). At still lower temperatures 
a dramatic drop in the electrical resistivity, p, is associated with the formation of a 
coherent periodic lattice of these compensated f electrons so that the low temperature 
electronic structure can be consistently interpreted as being due to a band of very heavy 
mobile fermions. This is often referred to as the Kondo lattice or the Anderson lattice. 
The concept of a Kondo or Anderson lattice appears to date back to Lawrence et al. 
(1981), but the reader is referred also to an excellent review of theoretical approaches by 
Lee et al. (1986). 

There is, however, another school of thought that claims that the f electrons form 
well-defined Bloch states and very narrow bands at all temperatures (Zwicknagl 1992, 
Liu 1993, Sheng and Cooper 1995). While there is little quarrel with this view at low 
temperatures, conventional band theory (using the Local Density Approximation, or LDA) 
is clearly unable to explain the high-temperature properties as well as the very heavy 
mass. Renormalized band theories (Strange and Newns 1986, Zwicknagl 1992) may yet 
prove useful, especially those that incorporate physics similar to the Kondo effect and 

1 Some of the first discoveries were by Andres et al. (1975), followed by Steglich et al. (1979), Stewart et al. 
(1984), and Ottet al. (1983). 
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its temperature dependence, perturbatively (Steiner et al. 1994, Norman 1985, Norman 
et al. 1985). However, the success of the Single-Impurity Model (SIM) in explaining 
macroscopic bulk phenomena suggests a correctness, at least at some level, of  the model. 
The heart of the issue clearly then is the exact role of the f electrons in the formation of 
the heavy fermion state. In this respect the effect of the periodic lattice is non-negligible. 
The periodic Anderson model (PAM) has made headway in treating this problem and will 
be discussed in detail though other periodic models are not yet ruled out. 

As stated, the localized approach utilizes the SIM as the starting point. The assumption 
here is that even in periodic systems (i.e., ordered compounds), where an f electron exists 
within each unit cell, the f - f  overlap is so small that at high temperatures the f electrons 
can be treated as completely localized impurities in a sea of ligand conduction electrons 
having a density of  states N(E). It is the very slight residual hybridization with N(E) 
which yields the low temperature behavior as the hybridization energy exceeds kBT. 
The Guunarsson-Sch6nhammer (1985, 1986) approximate solution (we will refer to it 
as GS) of SIM calculates the particle-hole excitation spectrum and has been hailed 
as a breakthrough in the understanding of heavy fermion systems. The non-crossing 
approximation, or NCA, has in addition been able to introduce (Bickers 1987, Bickers 
et al. 1985, 1987) the effects of temperature, and has recently included (Pruschke and 
Grewe 1989) the effect of finite f - f  Coulomb repulsion, Uff, thus including the possibility 
of double occupancy of f levels. Without a doubt the GS and NCA approximations are 
the most comprehensive, as well as the most widely accepted approximations of the 
particle-hole excitation spectrum in heavy fermions, in the Kondo limit. More recently 
numerical renormalization group (NRG, Wilson 1975) and Quantum Monte-Carlo (QMC, 
Hirsch and Fye 1986) approaches have been extended to treat dynamics (Oliveira and 
Wilkins 1981, Silver et al. 1990, Jarrell and Gubernatis 1996). A universal behavior for 
the f electron DOS comes out of these approximate solutions, the core of which is the 
prediction of  scaling with TK. 

Photoelectron spectroscopy (often referred to as PES in the following sections), the 
most direct measurement of the electronic structure of a material, should in principle 
be able to shed considerable light on this matter. In general the distinction between 
a localized and a band-like state is trivially observed in band dispersion. However, 
in the case of heavy fermions such distinctions pose a serious problem since any 
dispersion of an f band within the coherent state is expected to be of the order of TK 
which is generally far below the resolution of present day apparatus. Nonetheless, PES 
measurements on heavy fermions have been abundant (for a review of some of the early 
work on polycrystals see Allen et al. 1986, Allen 1992), owing to the very specific 
predictions of the GS and NCA approximations regarding the width, position, spectral 
weight, and temperature dependence of the f-electron DOS, which lends itself readily to 
a photoemission measurement. 

Much of the past work was performed on polycrystalline samples, scraped in situ to 
expose a clean surface for PES. Further, despite the fact that the features studied were at 
least an order of magnitude narrower than the then-available experimental resolution (or 
perhaps because of it), good agreement with the GS approximation was often reported 
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(Patthey et al. 1985, 1986, 1987a,b, 1990, Malterre et al. 1992a,b, Tjeng et al. 1993, Kang 
et al. 1990b, Allen et al. 1986, Liu et al. 1992a, Weibel et al. 1993). There have since 
been considerable advances both in the quality of specimens as well as experimental 
resolution, which raise questions regarding these conclusions. Much of the past work 
on polycrystalline samples has been reported in several review articles, most notably 
by Allen et al. (1986) and Allen (1992), and it is not necessary here to review those 
efforts again, with the exception of subsequent work performed at high resolution. The 
primary focus of the present review will be on new measurements obtained on single 
crystals, cleaved or prepared in situ and measured at high resolution, which seem to 
suggest (Joyce et al. 1992a-c, 1993, 1994a,b, 1996, Joyce and Arko 1993, Arko et al. 
1993, 1994, 1996, 1997a,b, 1998, Andrews et al. 1994, 1995a,b, 1996, Blyth et al. 1992, 
1993) that agreement with the GS and NCA approximations is less than perfect, and that 
perhaps the starting models need to be modified, or that even an entirely new approach 
is called for. Of the promising new models the Periodic Anderson Model is most closely 
related to the SIM. Indeed, at high temperatures it reverts to the SIM. However, the charge 
polaron model of Liu (1997) as well as the two-electron band model of Sheng and Cooper 
(1995) cannot yet be ruled out. 

Inasmuch as the bulk of the single-crystal work was performed by our own Los Alamos 
group (Andrews et al. 1995a,b, 1996, Joyce et al. 1996), this review will draw heavily 
on those results. Moreover, since the GS and NCA approximations represent the most 
comprehensive and widely accepted treatment of heavy-fermion PES, it is only natural 
that we primarily concern ourselves with analysis of PES data in terms of these models, in 
order to thoroughly test their validity in light of the new data. We also make qualitative 
comparisons with newly developed lattice model calculations though these are not yet 
available for real systems. Perhaps an advance apology is in order for any possible lapses 
in objectivity. 

In the following sections we will first thoroughly review the theoretical aspects of SIM 
and its calculational approximations GS, NCA, as well as various screening models and 
new pairing approaches. This will be followed by a summary of NCA predictions for 
PES. We will then discuss recent calculations of the periodic Anderson model and its 
application to photoemission. Briefly we will look at the more recent published data 
on polycrystalline samples (with emphasis on high-resolution results) which suggests 
agreement with GS. We will then review the single-crystal data, both on Ce and Yb 
compounds, and test for the applicability of SIM in periodic systems. This is followed by 
a discussion of data that suggests that at least in Ce compounds the 4f states form very 
narrow, weakly temperature dependent bands, not inconsistent with the PAM. Finally we 
will also consider heavy fermions within the 5f series of elements (primarily U) and 
emphasize the similarities with and differences from the 4f series. We will see that there 
exists significant dispersion of the 5fbands in uranium compounds, and that the similarity 
to 4f systems strongly suggests a similar electronic structure in both types of materials. 
Also, please note that in most figures the x-axis is simply labeled "Binding Energy" 
although a more correct labeling would be "Energy Relative to the Fermi Energy". 
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2. Theoretical descriptions of Ce compounds 

The evolution of theoretical models has been driven by experiment. To date, the 
f component of  the one-electron addition/removal spectra of  alloys containing Ce ions, as 
well as ordered Ce compounds, are qualitatively similar. Due to the difficulty of  separating 
out the f component of  the spectrum, the only concentration dependence that has been 
identified is the linear dependence of the overall intensity. This unsatisfactory state of  
affairs has caused theorists to focus their attention primarily on single-impurity models 
that have the same qualitative features as observed in experiments. Thereby, effects that 
are present in ordered compounds have been, hitherto, largely ignored. We shall categorize 
these theories into two classes, namely Kondo models and screening models. 

2.1. Kondo models 

Kondo models are based on the single-impurity Anderson (1961) model, which describes 
an f shell that is bathed in a Fermi sea of  conduction electrons. The Hamiltonian, H,  can 
be written as the sum of three terms, 

H = Hf  + H d  +Hfd, (1) 

where H f  describes the f electron system, Hd describes the conduction electron systems 
and Hfd describes the coupling between these two systems. The Hamiltonian H f  can be 
written as 

Hf = Z Eff+fa + ~ ½Ufff+af~ f~fa '  (2a) 

where the operatorsf+a andfa ,  respectively, create and annihilate an electron of spin a in 
the f shell. The first term, proportional to El, represents the binding energy of an electron 
in the f level, and the second term represents the Coulomb repulsion between pairs of  
electrons in the f shell. The Pauli exclusion principle makes this term, proportional to 
U~, inactive when a=/3. The conduction electron states are described by Hd, as non- 
interacting conduction electrons in band states, 

Hd = Z e(k) d~, a dk,a, (2b) 
k, 

where the operators d~,,a and dk,a, respectively, create and annihilate electrons of  spin a 
in the conduction band state labeled by the Bloch wave-vector k. The quantity e(k) is the 
dispersion relation of the conduction band states. The f electron and d electron systems 
are coupled via the hybridization process, Hfa, which can be written as 

Hfd = ~ (V(k) d'~,~f a + V*(k)f+dk,a). (2c) 
k, o~ 

The first term represents a process in which an electron of spin a is taken out of  the 
f shell and placed in a conduction band state, the Hermitean conjugate represents the 
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reverse process. The hybridization term conserves the spin index a. This term, when 
treated in second-order perturbation theory yields a lifetime, or effective width of the 
f level given by A = ~ IVI2p(/~), where p(/~) is the conduction band density of states at 
the Fermi level. 

This model was first introduced by Anderson (1961) to describe the properties of 
magnetic impurities in a metal. Anderson treated the formation of the local moments by 
the Hartree-Fock approximation. For sufficiently large Uff/A,  the presence of an electron 
of spin a in the f level makes the addition of further f electron of spin/3 energetically 
unfavorable. As a result, the f component of the one electron density of states may split 
into a and/3 sub-bands, separated by an energy of the order U~-. The split density of 
states, when occupied by electrons in accordance with the Pauli principle, may lead to 
the formation of a local f moment. For f electron systems, with a fractional number nf of 
f electrons per f ion, where nf < 1, the Hartree-Fock treatment requires that IEf -/~1 < A, 
which places the lower sub-band at the Fermi level and the upper band above the Fermi 
level. For an almost integer occupation of the f level, the lower sub-band will lie at even 
lower energies and may have very little weight at the Fermi energy g. This latter regime 
is defined as the Kondo regime, in which the Hartree-Fock theory would predict well 
developed local moments, and as Schrieffer and Wolff (1966) have shown these moments 
are anti-ferromagnetically coupled, via an exchange interaction of strength J = I VI 2/Ef,  
to the spin polarization of the conduction electrons. 

The most marked modifications to the Hartree-Fock picture are required in the 
Kondo regime,/~ - Ef > 2A, as is suggested by renormalization group scaling arguments 
(Anderson 1976, Haldane 1978a,b). In these arguments one integrates out the degrees of 
freedom corresponding to the high energy excitations, at the expense of renormalizing 
parameters in a generalized Hamiltonian that describes the remaining low energy 
excitations. In the Kondo regime the antiferromagnetic coupling J scales to a strong 
coupling fixed point, as the energy cut-off is decreased to lower excitation energies. 
Physically, what happens is that J produces a bound state that, when occupied by an 
electron, produces a compensating spin polarization in the conduction electrons. At low 
temperatures the resulting complex yields a spin singlet, whereas at higher temperatures 
the bound state is ionized leading to the reappearance of the local moment. This low 
energy behavior leads to the appearance of a narrow, temperature dependent, resonance 
in the single-electron spectrum at the Fermi level. Nozi~res (1974) has shown that the low 
temperature properties can be described quite adequately by a Fermi liquid, in which the 
impurity produces a phase shift for the conduction electrons, which reaches 6o(k f )  = ~ /2  
at the Fermi energy. Confidence in the above picture has resulted from exact numerical 
renormalization group (Krishnamurthy et al. 1980a,b) and Bethe Ansatz solutions (Andrei 
et al. 1983, Tsvelick and Wiegmaun 1983, Schlottmann 1989), although these primarily 
focus on thermodynamic properties. 

The picture of a low energy, low temperature, Fermi liquid can also be obtained by 
several projection methods for minimizing the Coulomb interaction energy (Gutzwiller 
1965, Coleman 1984, Grewe and Keiter 1981). The first of these methods was developed 
by Gutzwiller (1965). These methods basically renormalize the hybridization width A by 
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a factor of  ( 1 - n f )  corresponding to the elimination of processes in which an electron 
may hop into an f shell that is already occupied. The impurity Abrikosov-Suhl or Kondo 
resonance is located near the Fermi energy g, in accordance with arguments based on 
Luttinger's theorem that loosely speaking require that the zero temperature value of the 
f density of  states at the Fermi energy is independent of the strength of Ufr. Furthermore, 
if in addition to the requirement Im 2;(co)leo_t, = 0, the above arguments may be extended 
by using the criterion of stability of  a Fermi liquid Z -I = 1 - 0/0co2?(~o)l~=~ > 1, one 
can show that the f density of  states in the vicinity of  the Fermi energy is given by 
pf(co) = pf0((o9 - ~)/Z + tz), where pf0(co) is the f density of  states evaluated with Ufr = 0. 
For systems such as Ce, in which the f band is less than half filled, the energy of 
the maximum intensity in any Kondo peak would have to be above the Fermi energy. 
Therefore, the resulting picture of the one electron spectra, in this Kondo regime, is that 
of  a filled lower sub-band below the Fermi energy, separated by an energy U~ from an 
unfilled upper sub-band, and a temperature dependent Kondo resonance located at the 
Fermi energy. The width of the Kondo resonance is related to the Kondo temperature Tk, 
where kBTk ~ A(1 - n f )  and its peak height is ~l/(~zt). 

A quantitative formulation, of  the above picture, for the photoemission spectrum of Ce 
has been developed by Gunnarsson and Sch6nhammer (1983a,b). In Ce systems, Uff is 
estimated to be of  the order of  6 to 7 eV (Herbst and Wilkins 1987), whereas the f level 
width A is expected to be of  the order less than 0.1 eV, so the local moment picture may 
apply. The limit Uff --+ oo is taken, in order to prohibit the f level being occupied by two 
or more electrons. Spin-orbit interactions usually cause the 14-fold degeneracy to split 
these states into two multiplets with degeneracy 6 and 8, respectively. The crystalline 
electric field may cause further splittings (Bickers et al. 1985, 1987) (cf. appendix A). 
The degeneracy of the lowest level is usually denoted by Nf. The quantitative formulation 
is based on the recognition (Grewe and Keiter 1981) that the contributions to the Green's 
Function can be expressed in terms of the number m of electron hole pairs, and each term 
with m electron hole pairs contributes a factor of  order (Ap) m. By rescaling F =NfA, 
the expansion can be ordered in powers of  1/Nf, and the approximation obtained by 
retaining only the first non-trivial term in the above expansion becomes exact in the limit 
N f  --+ oo, if  F is kept constant. However, for finite Nr, processes involving an arbitrary 
number of  low energy electron-hole pairs do contribute to the wave functions and can 
lead to an orthogonality catastrophe, in which the physical properties do not have simple 
relationships to those of  the bare states. 

The one-electron addition or removal spectrum can be obtained from the imaginary part 
of  the Fourier-transformed, zero-temperature, time ordered one-electron Green's function 
defined by 

i 
(3a) 

where Tw is Wick's time ordering operator, [ laUg) is the ground state, the f creation and 
annihilation operators are in the Heisenberg representation, and a indexes the degeneracy 
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of the f shell. The Fourier T r a n s f o r m  Gf(o)) can be expressed as the limit, 6 ~ 0 +, of  
the sum 

Gr~,/s(a0 = (~glf~(h~ + # + i6 -Eg +H) l f~ I~g ) 

+ (~gl f~(ho~ + # - i6 - Eg + H ) - l f a  I~g). 
(3b) 

The first term represents processes in which an electron is added to an f orbital, when 
the system is in the ground state, and the second term corresponds to the removal of  
an f electron from the systems ground state. Hence, the second term is related to the 
f component of the zero temperature photoemission spectrum, whereas the first term is 
related to the f component of the zero temperature limit inverse photoemission spectrum. 

The lowest non-trivial approximation (Gunnarsson and Schrnhammer 1983a,b) for the 
compensated spin singlet ground state (Yosida and Yoshimori 1963) ]~g)  is obtained by 
a variational procedure, by using the ansatz 

( ) - '  ckf+dk, l O), (4) 

in which I~P0) is the filled Fermi sea and Ck is a variational coefficient and 
is the normalization. [The singlet nature of this state is most apparent in SU(2), 
where + + + + = - f jk,+o)10).] The above ansatz (f+odk,+o + f odk,-o)(dk,+jk,_o)[0)  (f+Jk,-o+ + + + 
is motivated by the assumption that the compensated spin singlet ground state can be 
analytically continued to a filled Fermi sea, in the limit V(k )  = O. With this assumption, the 
constant N-2 may be identified with the wave function renormalization. The second term 
corresponds to f electron conduction hole pairs, and thus the f occupancy is related to the 
Ck'S and is given by nf = (1 - W2). The absence of other terms is due to the assumption of 
Uff -+ oc, and by the desire to minimize the number of  electron hole pairs. The variational 
coefficients ck and the energy of the ground state Eg are found from the equations 

V(k) 
Ck = (5a) 

Eg + e(k )  - Eo - E l '  

and 

Eg - Eo = ~ V(k)Ck, (5b) 
k 

where E0 is the energy of the filled Fermi sea I q~0). The pair of  equations has a solution 
given by the lowest energy solution of 

f d o  ~a~" [V(aOI2 (6) 
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which, because of the logarithmic singularity, is in turn given by Eg =E0 + E f - / / - r E b  
for the Kondo regime where ~t- Ef > NfA .  The binding energy 6Eb is a low energy scale 
related to the Kondo temperature and is given by 

. .  . {:r(Ef- ~)) 
6Eb = k B T = t w  + t~)exp~ -~-f~ , (7) 

where W is half the conduction band width. The ground state (4) can be shown 
to have a lower energy than the corresponding local moment states comprised from 
(f~ + ~ bkdka ) +  I q~0) , wherever Nf/> 2. 

The Green's function (3b) is evaluated by first inserting complete sets of states on both 
sides of the resolvent, between the f operators, and then by truncating these complete sets 
so that they lay within the variational basis set. Thus, the imaginary part of the Green's 
function can be written as 

im Gf,~(co) =122 Z CkCk, (~D0] d~,fl I/r/)Im (gm,n(ho))) (n] dk,,a ]q~0) 
k,k~;m,n 

_ 12-2 Z (~ol fa  In)Im {gm,n(hfo)} (hi f~  [q~o), 
m,/'/  

(8a) 

where the resolvent is to be evaluated in the space of states with one extra hole or electron, 
from 

gm,~(Z) = <ml (z+~-Eg+H) 1In ) . (8b) 

The first term of eq. (8a) corresponds to the photoemission spectrum, whereas the second 
term corresponds to the BIS spectrum. If the photoemission part of the resolvent (8b) is 
evaluated in the sub-space described by dk,~l~0), one obtains the expression 

1 Z i m G f a a ( e ) ) = 1 2 2 1  ~ A 

zc a ' (he) +/z --  E f )  2 '  
(9) 

which represents an approximate evaluation of the expected spectral weight function, 

12_ 2 1 NfA 
(ho +/g - El) 2 + N 2 A  2" (10) 

The width of this peak is expected to be N f A  a s  there are Nf channels available for 
filling a completely unoccupied f level. Including higher-order electron-hole pairs in the 
variational ansatz for I qtg), is expected to introduce the expected factors of A into the 
denominators of the ck's and hence yield the expected result (10). Similarly, on including 
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terms of higher order in the number of electron-hole pairs, such as f~dk,~dk,,a I~0), in 
the evaluation of the resolvent one obtains 

F 
gk,k(z) = Iz + ft + Eo - Eg 

- e ( k )  - N f  do) p(o9) (z + # + Eo + E f  - Eg - e(k)  - ~o) 

(11) 

This expression, due to the cut-off of the integral at the Fermi surface, has a pole at 
z + I 2 = e(k).  The residue at this pole is small, given by the approximate expression 

YrbEb [.1 + ~6Eb.] -1 
N f A  N f A  J = 1 - n f .  

(12) 

Close to the Fermi energy, this leads to a peak in the spectral density of the approximate 
form 

1 N f A  
,,OKondo(gO ) = ~ (1 - n f )  2 

(ho9 - (~Eb) 2" 2/, 
(13) 

The above approximate expression is valid for co < 0, but has the form of a pole above 
the Fermi energy. The maximum intensity within its region of validity is at the Fermi 
level co = 0, where 

( 1 - - ~ _ ~  ~ 2" 

,of(o)= (nf-]ef- ~!} (14) 

This should be contrasted with the asymptotic large Nf limit of the exact result, 
pf(0) = ¢~n2/NfA, which indicates that the validity of the method is restricted to nf ~ 1 
(Zhang and Lee 1983, 1984). Equation (13) represents the lowest-order term in the 
expansion of an asymmetric Lorentzian located 6Eb above the Fermi energy, of width 
(1-nf)A=JrC~Eb/Nf. This estimate of the width is based on the decay rate of an 
f electron A divided by the bound state wave function renormalization (12). The total 
integrated intensity of the peak should be Nf(1 - n f ) ,  as it corresponds to the number of 
ways of adding one felectron to t h e f  ° component of the ground state / ~g).  However, the 
integrated intensity of the occupied portion of this peak is only nf(1 -nf). Thus, at zero 
temperature, the Kondo resonance has a small integrated intensity, of the order kBTk/A,  
and for Ce compounds and alloys most of this weight should occur in the inverse 
photoemission spectrum. For Yb alloys, particle-hole symmetry would suggest that the 
weight in the Kondo resonance should occur in the photoemission side of the spectrum. 
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If  one allows for a finite value of Uff (cf. appendix B), then a n f  2 component will 
occur in the spectrum, and a generalization of the above method yields a peak in the 
unoccupied portion of the spectrum at an energy 

h~o+ # ~ Ef + Uff +6Eb. (15) 

The width of this f 2 peak is expected to be ~2A as the f 2  configuration has two decay 
channels for losing an electron. Thus, an approximate expression for the total, T = 0, 
f component of the one-electron removal/addition spectrum is given by 

p f ( ~ o )  = 
1 NfA 

~l'If {(ho)q_~_Ef)2q_N~A2} q-PKondo(O)) 

1 ( N f  - 1) 2A 
+ --nf 

Jt; { (ho) + . _ Ef  _ Uff )2 + 4A2 } 

(16) 

Gunnarsson and Sch6nhammer (1983a,b) have considered the effect that structure in the 
conduction band densities of states produces in the photoemission spectrum. They show 
that for a conduction band density of states near the lower band edge e(k)=-W, and with 
a large value of V/(W+Ef) the spectrum may exhibit a sharp f-derived peak below the 
band edge. They also consider the changes in the spectrum due to splitting the N f  fold 
degeneracy, by either spin-orbit or crystalline electric field effects. Their results show 
that the spin-orbit coupling produces a lower energy edge to the Kondo peak in the 
photoemission spectrum. 

One of the limitations of this approach is the restriction to the case of nearly integer 
f occupancy, i.e. nf ~ 1. In the mixed valent regime of the Anderson model, where 
} t - E l  <NfZl ,  the ground state energy Eg approaches E0 and the above expansion in 
powers of the number of electron-hole pairs no longer converges (Zhang and Lee 1983, 
1984). It is expected that in this mixed valent regime the Kondo peak will broaden and 
completely merge with the bare 4f peak in the photoemission spectrum. When the bare 
f level is positioned above the Fermi level Ef > ~, then there is only a single f peak with 
a width which just becomes A, corresponding to the rate for an electron to tunnel out of 
the f orbital. 

As pointed out by Bickers et al. (1985, 1987), the effects of spin-orbit coupling in 
the Kondo model are important in the interpretation of experiments. The effect of spin- 
orbit coupling and crystalline electric fields is to split the degeneracy of the Ce f orbitals 
Nf into two or more multiplets. For spin orbit coupling, this usually splits the 14 fold 
degenerate f level into two groups, the lower group corresponds to a j  = ~ multiplet, with 
energy Ef,~ and degeneracy Nf,1 = 6. The remaining states are at a higher energy Ef, u and 
corresponds to the j = 7 multiplet with degeneracy Nf, u = 8. The spin-orbit splitting is 
defined by AEs_o = Ef, u - Ef, l. 
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The breaking of the full degeneracy of the f orbital has two consequences. The first 
consequence is that the spin compensated ground state ]gtg) no longer has the same 
weighting factors for states of the lower and upper multiplets, i.e., 

]tlJg} = ~-l { l + ~ cl,kf +da,k q- ~-'~ CuJef +da,k } [~o}. (17) 

and 

6Eg = Ef, l + Eo - ~ - Eg, 

and 

5 E h  = Ef, u + E0 - # - Eh. (18b) 

Thus, for sufficiently small AEs_o, the binding energies can be found from the two 
solutions of the equation 

J i v(ro)12 
Eg,h - E 0  =Nf ,  l drop(o)) (Eg,h - E 0  + ro - Ef,1) 

IV(ro)l 2 f +Nf ,  u j drop(ro)  (Eg,h - E o  q- ro __ Ef, u) . 

The solutions may be approximated as 

bEg = (W + ~) exp Nf, IA ] [ AEs-o J ' 

, /J~(Ef, u -~)N~{(W-}-~ ,~)}  (Nf'l/Nf'u) ' 
6Eh=(W+bt)exp~, ~f, uf~ ) AE~_o 

respectively. 

(19) 

(20a) 

(20b) 

(18a) 

One expects cl,k to be larger than Cl,k, as I I/Jg} has its energy minimized if it contains 
more of the lower energy multiplet. The second consequence, is the existence of a higher 
energy spin compensated state I grh), in which the relative magnitudes of ci and cu are 
reversed. The binding energies of these two compensated states are denoted as 
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A similar analysis to that given above yields the photoemission spectrum to be given 
by 

pf(¢o) : ~ {Nf,,lC,,k[ 2 + Nf, u [Cu,kl 2 } Imgk,k(hco), (21) 

where gk,k(hco) has the form 

= [z + IJ +Eo  - E g  - e (k )  

I 

gk,k(z)  

I -  

I V(°))12 (22) 
- Nf,1 f dcop(e)) z + l J + Eo + El,1 - Eg - e (k )  - ~o 

-Nf.u f dcop(co) 'V(c°)'2 ]-' 
• z + # + Eo + E f ,  u - E g  - e(k )  - o) " 

The imaginary part of gk,k(Z) has a pole at z + t ~ = e ( k ) ,  by virtue of the singularity 
of the self-energy like factor, at e ( k ) + E g  = z + E0 +El,1. That the denominator vanishes 
exactly at this energy can be confirmed by using the definition of the ground 
state energy, and the residue at this pole is (1-nf) .  A second feature occurs near 
z + ~ ,~ e (k )  - AEs.o - BEg + ~Eh, by virtue of the second singularity of the self-energy like 
factor at e ( k ) + E g  = z  +Eo +Ef, u. This second singularity is connected with the excited 
spin compensated multiplet [ gth). 

Using only the first narrow delta function contribution from Imgk,k(Z)  at z +/~ = e(k) ,  
one finds the photoemission spectrum contains the tails of two narrow Kondo resonances, 
located at BEg and AEs-o + BEg above the Fermi level. These tails merely correspond to 
the spectrum of hole states which screened the lower and upper f multiplet configurations 
in the ground state, i.e., I Cl,k 12 and [Cu,k I 2. Roughly speaking, the photoemission process 
takes an f electron from the ground state, leaving the f level empty together with a hole in 
the conduction band which formed part of the compensating screening cloud. The f shell 
is then refilled by the hybridization process leading to another compensated singlet like 
I t/tg), but with the conduction band hole near the Fermi level. The two tails correspond 
to the two distributions of screening holes, for the lower and upper multiplets in I gtg). 
These tails, are of course, not resolvable in the photoemission spectrum, but should lead 
to a resolvable splitting of the Kondo peak in the inverse photoemission spectrum. The 
interpretation of the Kondo peaks in the BIS is much more straightforward, since they 
merely correspond to the ways of adding an f electron to t h e f  0 component of the ground 
state I~g). This leaves the system in either of the uncompensated final states, fa+l 1@0) 
or fa+u I q~0), which correspond to excitation energies of BEg, and AEs_o +BEg above 
the Fermi level. From this argument, the integrated intensities of these peaks should be 
given by (1 -nf)Nf,1 and (1 -nf)Nf, u, respectively. These intensities and peak energies are 
consistent with the calculations of the two spin-orbit split Kondo tails expected in the 
photoemission spectra. 
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A Kondo side band, should appear below the Fermi energy as a result of the second 
singularity in the denominator of g(z). This corresponds to a photoemission process in 
which the higher compensated singlet [gth) appears in the final state. This implies, that 
an intermediate state, containing only the spin compensating conduction band hole but no 
f electron, is filled by the hybridization process leading to the final state. The excitation 
energy of this process is estimated to be he0 =-AEs_o + 6Eh. For reasonably large values 
of AEs.o/rEh, the integrated intensity of this Kondo side band is estimated to be of the 
order ((Eh/rEg)(1 -n f ) ,  and has a width ~Ye(Nf,1/Nf, u)rEh. The additional factor of Nf,1 in 
the expression for the width, occurs as the process involves an intermediate state which 
decays by filling of an f hole. In addition to this broadened peak, we find a similarly 
broad peak above the Fermi level. The existence of this broad Kondo side-band has been 
previously discussed by Bickers et al. (1985, 1987). The effects of further splittings, such 
as from the crystalline electric field are discussed in appendix A. 

The effect of temperature on the above picture is non-trivial, as there exists a low 
temperature or energy scale given by TK. For temperatures significantly below TK, the 
local moment states are not expected to have an appreciable weight in the thermal 
averages, so the excited states of the system described by eq. (1) may be put into a 
one to one correspondence with the excited states of the non-interacting Fermi liquid 
[q~0) (Nozirres 1974). Thus, below TK one may expect the system to be described by 
a Fermi liquid theory, albeit with an unusual temperature dependence. Physically, the 
Kondo resonance is formed from conduction band states within 6Eb of the Fermi energy, 
so thermal smearing due to Fermi fimction broadening is expected to have a considerable 
effect when kBT ~ 8Eb. In particular, the strength of the singularity near z +/~ = e(k) in 
gk,k(z) is expected to be weakened and the presence of electrons above the Fermi surface 
will broaden the pole into a resonance. This might be expected to broaden the Kondo 
resonance and reduce its binding energy. A concomitant expectation based on eq. (13), 
is that the integrated intensity of the Kondo resonance, ~Nf (1 -  nf), ought to decrease 
with increasing temperature. However, due to the nature of the variational approach, the 
method cannot be easily generalized to include a thermal average over a large manifold 
of excited states, including the local moment states. 

In addition to the effects of spin-orbit splitting, the temperature dependence of the 
Kondo resonance has been investigated by Bickers et al. (1985, 1987) using a self- 
consistent perturbation approach. The method resums a selected set of diagrams to infinite 
order. The characteristic form of this set has led to the above approximation being 
named the non-crossing approximation (NCA) (Bickers 1987, Rasul and Hewson 1984, 
Mtiller-Hartmann 1984, Read and Newns 1983a,b). This approximation has been shown 
to lead to a correct self-consistent description of the thermodynamic properties (Rasul 
and Hewson 1984). However, the method does not yield spectral densities that satisfy the 
zero-temperature, low-frequency, self-consistency relations expected from Fermi-liquid 
descriptions (Mtiller-Hartmann 1984). Nevertheless, the above approximation does exhibit 
a Kondo resonance which has a total integrated intensity that decreases rapidly with 
increasing temperature. Most of the spectral weight of this feature has vanished at Tk, 
but the small remaining contribution does have significant effects on the thermodynamic 
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properties at temperatures above Tk. Studies of the spin-orbit split Kondo effect show that 
the intensity of the Kondo side band, below the Fermi energy, has a weaker temperature 
dependence than the intensity of the Kondo peak. Since in most cerium-based systems 
the combined effect of spin-orbit and crystalline electric fields is to produce an f-level 
scheme comprised of three low-lying doublets and a higher-energy octet, it is questionable 
whether the l/Nf expansion represents a reasonable approximation. 

Slave boson theories (Read and Newns 1983a,b, Newns and Read 1987, Coleman 1987, 
Read 1985, Doniach 1987, Houghton et al. 1988) are, in a sense, complementary to the 
NCA in that they do yield a good Fermi-liquid description of the zero-temperature state, 
but become inadequate at temperatures of the order of Tk. In these slave boson theories, 
the temperature dependence of the integrated intensity of the Kondo resonance is most 
apparent, where 1 - n f  rapidly decreases with increasing temperature and finally vanishes 
for temperatures above a critical temperature of the order of T k . At the critical temperature 
Tc ,-~ Tk/ln(Nf-1) a continuous phase transition occurs from a low-temperature Bose 
condensate to a high-temperature normal state (Read 1985, Doniach 1987, Houghton 
et al. 1988). In contrast to the NCA, above the critical temperature the local moment 
is completely decoupled from the system of conduction electrons. It has been argued 
that, for finite Nf, the effects of fluctuations will restore the broken symmetry at all finite 
temperatures, yet the vestiges of the T = 0 phase will remain apparent in the physical 
properties (Read 1985). 

Recently, QMC methods have been combined with maximum entropy methods (MEM) 
to treat the dynamics of strongly correlated systems. Hirsch and Fye (1986) developed a 
technique, derived with fermion path-integral formalism, to simulate impurities embedded 
in a non-interacting metallic host. The host is integrated out of the path integral and 
a Hubbard-Stratonovich (HS) transformation is introduced to reduce the interaction to 
integrable form at the expense of the introduction of time-dependent auxiliary HS fields. 
The remaining electronic degrees of freedom are integrated out, leaving an f-electron 
Green's function of two time-variables and the HS fields. Quantum Monte Carlo is 
then used to integrate over the HS field configurations. The technique may be used to 
estimate all one- and two-particle Green's functions of imaginary time. Various methods 
have been used to analytically continue these to real time. Pad6 approximants generally 
overfit the QMC data (they fit to the statistical noise) and produce unreliable results. 
The problem is that infinitely many spectral functions Af(o)) will reproduce the QMC 
data within the statistical error. MEM recasts the problem in statistical language so that 
Bayesian statistics may be used to define the conditional probability of the real-frequency 
spectrum A given the QMC data G,P(AIG). We choose the A which maximizes P(A]G) 
(Jarrell and Gubernatis 1996). Entropy is invoked to define a prior probability of A, P(A). 
P(A) enforces the prior knowledge that A is positive definite and normalizable. Together 
QMC plus MEM is a very accurate technique; for example, the calculated Kondo 
resistivity agrees with that of Lal~CexB6 for about three decades in temperature. 

The applicability of the single-impurity Anderson model description to concentrated 
compounds and alloys does remain the subject of much debate. It is apparent that as the 
temperature is lowered, the f moments start to induce a compensating polarization cloud 
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around the f ion. It has been speculated that at a characteristic temperature, the coherence 
temperature Tc, the compensating spin polarizations interact and become coherent. This 
has motivated the study of the two-impurity Anderson model, in which the possibility of 
at least two regimes becomes apparent (Jayaprakash et al. 1981). One regime corresponds 
to the case when the exchange interaction between the two impurity moments, mediated 
by the polarization of the conduction band, is weaker than the Kondo energy. In this 
case, one may expect that the local moments will be independently screened. In the other 
regime, where the exchange interaction is larger than the Kondo energy, one expects that 
the moments may be correlated and the resulting spin complex be subsequently screened 
by the formation of a compensating polarization cloud. Real space renormalization group 
analyses (Jones and Varma 1987, Jones et al. 1988, Rasul and Hewson 1985) of the two- 
impurity model show that these competing phenomena may both have to be treated by 
strong coupling techniques. Nozi6res (1985) has also pointed out that the formation of the 
polarization clouds may be expected to only involve the conduction electrons within kBTk 
of the Fermi energy. Thus the number of electrons forming the compensating polarization 
cloud may be expected to be of the order of kB Tkp(/2), where p(/~) is the conduction 
band density of states evaluated at the Fermi level. Since kB Tk is much less than the 
depth of the occupied portion of the conduction band density of states, this yields an 
estimate of much less than one conduction electron per f ion. Thus, the estimated number 
of electrons in the polarization cloud is less than the number of f moments to be screened, 
so an alternative description, other than the single-impurity description, may have to be 
utilized for concentrated compounds. 

As outlined above, the physics associated with the Kondo model can be ascribed to the 
local moment inducing a compensating spin polarization cloud in the gas of conduction 
electrons, at low temperatures. The models considered in the next section are categorized 
as screening models, in which considerations of electrical charge neutrality in the unit 
cell are brought into play. 

3. Screening models 

The physics behind the two screening channel picture of the photoemission spectrum 
can be understood by consideration of the simplified model Hamiltonian (Mahan 1967, 
Nozi~res and DeDominicis 1969, Hewson and Riseborough 1977, Combescot and 
Nozi~res 1971, Liu and Ho 1982, 1983, Riseborough 1986), 

H = H f  + g d  + H~d, (23) 

w h e r e / I f  and Hd are the Hamiltonians describing the f shell and the conduction band 
at the f site, and have been previously described in eqs. (2a) and (2b) respectively. The 
coupling term H)d, is not given by eq. (2c), but instead is given as 

NS k, k' 
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which represents the Coulomb interaction between the electrons in the conduction band 
and the excess charge in the f shell. The Coulomb interaction is assumed to be screened 
so that it is highly local. This is consistent with the estimates of  Norman et al. (1984, 
1985) and Freeman et al. (1987), who show that the full relaxation shifts associated with 
the conduction band screening are of  the order of  7 eV More realistic descriptions of  the 
cerium pnictides have been provided by cluster super cell electronic structure calculations 
(Norman et al. 1984, 1985, Freeman et al. 1987). 

The f electron number operators f +  and f ~  commute with the above Hamiltonian, 
and therefore correspond to good quantum numbers. As shown by Hewson and 
Riseborough (1977), the above Hamiltonian can be exactly diagonalized in the sub-spaces 
corresponding to the different f quantum numbers. For the ground state of  Ce, where it 
is assumed that nf ~ 1, the conduction band density of  states per atom is simply given 
by p(co). However, in the presence of an f hole, the local conduction band density of  
states becomes distorted to p(co)+ Ap(co), where 

Ap(co) = O1Oge[1 - UfdF(co)], = f dw'  P(CO') F(CO) (25a,b) 
J (co-  co')' 

This expression represents the shift in the conduction electron states, so as to screen the 
f hole. It is important to note that, for sufficiently large values of  Ufd, a bound state may 
split off from the bottom of the conduction band, co = - W .  This occurs whenever 

1 (26) 
Ufd~> F--~-~ o)=_~ / , 

which strongly depends on the variation of the conduction band density of states p(co) 
at the lower band edge, co = - W .  The value of Ufd can be fixed by requiring that, in the 
presence of an f hole, the distortion of the density of  states satisfies the Friedel sum rule. 
I f  the above criterion on Ufd is satisfied, the resulting bound state has an energy EB that 
is given by 

l - Ufd F(EB) = O. (27) 

Similar physics applies for the addition of an f electron, as may occur in BIS experiments, 
however, in that case the bound state represents an anti-screening channel, which splits 
off from the top of the conduction band. The presence of the bound state depends on the 
variation of the density of  states p(co) at the upper band edge. Since, in general, one does 
not expect that the conduction band density of  states will have particle hole symmetry, 
the existence of two peaks in the photoemission spectrum does not ensure the existence 
of the two peaks in the unoccupied portion of the spectnun at excitation energies of  the 
order of  Ef + Uf~. 
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The f component of the photoemission spectrum is given by the occupied portion of 
the f one electron density of states. This can be expressed, directly, in terms of the above 
eigenvalues and eigenstates as 

1 
-- Im Gff ((9) = Z 6(w + Eg - Eexc) [( I/Jgl IiUex c)12 (27) 
yg 

where ~g  and I/Uex c are  the anti-symmetrized wave functions of the conduction electrons 
in the ground state and the excited final states, respectively. The energy of the ground 
state is given by the usual expression for non-interacting electrons, 

Eg = Ef + Ns J do.) cop(a))f(co); nf = 1, (28a) 

where f(~o) is the Fermi function. The energies of the excited states are given by the 
expression 

Ns / d o  [p(a)) + Ap(w)] co n(co); nf = 0, (28b) Eexc 

where n(a)) represents a non-equilibrium distribution function for the electrons. The 
distribution function is subject to the usual restriction 

f dco [p(a)) + Ap(fo)] n(a)) - Nel. (28c) 
Ns 

In general, the spectrum cannot be evaluated analytically, and has to be evaluated 
numerically. However, certain features of the spectrum may be obtained analytically (Liu 
and Ho 1982, 1983, Riseborough 1986). 

Two distinct features in the photoemission spectra may occur, when Ufa is sufficiently 
large to produce a bound state. The well screened channel corresponds to processes 
in which the bound state is occupied in the final state, and the less well screened 
peak occurs when the bound state remains unoccupied. It is assumed that the Coulomb 
interaction between the d electrons, Udd, is sufficiently large that it will prevent more than 
one electron from occupying the bound state in the final excited states. The threshold 
energy corresponds to final excited states in which the lowest electronic states within 
the conduction band continuum are completely occupied, in accordance with the Pauli- 
exclusion principle. Above the threshold energies, the spectrum corresponds to excited 
states with arbitrary number of electron-hole pairs in the continuum. The characteristic 
energy dependence of the intensity, near threshold, has been studied by Combescot and 
Nozi~res (1971). The separation AE of the two threshold energies is simply given by the 
energy required to take an electron in the bound state and place it at the Fermi level, i.e. 

AE = # - EB. (29) 

The relative integrated intensity of the two features is simply given by the ratio of the 
probability that an electron present in the initial state occupies the bound state, to the 
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probability that the bound state is unoccupied in the final state. The relative integrated 
intensity of  the well screened channel is simply controlled by the ratio I1/(II + / 2 ) ,  where 

o f dcof(co)f( )_, 11+12=0 / p(CO) I I  = ~ /zB - cO ~ do) EB - co" (30) 

The essential parameters of  the model are Ufd/W and the occupied width of the 
f band, ~t + W. The latter can be estimated directly from the off-resonance valence band 
photoemission spectra, which have been measured by Lang et al. (1981). This yields a 
rough estimate of  the energy separation of the two peaks to be 2 to 3 eV. 

In the above simplified picture, the position of the bare f level relative to the Fermi level 
is not subject to any restrictions. For Ce compounds and alloys, Ef may be fixed by 
consideration of the observed valence, so that the f density of  states is expected to 
cm across the Fermi energy. This does indicate that the effects of the hybridization 
with the conduction band should also be included, in any more realistic model of  
Ce systems. However, the model should be equally applicable to other light rare earths 
as both experiment and band structure calculations show that the width and filling of 
the rare earth conduction band is roughly similar all across the lanthanide row. Also, 
from considerations of  charge neutrality, the value of Ufd is expected to be only slowly 
varying across the row. Hence the observation of similar satellite structures in Pr and Nd 
compounds may be taken to be an affirmation of the above pictures. 

These model calculations do ignore or simplify many of the features crucial to a 
complete understanding of the process, including the range of the Coulomb screening 
interaction, the spatial and angular momentum character of  the resulting bound state. 
Presumably, complete screening would also involve balancing the higher-order Coulomb 
multi-pole moments of  the f hole by equal and opposite multi-pole moments in the 
conduction band, as is suggested by the work of Rusic et al. (1983). These questions 
may be resolved by examination of  ab-initio electronic structure calculations. 

Norman et al. (1984, 1985) and Freeman et al. (1987) have performed super cell cluster 
calculations of the excited states of  ordered Ce compounds, using the local density func- 
tional method. This technique is used to calculate the energy of meta-stable excitations, 
using the method developed by Kohn and Sham to yield the ground state electronic 
density and energy. These electronic structure calculations are performed by restricting the 
f occupation on all sites to be integer-valent with atomic wave functions, and to contain 
one less f electron on one site, representing the final state of the photoemission process. 
The conduction band electron density is calculated self-consistently, but excluding any 
l = 3 components at that site, and the results indicate the existence of an excited state 
of  Ce pnictides at an energy 2.5 eV below the Fermi energy, in agreement with the 
expectations based on the simple model calculations. The peak at the Fermi energy is 
attributed to the screening process in which an l = 3 component in the conduction band 
states is filled. Clearly, this interpretation does imply that the many features seen in the 
calculated f band structures should also show up in the photoemission spectrum. 

The above calculations neither have explicit spin correlations between the local 
f moment and the conduction band polarization, nor do they exhibit unusual temperature 
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dependencies, in contrast to the Kondo model. However, the Kondo effect does play 
a crucial role in the description of the thermodynamic properties of dilute Ce alloys. 
This curious state of  affairs may be reconciled, if one notes that both the hybridization 
and screening terms should be included in the description of Ce (Nunez-Regueiro and 
Avignon 1985, Liu 1988). Renormalization group calculations (Alascio et al. 1986) 
on this generalized Hamiltonian have shown that the low-energy and low-temperature 
thermodynamic properties are governed by a fixed point described by an effective 
Anderson impurity model. This still requires the existence of a Kondo peak in the one- 
electron spectrum, but the integrated intensity associated with the Kondo peak is at most 
of  the order of  kB Tk/A, and may be unobservable in comparison with the higher-energy 
features. Although the effects of  a crystalline array of f ions has not been calculated, one 
may expect that the periodicity will almost certainly have some effect on the low-energy 
spectrum which should be most apparent in angle resolved spectra. 

4. Theoretical descriptions of uranium systems 

Whereas most cerium systems show joint photoemission/inverse photoemission spectra 
with distinct separated structures that can be identified with the upper and lower split 
Hubbard bands, the same is not true for most uranium compounds. The uranium systems, 
with the exceptions of  the uranium oxides and UPd3, all show a single f peak that cuts 
right across the Fermi level. This may be interpreted as indicating that the strength of 
the effective Coulomb interaction Uff is smaller than the f band width A, and in the 
spirit of  the Hartree-Fock approximation can be considered as a band of non-interacting 
f electrons. The f bands are found to be quite comparable to those derived from LDA 
electronic structure calculations (Boring et al. 1985a,b, Albers et al. 1985, Koelling et al. 
1985). In these calculations, the f band widths are found to be dominated by indirect 
hybridization process, although in the materials with small inter-uranium spacings the 
direct 5f-5f  overlap is found to be quite considerable. 

Despite the qualitative agreement, there appear to be discrepancies and additional 
structures that do not seem to be attributable to contaminants or surface shifts. These 
anomalous features become more prominent for the systems that are expected to have the 
narrowest f bands and are most extreme for the heavy fermion class of uranium systems. 
In view of the large value of the underlying non-interacting f band width A, it therefore 
seems reasonable to assume that the effect of  Coulomb interactions may be introduced via 
perturbation theory. Thus, within the formalism of the Anderson impurity model, or even 
the Hubbard model, the spectra bear resemblance to a Lorentzian band of width A ~ 2 eV, 
and since the 14-fold degenerate fband is expected to contain only 2 or 3 electrons, most 
of the spectral weight is located above the Fermi level #. 

Encouraged by the correct description of the thermodynamic properties, of  the 
electron-hole symmetric Anderson impurity model (Horvatic and Zlatic 1985, Okada 
et al. 1987), by straightforward perturbation theory in Ufr, several groups have examined 
the spectral density of  the Anderson lattice model using second-order perturbation theory 
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1 (Czycholl 1986). For the electron-hole symmetric case, which occurs when g - E f  = ~Ufr, 
the spectrum starts to show peaked structures at both the upper and lower band edges 
for sufficiently large values of Uf~. This may be regarded as being a precursor of the 
Hubbard band splitting. Furthermore, the remaining peak in the f spectral density at the 
Fermi level shows a temperature dependent suppression reminiscent of that discussed 
in the Kondo models of cerium. However, it should be stressed that this temperature 
dependence is not a signature of the Kondo effect but it is a more general feature expected 
of correlated electronic systems, which have a Fermi-liquid description at low energies 
and temperatures. 

Within second-order perturbation theory, the structures at he)= 4-1Ufr can be related 
to the large energy limiting form of the second-order result for the self-energy 2J(k,o)), 

~:~(k, o)) - 2 1 f - U~fNs Z do '  G°(k - q, o) - co')Ns 1 

x Z / do)" G°(k ' + q, o)' + o)")G°(k ', co"), 

(31) 

where G°(k,o)) is the unperturbed f component of the one-electron Green's function. This 
has a large o) limiting form, represented by the approximate expression 

Z(k, o)) ~ ( N f -  1)U~f n f ( l ~  - n f ) ,  
ho) -  Ef 

(32) 

which for Nf = 2 and large Ufr yields two poles in the Green's function, representing 
the upper and lower Hubbard peaks split Uff apart. However, the peak positions do not 
agree with those expected from simple considerations when Nf > 2. Furthermore, both the 
discrepancy with exact Bethe Ansatz results for the thermodynamics and with the form 
of the experimental spectra are heightened when the bare f level is positioned above the 
Fermi energy. 

Steiner et al. (1991) have gone beyond this by performing second-order perturbation 
theory using a Hartree-Fock band structure calculation to provide the set of basis states. 
That is, the unperturbed Green's function G°(k,o)) in eq. (24) is replaced by the expression 
for the Green's function evaluated in the Hartree-Fock approximation, GHF(k,O)). For the 
Anderson impurity model, the Hartree-Fock approximation not only leads to a shift in 
the Fermi energy, as in the paramagnetic phase of the Hubbard model, but also has a 
relative shift between the energy of the f level and the centroid of the conduction band. 
Similar types of calculations have been performed by Sarma et al. (1986), in which the 
electronic structure calculated within LDA was used as the set of basis states instead of 
the states given by the Hartree-Fock approximation. However, Sarma et al. also used 
a simplifying assumption in order to calculate the summations over k, which appear 
in the expression for the self energy. This assumption amounts to assuming that the 
electronic self energy only involves scattering processes that occur on a single ion. This 
approximation was first introduced by Friedel and Sayers (1977) and has been applied to 
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the description of nickel compounds by Treglia et al. (1980, 1982). Recently, this local 
approximation has been found to be exact (Metzner and Wohlhardt 1989) in the limit of 
large spatial dimensionality d. Furthermore, expansion in powers of 1/d shows that the 
local approximation gives reasonable results for d = 3. 

For large values of Uff/A it seems desirable to have a fully self-consistent theory. 
Schweitzer and Czycholl (1989a,b) have performed such a self-consistent second-order 
perturbation theory calculation. That is, the propagators G°(k,oe) in the expression for 
2J(k,oe) are replaced by the expressions G(k,oe) which contain the approximate expression 
for the self-energy 2J(k,oe). This self-consistency process has the effect of altering the 
spectra by pulling the Hubbard split peaks to energies closer to the Fermi level. Thus, for 
single-particle properties, these results seem to be less accurate than those produced by 
site-excluded approaches (Horvatic and Zlatic 1985). 

An alternate scheme of resumming perturbation theory in Uff is given by calculating 
the self-energy in the Random Phase Approximation (Rivier et al. 1974, Kim and 
Riseborough 1990, Zlatic et al. 1986). Here it is recognized that the expression 

X(°)(q, 60) = Ns 1 ~ f doe' G(k + q, 09 + oe') G(k, oe') (33) 

is recognized as being the Hartree-Fock expression for the frequency dependent 
susceptibility of the f electrons. For a separable interaction, the Random Phase 
Approximation for the longitudinal susceptibility results in the expression 

)(0)(q, oe) 
X(q, to) = [1 - Uffx(°)(q, 6o)][1 + (Nf - 1)X(°)(q, oe)]' (34) 

which shows an enhancement at low frequencies, due to the presence of the factor 
[1 - Uf~ X(°)(q,oe)] in the denominator. The low-frequency, q ---, 0, limit ofx(°)(q,oe) yields 
the f electron density of states per 5f ion, pf(~t). In the Hartree-Fock approximation, the 
system is stable against the formation of a magnetic state with periodicity q, whenever the 
Stoner-Wohlfarth criterion, 1 > Uff Z(°)(q,0), is satisfied. The large value of the dynamic 
susceptibility at low frequencies can be interpreted as indicating the presence of long 
lived, large-amplitude collective spin fluctuation modes. The second factor represents the 
coupling of spin and charge fluctuations due to the Pauli-exclusion principle. The second 
factor in the denominator leads to the existence of damped high-frequency plasmon 
excitations, due to the vanishing of the real part of [1 + Uff X(°)(q,oe)]. The characteristic 
energy scale for these excitations, hoe, has a lower bound placed on it by A, since the 
response X(°)(q,oe) only changes sign for energies of the order of the f band width. The 
damping of these plasmon-like charge fluctuation modes is caused by the non-vanishing 
of the imaginary part. Due to the coupling of these boson modes, the self-energy can 
show a rapid energy variation at low frequencies, which leads to a narrow quasi-particle 
peak near the Fermi energy. The satellites at the upper and lower f band edges can be 
interpreted as being due to the emission or absorption of the damped plasmon excitations 
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(Zlatic et al. 1986). Clearly, the peak at the Fermi level sharpens as the ground state of 
the system approaches a magnetic instability. To date, there has been little work directed 
at performing RPA in a self-consistent manner, for the Anderson lattice. 

The above physical picture does offer the hope that a consistent physical picture of 
the uranium systems may be found, starting from the point of view that the electronic 
structure is that of a relatively narrow f band pressing up close to the Fermi energy, and 
that the presence of satellite structures are the precursors of the Hubbard band splitting, 
due to considerations of screening of the f electron charge. 

Other groups have started with the other extreme, and have generalized the infinite Uff 
approach to the uranium systems. In these approaches, one projects out all the 
configurations except f 2  and f 3, using a variation on the slave boson methods (Nunes 
et al. 1985, 1986, Rasul and Harrington 1987, Evans et al. 1989). It is found that these 
methods are able to account for large enhancements in certain thermodynamic properties, 
however the spectra still retain marked separations between features in the unoccupied and 
occupied 5f density of states. 

5. Pairing model 
Sheng and Cooper (1995) took an alternative approach to the heavy fermion materials. 
The model which they use is based on the Anderson lattice, however, the on-site couplings 
play a crucial role. The most novel aspect of their model is the detailed recognition of 
how the non-spherical crystalline environment causes hybridization between the on site 
f electrons and ligand electrons centered off site. Their approach to the model is to first 
diagonalize the local parts of the Hamiltonian. For Ce based heavy fermion systems this 
is done in the space of local two particle states, supplemented with the trivial vacuum 
state 10). The periodic nature of the lattice is then re-introduced by treating the localized 
two electron states as forming composite particles. 

The two particle basis states that are used to diagonalize the local parts of the 
interaction, are composed of the non-degenerate two ligand (s i.e., the l = 0 tail of  the 
conduction electron wavefunctions on the neighboring sites) electron states l e): 

le) = sTs T It) (35) 
and the highly degenerate set of states composed from one spin orbit coupled ]-~'- 5 
f electron and one ligand electron. These states are specified as eigenstates of the total 
angular momentum ]j, At): 

[3, At) = 6-1/2[(3 . ,1/2;+ 1/2 + + ~Z) Jtl+ 1/2S+$ q- (3  , (36) _ + At) ~c#_ 1/2ST] 10) 
12, At) = 6 i /2[(3  , ,1/2f+ s + (3 ,1/2~+ +1 -~ )  ]~+1/2 ; -  -At) J~ 1/2sT]lO), (37) 

where the j  = ~ states of the spin-orbit coupled f electrons are created by the operators 

I ~ i/2 .+  \ 1/2 ~+ "] 
f ;  = 7-,/2 (7 + v) ]v+1/2,+- (7_ v) ]v I/2.TJ- (38) 

The on-site Coulomb interaction between the f electrons Uff is assumed to be infinite, so 
the manifold of multiply occupied f states can be neglected. 
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These basis states are mixed by the non-spherical hybridization potential V~, and the 
12-fold degeneracy due to the angular momentum of the electrons is partially lifted by 
an on-site Coulomb exchange, J ,  between the f electron and the ligand electron. The 
net result of  the diagonalization of the local interactions is one singlet state and a set 
of  magnetic states. The singlet state, I q~0), can be interpreted as resulting from the 
hybridization with two ligand electron singlet. Using this starting point, the hybridization 
process serves to select a singlet state out of  the degenerate manifold of states containing 
both f and ligand electrons: 

(39) 

This strong hybridization results in an energy lowering of the singlet state, by an amount 
proportional to AE, where 

61vI  2 
- - .  (40) AE ~ Ef - es 

The hybridization does not lift the degeneracy of the manifold of  magnetic states. 
Depending on the relative strength of AE to J ,  either the localized singlet state or the 
magnetic states can be stabilized. 

The effect of  inter-site hopping is then introduced into the system. The manifold of  
basis states are limited to those in which the local correlations have been diagonalized. 
The wave functions for the composite particles then obey Bloch's theorem, which results 
in the formation of a dispersion relation consisting of two bands for the quasi-bosons: 
the first band describes spinless quasi-boson excitations, the second band describes 
the magnetic quasi-bosons. Although these composite particles are bosons in that they 
commute on different sites, they nevertheless have local occupation numbers which are 
Fermi-Dirac like. 

This approach does at first sight seem limited to cerium systems, because the two body 
correlations coincide with the dominance of the nf = 0 and nf = 1 configurations which 
involve precisely two electrons. However, this can be extended to uranium as indicated 
by preliminary calculations by Cooper, Lin and Sheng (unpublished). These calculations 
show that the essential features of  the above description are preserved if the mixing occurs 
between the nf = 1 and nf =2 configurations which involve three electrons. 

6. GS and NCA predictions for PES 

6.1. The predicted spectrum 

A graphic representation of the predictions of GS and NCA is perhaps most useful to the 
reader even though the theory is fully discussed in sect. 2.1. An unbroadened calculated 
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Fig. 1. (a) Particle-hole excitation spectnma calculated for T = 11 K using NCA code provided by D.L. Cox. 
Parameters approximately correspond to those expected for CeSi2, namely: T K = 37 K; W = 5 eV (Lorentzian); 
F=0.1439; Aso =280meV; ef =-2.4eV; ACF 1 =--25 meV; AcF 2 =--48 eV; Ue =7 eV Co) Blow-up of near-E F 
region. Dark line corresponds to convolution of spectrum with a T = 0 K Fermi function. (c) Calculated PES 

spectrum at T = 0 K using three different instrument resolutions. 

spectrum is shown in fig. l a  (code provided by D.L. Cox) for a typical heavy fermion 
material  having a TK of  35 K, a model  (flat) conduction band 5 eV wide, crystal field 
levels at - 2 5  and - 4 8  meV, Uff of  7 eV, and a bare f level posit ioned at ef ~ - 2 . 3  eV. 
These parameters approximately correspond to those o f  the heavy fermion compound 
CeSi2 which has been heavily reported in the literature (Patthey et al. 1986, Joyce et al. 
1992c, Takahashi et al. 1994, Malterre et al. 1992a,b). It should be stressed that within the 
SIM the 4f  DOS in fig. l a  is obtained by averaging the hybridization over all conduction 
electron states, so that dispersion is precluded. To be more precise, we are not actually 
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dealing with a 4f DOS at the Fermi energy but rather only the response of the system to 
a core hole. We will nevertheless refer to the intensity at the Fermi energy as the 4f DOS. 
This was nicely explained for the experimentalist by Hfifner (1986) and Hfifner and 
Schlapbach (1986). In any case it is argued that NCA yields an excellent representation 
of the 4f DOS at high temperatures, while at low temperatures (far below TK where a 
Kondo lattice model is more appropriate) any dispersion in the coherent state is in any 
case smaller than kBTK and thus negligible. The essential predictions of SIM (i.e., the 
scaling of 4f spectral features with TK) are of necessity retained at all temperatures. 

Although Ce contains only one f electron, the GS theory (Gunnarsson and Sch6n- 
hammer 1985, 1986) as well as NCA (Bickers et al. 1985, 1987) predict at least three 
features in a PES spectrum (occupied states) and at least two features in a BIS spectrum 
(remaining 13 empty states). In fig. la the occupied features are labeled as the f 0  or 
"main" peak which represents the primary f 1 to f 0 excitation, while the f l portion of the 
spectrum consists of the narrow 4f5/2 feature (called the Kondo resonance, KR) located at 
kBTK above EF with only a small occupied tail extending below EF (see fig. lb), as well 
as a spin-orbit split sideband (the 4f7/2 feature) located at Aso-kBTso below the KR. 
(Here Aso is the spin-orbit splitting while Tso is an effective Kondo temperature for the 
sideband, usually about an order of magnitude larger than TK). Above the Fermi energy 
we have the bulk of the KR at -kBTI~, an equally intense spin-orbit sideband at +Aso, as 
well as a b roadf  2 feature (not shown) corresponding to double f occupancy at finite Uff, 
and situated at U~- above the occupiedf  ° peak. The KR may additionally be split into 
crystal field levels situated at Acv relative to TK, which have their own effective Kondo 
temperature, Tcv, and which may actually carry more spectral weight than the KR. These 
are shown in the expanded view in fig. lb. 

Because of particle-hole symmetry, the PES spectrum for Yb heavy fermions, where 
one has only one fhole ( f  13 v s f  14) rather than one f electron, can be obtained from fig. la 
simply by applying mirror symmetry about the Fermi energy (Bickers et al. 1987). Thus 
in Yb heavy fermions the bulk of the KR is predicted to be occupied, which makes them 
ideal candidates for studying spectral weights, widths, and temperature dependencies. 

From Bickers et al. (1987) we note several important points regarding fig. la: 
(1) The width of t h e f  ° peak varies with the hybridization F (width = 28A when using 
a model DOS; but see below), and has a spectral weight of about one electron (i.e., 
~nf). (2) The width of the KR is ~kBTK, while its total spectral weight (including the 
unoccupied portion) scales with TK approximately as :rTK/F. (3) The position of the 
SO sideband varies as Aso -  kBTso so that for increasing TK it shifts closer to E~ as 
Tso also increases along with TK. Thus most of the spectral features at EF increase 
with TK (the sidebands, of course, scale directly with Tso and TCF) and readily lend 
themselves to measurement in PES. 

The existence of crystal field levels yields additional features near the Fermi energy. 
For the spectrum of fig. la two crystal field levels have been introduced (at -24 meV and 
-48 meV) to approximately correspond to those reported for CeSi2 in neutron diffraction 
measurements (Galera et al. 1989). A blowup of the near-EF region is shown in fig. lb 
with the crystal field levels delineated. Note that on the occupied portion of the spectrum 
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these levels are relatively weak and in fact do not account for the bulk of the occupied 
spectral weight. Although crystal field levels have never been unambiguously observed 
in a PES measurement, their theoretical spectral weight cannot always be assumed to be 
small (it depends on the parameters), particularly in Yb compounds. 

In an actual PES measurement the spectrum in fig. la  would be convoluted with a 
Fermi function to yield only the occupied states, as well as broadened by instrument 
resolution. The dark lined spectrum in fig. lb corresponds to a convolution with a 
T = 0 K  Fermi function. In fig. lc this T = 0 K  spectrum has been further broadened 
with a 20meV Gaussian to match the stated resolution of  Patthey et al. (1987a) as 
well as with an 80meV Gaussian to match the best resolution of a measurement at 
resonance (by = 120 eV). This then is the expected shape of a typical Ce heavy fermion 
PES specmun, while a typical Yb spectrum would mimic the unoccupied states of  fig. la 
broadened by instrument resolution. 

6.2. Temperature dependence 

Besides the scaling with TK, a major prediction of SIM and its extensions (in particular, 
NCA) is the temperature dependence of the KR. Figure 2 is taken from Bickers et al. 
(1987) and shows a typical temperature dependence of the KR in terms of the Kondo 
temperature, denoted as To in the figure. The quantity D refers to the conduction 
bandwidth. Note that substantial temperature dependence already exists at 0.23TK, while 
at 29TK all t h e f  1 spectral features have been renormalized to nearly zero. A real spectrum 
at temperatures comparable to TK may be complicated somewhat by the existence of 
possible crystal field (or CF) levels where TK < TcF <Tso.  Nonetheless, at 29TK it 
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Fig. 2. Universal expected temperature 
dependence of the KR and its sidebands 
(crystal fields not included) from Bickers 
et al. (1987). 
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is clear that all f l states should renormalize to near zero. This will be of  particular 
importance when later considering the T = 80 K spectrum of Y b A u C u 4 ,  a material which 
has been considered as the quintessential trivalent compound (Kang et al. 1990a). 

6.3. Crystal fields and finite Uy 

Effects of  CF levels and finite Uff have been singled out as complicating the PES spectra 
of  heavy fermions (Allen et al. 1986, Allen 1992). In particular, because of their larger 
effective Kondo temperature, CF levels may result in a lack of scaling with TK. Hfifner 
(1992) views these as single particle states, although that argument cannot not hold for 
large-TK materials such as CeBel3 where the width of the KR is broader than any CF 
states. Likewise, it is possible that spectral weight from the very broad f 2  states at 
finite Uff may spill over into the occupied portion of the spectrum and strongly affect the 
scaling. Joyce and Arko (1993) have shown however that while CF states indeed add extra 
weight (though not much, as shown in fig. lb), the scaling with TK remains dominant 
within GS theory, as shown in fig. 3b. Here the CF states were positioned at -60  and 
-80  meV, somewhat higher than usually observed in order to more clearly demonstrate 
the residual scaling effect of  both the CF states and the KR. The calculated spectra have 
been convoluted with a 20 K Fermi function as well as a 20 meV Gaussian instrument 
broadening. Clearly the GS model predicts the f 1 intensity to scale with Tx even in the 
presence of CF states. The intensity of  the CF states themselves scales with Tcv which 
in turn is dependent on TK. 

CeSi2 - Data of Patthey et al. tdD~ 

ACF1 = 25 mev ~ ~ t  
. ' - ~  Ac,2= 48 meV Z J~ . . ,e  ../' 
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Fig. 3. GS calculations to show lack of effect 
due to finite Ufr and crystal field levels, from 
Joyce and Arko (1993). (a) Near-E~ spec- 
trum calculated using Ua-=7eV, TK=37K,  
Aso=280meV, eF=-2.0eV, W=5 .0eV (flat), 
/" = 0.0877 eV, CF's as labeled in the figure. For 
U ~ = ~ ,  it was necessary to use F = 0 . 1 2 e V  
and ef = - 2 . 4 e V  in order to maintain TK at 
37K. Calculated spectra were broadened by 
20meV to match the stated resolution of 
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calculated spectra. (b) GS calculated spectra 
with CF's as labeled in the figure, artificially 
placed for better viewing. Parameters as 
shown. /" was adjusted to obtain the TK's 
shown. Note that scaling with T K is maintained 
in the presence of  CF's. 
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The effect (or lack thereof) of the finite Ufr is demonstrated in fig. 3a. Here Joyce and 
Arko (1993) have shown that while indeed a finite Uff will draw spectral weight from the 
f 2  levels into the occupied portion of the spectrum, its net effect is merely to increase 
all intensities without changing the overall shape of the spectra, thus keeping all relative 
weights unaffected. In this figure the TK was kept constant for the two values of Uff 
by varying the hybridization F, while the spectra were normalized at t h e f  ° maximum. 
Keeping TK constant is important, otherwise a comparison of intensities is meaningless. 
The lack of an effect is not surprising since spillover of the very b r o a d f  2 states into 
the occupied portion of the spectrum should resemble the extreme end of the tail of a 
Gaussian which cannot affect t h e f  1 features much more than t h e f  0 peak. The important 
result is that within GS the finite Uff will again not affect the scaling with TK. In the 
figure the data of Patthey et al. (1987a) are superimposed on the calculated spectra and 
will be discussed later in connection with the width of the KR which experimentally is 
found always to be about an order of magnitude broader than calculation. 

6.4. Lineshape o f f  ° peak 

The lineshape of t h e f  0 peak is in principle dependent on the exact shape of the conduction 
electron DOS as well as an energy dependent hybridization. Patthey et al. (1990) 
have extensively discussed this problem in their excellent paper. They demonstrated the 
differences in f ° lineshape and linewidth obtained when using an elliptical DOS with a 
sharp cut-offvs a smoother Lorentzian lineshape. This is summarized in fig. 4 for the two 
model DOS at different hybridization strengths. The peaking o f f  ° occurs at the bottom 
of the elliptical conduction band. Kang et al. (1990b) calculated the GS spectrum for 
CeCu2Si2 using a full LDA-derived conduction band DOS and hybridization and obtained 
reasonably good fits to the experimental spectra of Parks et al. (1984). However, a model 
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Fig. 4. Influence of the conduction band 
shape [(a) semi-elliptical, (b) Lorentzian] 
on the excitation spectra for various values 
of  hybridization strength A (or F in our 
notation). Figure is from Patthey et al. (1990). 
Note that t h e f  ° peak appears near the bottom 
of  the band. 
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DOS consisting of  a flat band having the same width as the exact DOS, and using the 
same average values for the hybridization and U~-, produced a 4f  spectrum very similar 
to that o f  Kang et al. (1990b). This is demonstrated in fig. 5 where the two calculated 
spectra are overlaid. There are small differences that could undoubtedly be overcome with 
minor adjustments of  parameters. An unbroadened spectrum for T = 0 K is also shown for 
comparison. Whether this result will hold universally remains to be seen. But what it does 
show is that the integration over all conduction DOS greatly averages out the hybridization 
effects and that it is the width W of  the conduction band which is likely the more relevant 
parameter. A sharpening of  the f 0 peak occurs at the lower band edge even when using 
a flat DOS whenever the two are degenerate in energy. W must be sufficiently large so 
that the final position o f  t h e f  ° peak lies within the band. 

The important conclusions o f  this section then are that the major predictions of  GS 
and NCA are those o f  scaling o f  4 f  features with hybridization (and hence TK) together 
with a strong temperature dependence o f  these features as the hybridization decreases 
with increasing temperature. The scaling is complicated somewhat by the exact choice o f  
parameters, but the increase in spectral weight with TK is at the very least monotonic. 

7. Quasiparticle formation and Kondo screening in the periodic Anderson model 

7.1. Introduction 

Heavy fermion materials are usually modeled by the single impurity Anderson model or 
the periodic Anderson model depending on the concentration of  the correlated f orbitals. 
Although at high temperatures the SIM captures the same physics as the lattice model, it 
cannot account for the electronic coherence at low temperatures. The periodic Anderson 
model (PAM) is believed to describe the strong correlation o f  f electrons as well as their 
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coherence at low temperatures and the interaction between the screened moments. The 
PAM is the simplest model of a periodic Kondo system with a conduction band composed 
of strongly hybridizing d orbitals, and a localized band composed of weakly hybridizing 
correlated f orbitals. The Coulomb correlation on the f orbitals suppresses the formation 
of local spin singlets, so moments form. At low temperatures, these moments are screened 
by the conduction band, suppressing spin-flip scattering so that quasiparticle formation 
may occur. However, as pointed out by Nozi~res (1985), the f-electron moments must 
compete for a limited number of conduction electronic states available for screening. Thus 
the low-temperature physics of the SIM and the PAM may be quite different. 

In this section we discuss the Kondo screening and quasiparticle formation in the PAM. 
The PAM predicts a much weaker temperature dependence for the quasiparticle or Kondo 
peak than the SIM. We also show that the Kondo peak is dispersive in the PAM, giving 
rise to heavy quasiparticle bands near the Fermi energy. Nozi+res' idea of the effective 
Hubbard model for the screening clouds (Nozibres 1985) is used to interpret this "band 
formation" and the slow evolution of the Kondo peak. This also gives insight into the 
emergence of multiple low-energy energy scales in the PAM. 

7.2. Formalism 

The PAM is studied in the high-dimensional limit mentioned in sect. 4. Since the Kondo 
effect is independent of lattice dimensionality, working in this limit will not inhibit the 
study of screening in the lattice. The PAM Hamiltonian on a Ds-dimensional hypercubic 
lattice is 

t* 
H -  2v/_ ~ Z (d~ad/° +h.c . )+  ~ (gdd]odia + Eff~afia) 

(ij)a i~ (41) 
~- r ~ " ~ ( d ] o f i  0 +h.c.)-}- Z Sff (f/fi --- 1) (/,/f/,~ i ) .  

io i 

In eq. (41), d(f)}2 destroys (creates) a d ( f )  electron with spin a on site i. The hopping 
is restricted to the nearest neighbors and scaled as t = t*/2v/Dss. Ufr is the screened on- 
site Coulomb repulsion for the localized f states and V is the hybridization between 
d and f states. This model retains the features of the impurity problem, including moment 
formation and screening, but is further complicated by the lattice effects. 

Metzner and Wohlhardt (1989) observed that the irreducible self-energy and vertex- 
functions become purely local as the coordination number of the lattice increases. As 
a consequence, the solution of an interacting lattice model in Ds = co may be mapped 
onto the solution of a local correlated impurity coupled to a self-consistently determined 
host (for reviews, see Georges et al. 1996 and Pruschke, Jarrell and Freericks 1995). 
The quantum Monte Carlo (QMC) algorithm of Hirsch and Fye (1986) is employed to 
solve the remaining impurity problem and the imaginary time local Green's functions are 
calculated. Finally the maximum entropy method (Jarrell and Gubernatis 1996) is used 
to find the f and d density of states and the self-energy. 
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7.3. Results 

The PAM was simulated for a wide variety of  fillings and parameters. Results are 
presented here for Uff = 1.5, V=0.6, and Uff =2.0, V=0.5 (measured in units oft* which 
is considered to be a few electronvolts, the typical bandwidth of conduction electrons in 
metals). In order to model the Ce-based Kondo lattice materials, the correlated f-band is 
placed below the Fermi level (so nf ~ 1) and the conduction band filling is adjusted by 
varying the Fermi level. Since the model is particle-hole symmetric when nf = nd = 1 it is 
only necessary to study nd < 1.0. The properties of  the model for nd> 1 may be inferred 
from these results. Thus, beginning at/3 = 1/kBT = 10, we choose ef and ed SO that nf = 1 
and nd assumes a chosen value less than unity. When the temperature is changed, ef - ed is 
kept fixed and the chemical potential varied to conserve the total number of  electrons. 
For the results presented here, the variation of nf from one is less than a few percent. 
Results from simulations of  the SIM are presented for comparison. 

7.3.1. Thermodynamics 

The thermodynamics of  the system, especially the local susceptibility, allows the study 
of the Kondo screening and identifies the relevant energy scales. The Kondo scales are 
obtained by extrapolating Ximp(T--+  0)  = l/To, where Ximp(T)  is the additional local 
susceptibility due to the introduction of the effective impurity into a host of  d electrons. 
As shown in fig. 6, at the symmetric limit (nf =nd= 1) the Kondo scale for the PAM To 
is strongly enhanced compared to T0 slM, the Kondo scale for a SIM with the same 
model parameters. This behavior has been observed before (Rice and Ueda 1986, Jarrell 
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Fig. 6. Kondo temperature vs. d-band filling for the PAM and SIAM (or SIM) when nf ~ 1 and for two different 
sets of  model parameters. 
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Fig. 7, The f-band magnetic moments for the PAM and the SIM vs. temperature for three different values of  
d-band filling when Ue; = 1.5 and V = 0 . 6 .  

1995). However, far from the symmetric limit the Kondo scale for the PAM is strongly 
suppressed. 

The main consequence of this suppression is that the temperature dependence of the 
screening in the PAM is quite different from that of the SIM. The high-temperature 
(T > T sxM) properties of the two models are similar, so that To slM is the relevant scale for 
the onset of screening in both models. This is shown in fig. 7 where the screened local 
f moments Txff for both models are plotted versus temperature. As expected from the 
impurity problem Txff displays a log-linear T dependence in some temperature interval. 
However, concomitant with the differences in the Kondo scales, the screening of the 
PAM and the SIM local moments are quite different: for most values of nd these two 
curves cannot be made to overlap by rescaling their temperature dependencies (nor is it 
possible, in the PAM case, to make the curves for different d fillings overlap by rescaling 
the temperature). Thus, unlike the SIM, the screened local moment in the PAM is not 
a universal function of temperature. At high temperatures, the screened local moments 
are identical for the PAM and the SIM, and as the temperature is lowered below T sIM 
the screening begins; however, if nd <0.8  and nf ~ 1 (rid ~ n f  = 1), the screening is 
significantly protracted (contracted) in temperature for the PAM compared to that in the 
SIM. 

7.3.2. Dynamics 
Drude weight and quasiparticle fraction. The physical relevance of To in the PAM is 
revealed by the dynamical properties of the system. For example, the Drude weight Do, 
calculated by extrapolation of the current-current correlation function (Scalapino, White 
and Zhang 1993), is shown in the inset to fig. 8. For all of  the data shown in fig. 8, 
Do is quite small and the effective electron mass (not shown) is large, mum = 1/Z >~ 15, 
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where Z is the quasiparticle renormalization factor. In the symmetric limit, where a gap 
opens in the single-particle density o f  states, we have Do = Z = 0. However, consistent with 
what is seen in the Kondo scale for the PAM, Do and Z also become small when nd is 
reduced. That is, To falls quickly as the d band is doped away from half  filling, mirroring 
the behavior o f  the Drude weight and quasiparticle fraction. Thus, in the metallic regime, 
nd ~< 0.8, To is also identified as the coherence scale o f  the PAM: the temperature below 
which a Fermi liquid begins to form. 

It is clear from the Drude weight shown in the inset to fig. 8, that the unscreened 
moments have a dramatic effect on the Fermi-liquid properties o f  the system. This may 
also be seen by examining the electronic distribution function 

/ '/(6k) = T Z (Gdd(Ek '  icon) + Gff (Ek ,  iCOn)),  

n 

where Gdd(ek,iO)n) and Gff(ek,iCon) are the fully dressed d- and f-band Green's functions 
calculated with the QMC. dn(ek)/dek is calculated by numerically evaluating the derivative 
of  the above sum. This has a peak located at the Fermi energy. The width o f  this 
peak at low temperatures (shown in fig. 8) gives an estimate of  the single-particle 
scattering rate, which must go to zero if  a Fermi-liquid is to form. This appears to happen 
when nd= 0.8, 0.6 and 0.4; however, for nd= 0.2 it is not clear whether a Fermi-liquid 
forms. When n d <  0.4, there is a protracted region in temperature o f  strong spin-flip 
scattering, beginning at T > T0 sIM, and extending down to low temperatures. However, 
due to magnetic ordering for na < 0.6, no compelling evidence for a non-Fermi-liquid 
(paramagnetic) ground state was found (Tahvildar-Zadeh et al. 1997). 

7.3.3. Densi ty  o f  states 
The densities of  states (DOS) of  the PAM have been calculated for a wide variety of  
fillings and parameters. Here the f-band DOS is presented for U~- = 1.5, V = 0.6 (measured 
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in units of  t* which is considered to be a few electronvolts, the typical bandwidth of 
conduction electrons in metals), nf ~ 1 with nd= 0.4 and To = 0.014. The symmetric limit 
of  the SIM is used for the comparison since the results for the SIM are universal and hence 
independent of  the filling. The choice of  Uff =2.75, V=0.5 is made for the SIM, which 
corresponds to To sIM = 0.05. 

Figure 9 shows the f-density of  states for the PAM and SIM near the Fermi 
energy EF =0. Both models show temperature-dependent Kondo peaks of  similar 
width -10TK, where TK is the corresponding Kondo scale. However, the rate of change 
of  the peak intensity with temperature is much smaller and the Kondo peak persists up 
to much higher temperatures in the PAM than in the SIM. This is consistent with the 
protracted behavior of  screened moments in the PAM described above (Tahvildar-Zadeh 
et al. 1997) when nd ~< 0.8 and nf ,~ 1. There is a difference in the vertical scales of  the 
two parts of  this figure: both the intensity and the spectral weight of  the Kondo peak are 
larger in the PAM than in the SlM although the hybridization parameter V is larger for 
the PAM in this case. This shows (and we generally find) that the height of  the Kondo 
peak in the PAM does not scale like 1/V 2 as it does in the impurity models. 

The evolution of the near-Fermi surface features in the f DOS is not universal as a 
function of T/To since there is a strong dependence on rid. For example, the evolution of 



302 A.J. ARKO et al. 

1.0 

Q- 0.5 

0.0 

0.6 

o. 0.4 

0.2 

0.0 
-100 

(b) 

-50 0 

m/T o 

\ -<... 

- -  T / T o = 0 . 1 4  
....... T / T a = 0 . 4 3  

'/ - - -  T /Ta=0"87  
~/ . . . .  T / T a = I ' 7 4  

.... i 

50 1 O0 

Fig. 10. Temperature dependence of (a) the total density of states pto~((.o) and (b) the f-electron density of states 
pf(co) when Uff =2.0, V=0.5, e f=ed=0,  and To=0.23. 

both the f and total DOS of the symmetric model are shown in fig. 10. As T is lowered 
below To a gap of full width ~5T0 develops at the Fermi surface indicating the formation 
of an insulating state (consistent with the vanishing of D and Z discussed previously). 
Note that the near-Fermi surface features in the fDOS evolve very quickly as T is lowered. 
In fact, the gap almost completely develops as the temperature falls from T/To = 0.43 to 
T/To = 0.22. In other words, the evolution of the near-Fermi surface features is much 
faster in the symmetric model than in the metallic regime (rid < 0.8 and nf ~ 1). Indeed it 
is generally fotmd that the near-Fermi surface features in the f DOS develop more quickly 
as a function of T/To as na increases towards unity. In addition, in the symmetric regime, 
many of the features show scaling with T/To, including the screened local moment, the 
f DOS, and the electronic specific heat (Jarrell 1995). 

7.3.4. Band dispersion 
Figure 11 shows the momentum dependence of the f and d spectral functions for the 
PAM along the diagonal direction of the Brillouin zone (the main conclusions do not 
depend on the chosen direction) when Uf; = 1.5, V = 0.6, nf ~ 1 and nd= 0.6. In the large- 
Ds hypercubic lattice, the zone center (corner) corresponds to a very large negative 
(positive) ek. Near the zone center (lowest part of the figure) there are two apparent 
maxima, the lower one having mostly d character, the upper one mostly f character. 
The latter has a narrow Kondo-like feature but would not be seen in a photoemission 
experiment since it is located above the Fermi energy. The quasiparticle peak (Kondo 
peak) slightly below the Fermi surface starts to develop only as k moves well away from 
the zone center. Note that there is a gradual transformation of this peak from a mixed 
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Fig. 11. The PAM f and d-spectral fimctions 
for different values of the momentum vector k 
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f - d  character  at ek = 0 to an a lmost  entirely f character  at and above ek = 1.23. In addi t ion 

to these nar row peaks the data show a small  and broad non-dispers ive  peak  near  ~o = - 0 . 8  

which  has mos t ly  f character. This  is a r e m n a n t  o f  the lower mthybr idized f level,  though 

the peak  corresponding  to the upper  f level  for these mode l  parameters  has not  been  

reso lved  (this peak  can be reso lved  i f  a larger value  for U f f / V  2 is used). 

This si tuation is clarif ied in fig. 12. The  symbols  in this figure show the posi t ions o f  

the m a x i m a  o f  the f and d spectral funct ions versus Ek, and the solid l ine shows the 
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Fig. 12. Band structure for the PAM. The model parameters are the same as in fig. 11. However the 
features persist up to TIT  o > 10. The solid line shows the real part of the Green's fimctions poles vs. e k 
the unrenormalized band energy. The symbols show the positions of the maxima in the f and d spectral 
functions. We characterize these peaks to be of f character whenever Af (ek ,Ek )>Ad(ek ,Ek )  or d character 

whenever A f (ek, E k ) < A d ( ek, Ek )- 
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hybridization for the single-impurity Anderson model is shown for comparison. 

quasiparticle energy, calculated from the real part of  the pole of  the Green's functions. 
In the narrow region above the Fermi surface an almost dispersionless band is obtained. 
The imaginary parts of  these poles are very large, so they correspond to very broad peaks 
in the spectral functions which are difficult to resolve. The bands above and below this 
region correspond to well defined peaks in the spectral functions. The general features o f  
this band structure for the PAM persist up to very high temperatures (T/To > 10). 

Perhaps the most unusual feature o f  the band dispersion shown in fig. 12 is the presence 
o f  a weakly-dispersive f quasiparticle band as much as 0.3t* above the Fermi energy. 
The quasiparticle bands which form due to Kondo screening are expected to lie within 
about To of  the Fermi surface (Martin and Allen 1979). The presence o f  a screening 
band this far from the Fermi surface would seem to correspond to a significantly larger 
f -d  hybridization than that which is required to form a small Kondo scale To. To study 
this apparent inconsistency one introduces an effective hybridization strength F(co), 

/'(~o) = Im 2J(co) + 

where G(~o) is the local f Green's function and )~(co) is the local f-electron self-energy. 
F(~o) is a measure of  the hybridization between the effective impurity in the DMF problem 
and its medium. (For example, in the SIM F(eo)=s'cV2pd(O)), where Pd is the d-band 
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density of  states. In finite dimensions, /"(co), as defined, will contain parts of  the self 
energy of order 1~Do.) Figure 13 shows the effective hybridization for the PAM near the 
Fermi surface. In this figure the model parameters are chosen to be Uff = 1.5, V = 0.6, 
n f ~  1 and three different d-band fillings: rid=0.4 (T0=0.014), rid=0.6 (T0=0.054), 
and nd =0.8 (To =0.16). A relatively small value of Uff/V 2 was chosen for presentation 
purposes; however, the features shown are also present for larger values of  Uff/V 2. 

The feature we want to emphasize in/"(co) is the dip at the Fermi energy which develops 
as the temperature is lowered. Since only the electronic states within about To of the Fermi 
surface participate in the screening (Nozibres 1985) this indicates a reduced number of  
states available for screening at the Fermi energy, and since the dip becomes narrower 
as nd ---+ 1, the effect is more dramatic for small rid. Thus, as the temperature is lowered 
and nd ~< 0.8, the Kondo scale of  the DMF effective impurity problem is self-consistently 
suppressed and hence the "coherence" Kondo scale To is also suppressed. However, for 
the model parameters chosen in figs. 11 and 12, and for the same d-band filling, the 
effective hybridization increases dramatically at frequencies co >> kBTo, and thus could 
support quasi-particle bands with significant f character at higher energies, as found in 
fig. 12. 

7.4. Interpretation 

7.4.1. Band formation 
Some of these results are consistent with a simple band-formation picture. When V = 0 
the available electronic states consist of  a d band and two (doubly degenerate) local 
f levels separated by Uff. When V is turned on, a new resonant state forms slightly 
above the Fermi surface when na < 1 and slightly below when nd> 1. Furthermore, the 
original d band mixes with the local f levels and the resonant level, giving rise to a 
renormalized band which has f character near the renormalized f-level energies and has 
d character far from them as can be seen in fig. 12. The Kondo states slightly below 
the Fermi level are only present for k near the zone center when na < 1 and near the 
zone corner when nd > 1. They have mostly f character, indicating that the f electrons 
themselves are involved in screening the local moments through hybridization with the 
d band. This is like the situation in a single-band Hubbard model, where the electrons 
within the band are responsible for screening the "local moments" in that band. 

7.4.2. Nozi&es exhaustion principle and energy scales 
The emergence of the two energy scales (T0 slM and To) and the protracted screening of 
the moments in the metallic regime, nd ~< 0.8, can be understood using the arguments of  
Nozi~res. He argued that since the screening cloud of a local magnetic moment involves 
conduction electrons within TSo~M/Tv of the Fermi surface, only a fraction of the moments 
neff ,-~pd(0)To s~M may be screened by the conventional Kondo effect. We consider the 
f moment together with its conduction-band screening cloud to form a spin polaron. 
Nozi~res then proposed that the spin polaron and unscreened sites may be mapped onto 



306 A.J. ARKO et al. 

& 

• t 

U >U 

t ; )  

Fig. 14. Mapping to Nozibres' single-band Hubbard state. In the PAM (top) f-orbitals are represented by shaded 
rectangles, d-orbitals by shaded circles, electrons by small shaded circles pierced by up and down pointing 
arrows, and the Kondo singlet is represented by a thick wavy line. Only the conduction electrons with energies 
within kBT~ IM of the Fermi surface can participate in Kondo screening of the moments. Thus, only a fraction 
of the moments nef f ~pd(O)kBT slM may be screened by the conventional Kondo effect. The screened and 
unscreened sites may be mapped onto holes and particles (left) of a single-band Hubbard model (bottom). The 
local Hubbard repulsion U n. is unchanged by this mapping, but the hopping constant of this effective model is 

strongly suppressed by the overlap of the screened and unscreened states (right). 

particles and holes of  a single-band Hubbard model  with local Coulomb repulsion Uff. 
The polarons hop from site to site and effectively screen all the moments in a dynamical  
fashion. Thus it is proposed that the hopping constant o f  this effective single-band model  
is strongly suppressed relative to t* by the overlap o f  the screened and unscreened 
states. Hence the Kondo scale of  the effective model  becomes much less than T sIM. This 
mapping is sketched in fig. 14. The protracted screening behavior is a crossover between 
the two regimes of  Kondo screening at the higher scale T0 sIM and dynamical  screening 
at the lower scale To. The two energy scales have well defined meaning: T stM is the 
scale for the onset of  screening, and To is the scale where screening is almost complete 
and a Fermi liquid begins to form. In this argument the relation between the two scales 
depends on neff and hence there can be no universal relation between them. Rather, the 
rate and extent o f  the protracted screening depend upon both the ratio and difference o f  
To and To slM. 

It is believed that Nozibres '  argument pertains in the limit of  large orbital degeneracy N 
even though the Kondo scales of  the SIM and PAM are the same here. The limit is taken so 
that the ratio o f  the f and d occupancies as well as N V  2 remain constant (Read and Newns 
1983a,b). Thus, there are still far too many f-electron moments to be completely screened 
by the conduction band degrees of  freedom alone. However, the effective Hubbard model  
to which the system is mapped will  also have an orbital degeneracy o f  N. Guunarsson et 
al. (1996) have argued that the critical correlation needed to open a Mott gap in such a 
model  diverges as N diverges (this due to the enhanced hybridization between multiple 
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channels). Thus the effective one-band model is largely uncorrelated and the degeneracy 
temperature of this effective model will be larger than T s~M, and hence irrelevant. 

In the symmetric limit (rid = nf  = 1), the argument of Nozi~res fails, since the gap forces 
all of  the electrons into singlet pairs. Tightly bound local singlets form between the 
f and d orbitals on each site where the antiferromagnetic exchange is strongest. Since 
each site is fully screened by conduction band spins, Nozi~res' exhaustion should no 
longer be prevalent. However, To is not simply equal to the SIM scale here, since the 
hopping is between tightly bound singlets on each site which hybridize with an effective 
matrix element t/2. Since the bare conduction band density of states changes inversely 
with the hybridization matrix element, the reduced hopping of singlets will increase 
the effective conduction band DOS, so that the Kondo scale in the symmetric PAM is 
resonantly enhanced; i.e., in the symmetric limit 

o( exp 1 1 TS~M . 
To ocexP(2pd~0) j  ) , whereas ( p d ( 0 ) J )  

The formation of the gap at low T, T ~< To, enhances the screeningT This positive feedback 
causes the gap to open very quickly as the temperature is lowered. Only the energy 
scale To, which characterizes the onset of screening, is then relevant, and many of the 
physical properties of the system show scaling with T/To. 

In the near-insulating regime 0.9 <rid < 1.0, T0 sIM and To cannot have the same 
interpretation as they do in the metallic regime no ~< 0.8. As nd --+ 1, To increases 
dramatically while Do decreases. That is, near the insulating state, To is the scale for the 
onset of screening, and T sI~ appears to be irrelevant. Concomitant with the disappearance 
of Do and Z as nd ~ 1, another scale, T*, is proposed which goes to zero as nd ---+ 1, 
which is the scale for the onset of Fermi liquid behavior. Roughly, kBT* should be the 
difference in energy between the chemical potential and the bottom of the gap. Again, 
since T* depends upon rid, there would appear to be no universal relationship between T* 
and To, and no single-parameter scaling of the physical properties of the system. These 
scales are sketched in fig. l 5 (overleaf). 

7.5. Conclusions 

In the Kondo limit, nf ~ 1 and for sufficiently large Uff, the behavior of the PAM may 
be characterized by three different regimes, depending upon d-band filling rid: 
In the metallic regime where nd ~ 0.8, 

(i) The PAM predicts a Kondo peak which has a weaker temperature dependence and 
persists up to much higher temperatures (in units of  the Kondo scale) compared to 
the predictions of the SIM. 

(ii) Both the intensity and the spectral weight of the Kondo peak are larger in the PAM 
than in the SIM. 

(iii) The Kondo peak intensity does not scale like 1/V 2 in the PAM. 
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Fig. 15. A sketch of the relevant energy scales for the PAM. In the metallic regime n a ~< 0.8, T0 sIM is the scale 
for the onset of screening, and T o is the scale where screening is almost complete and a Fermi liquid begins 
to form. In the near-insulating regime, 0.9 < n a < 1, T o becomes the scale for the onset of screening, and we 
propose that there must be another scale T*, which goes to zero as n a ~+ 1, which is the scale for the onset 
of Fermi liquid behavior. Roughly, kBT* should be the difference in energy between the chemical potential 
and the bottom of the gap. In the symmetric regime n d = nf = 1, there is only energy scale T o below which the 

screening begins and a gap quickly opens. 

(iv) The Kondo peak is dispersive in the PAM making a heavy quasi-particle band 

with strong f-electron character which crosses the Fermi surface and persists up to 
energies >>To due to a strongly frequency-dependent hybridization function F(o)). 

(v) When n d <  1 (rid > 1) the Kondo peak below the Fermi energy starts to develop only 
as k deviates from the zone center (corner). 

(vi) There are two relevant energy scales for the PAM: the onset of screening scale To s~M, 

and the onset of  coherence scale To which is strongly suppressed compared to the 
latter. 

(vii) The arguments of Nozi6res (1985) may be extended to provide a consistent 
interpretation of (i)-(vi). 

In the near-insulating regime, 0.9 <~nd < 1 and nf ~ 1: 
(i) The PAM predicts that the near-Fermi-energy structure of the f density of states has 

a much stronger temperature dependence than is predicted for the near-Fermi-energy 
structure in the f DOS of the SIM. The temperature dependence of these features 
generally increase as nd ---+ 1. 

(ii) There are again two relevant energy scales in this regime: the onset of  screening 

scale To, and the onset of  coherence scale T*. 
(iii) T*, D and Z vanish as nd ---+ 1. 
In the symmetric limit, nd= nf = 1: 
(i) As T is lowered, T ~< To, a gap of width 5T0 develops very quickly at the Fermi 

surface and the system has an insulating ground state. 
(ii) There is only one relevant energy scale for the low-temperature properties of 

the system, To, that describes the onset of screening. Many of the physical 
properties of the system, including the f-electron DOS, show universal scaling as 
a function of T/To. 
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(iii) T* is strongly enhanced relative to the T s~M for the same model parameters. Finally, 
we note that the extent of the metallic and near-insulating regimes depends strongly 
upon the model parameters, and that there is generally a region between these 
two regimes that displays some combination of the near-insulating and metallic 
behaviors. 

8. Single-crystal vs polycrystal PES 

As indicated in the introduction, the emphasis in this chapter will be primarily on single- 
crystal photoemission spectra and their comparison to the various models. It may be useful 
to show from the start that indeed major differences exist between single-crystal and 
polycrystal heavy fermion PES spectra, in order to demonstrate the need for this review. 
Additionally, most of the spectra presented are taken at the 4d absorption edge so that the 
4f (and to some extent the 5d) spectral features are resonantly enhanced. The reader is 
referred to the excellent review by Allen (1992) on the merits of resonant photoemission. 
It was also shown by Arko et al. (1988a) that spectra at resonance adequately reflect 
the spectra away from resonance. Suffice it here to say that in general the 4f spectra 
at resonance reproduce quite accurately the 4f spectra away from resonance in angle- 
integrated measurements. Angle-resolved spectra at resonance, however, do not have the 
same momentum resolution as at lower photon energies, thus yielding less information 
in the way of  dispersion. With this in mind we begin to analyze data by first comparing 
single-crystal and polycrystal spectra. 

8.1. Ce heaoy fermions 

In fig. 16 a comparison is made between a single-crystal spectrum (Arko et al., 
unpublished) of CeCu2Si2 and the polycrystal spectrum taken from Parks et al. (1984). 
Both 4f spectra have been obtained by subtracting the spectrum at anti-resonance 
(hv= 112 eV) from a spectrum at resonance (hv= 120 eV) where the 4f features are 
dramatically enhanced. This is needed in order to eliminate the strong contribution from 
the Cu 3d states. We will later show that such subtracted spectra still contains substantial 
Ce 5d-derived intensity which also resonates at the 4d threshold, but for now we simply 
call it the 4f spectrum. In order to preclude questions about differences in resolution, the 
single-crystal spectrum has also been smoothed by a 750 meV Gaussian in order to match 
the resolution of the polycrystalline data. Note that the bulk of t h e f  ~ 4f DOS is totally 
missing in the data from the scraped polycrystalline surface. By contrast the single-crystal 
result not only yields an intense feature near EF, but at high resolution this feature is split 
into both the 4f5/2 (i.e., the so-called KR) and 4f7/2 (i.e., the SO) peaks, just as has been 
observed in nearly every Ce heavy fermion compound. It is true that the two spectra 
were taken at different temperatures (20 K vs 300 K) but, as will be shown in sect. 12, 
the temperature dependence of all Ce heavy fermions is in any case minimal. Moreover, 
the 20 K temperature already exceeds TK by at least a factor of 2 so that temperature is 
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Fig. 16. CeCu2Si 2 data of Parks et al. (1984) at 750meV resolution and room temperature superimposed on 
single crystal data taken with 90 meV resolution and T = 20 K. Open circles are single crystal data broadened to 
750meV Note the missing intensity in t h e f  I region. The temperature effect is minimal and does not account 

for the difference. 

not a serious consideration except for resolution. In sect. 13 we show that the effect could 
come from surface contamination, but as we see below, the effect is widespread even in 
clean samples. 

It is natural to suspect poor sample quality for the above result, and this is certainly 
expected to be a contribution, given the great strides made in sample preparation since 
the time the data were taken. However, although the quenching of the 4f5/2 feature in 
polycrystals is not totally universal, it occurs often enough that an effect other than 
poor sample stoichiometry must be suspected. Even when the specimen is not scraped to 
prepare a clean surface, as in the case of  the cleaved polycrystal of  CePt3 from Andrews 
et al. (1995a) shown in fig. 17, the 4f5/2 feature is often missing in the polycrystalline 
spectrum. The single crystal of  CePt2+x (0 <x  < 1) in fig. 17 was prepared by evaporating 
Ce onto a single crystal of  Pt (111) and annealing in situ. It was checked via a PES 
study of Pt 4f core levels for correct stoichiometry, and via LEED for correct crystal 
structure (Tang et al. 1993). Most of  the differences in the spectra can be attributed 
to angle-resolved effects in the single crystal. However, within SIM and its extensions, 
GS and NCA, the 4f features are purely localized at the measurement temperature of  
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Fig. 17. Comparison of single crystal and 
polycrystal data of  CePt2+x taken from 
Andrews et al. (1995a). Note that the 

- 4f5/2 peak is missing in the polycrystal data 
even though the sample was cleaved and not 
scraped. 

120 K and hence independent of  angle. Indeed, at this temperature the near-Ev features 
should be absent. At the very least they should be independent of crystalline orientation 
since momentum dependence of the hybridization is eliminated via equal coupling to all 
momentum states. Nevertheless, the single crystal shows an intense 4f5/2 feature, vs none 
in the polycrystal, where the TK for this material cannot be more than 10 to 20 K (verified 
with a susceptibility measurement on an arc-melted sample). While the single crystal was 
measured at a temperature of 120K which is at least 6 to 12 times TK and possibly even 
more, so that within NCA all f i features should have been renormalized to near zero 
(Bickers et al. 1987), the polycrystalline spectrum was measured at T = 2 0 K  and still 
lacks the 4f5/2 feature. Momentum-dependent hybridization can account for these effects, 
but this already requires a periodic lattice and use of  the PAM to the exclusion of the 
SIM. 

Inasmuch as single-crystal data, as we will see, are more out of  line with bulk properties 
than polycrystal data, it is occasionally suggested that this could be due to a surface effect. 
Unfortunately this runs counter to conventional wisdom which states that best coupling to 
the bulk is obtained in single crystals at normal emission. Indeed, polycrystals, especially 
scraped polycrystals, are far more likely to exhibit strong surface effects. 

8.2. Yb heavyfermions 

Similar results are also obtained in Yb heavy fermion compounds in which the KR is 
now identified with the 4f7/2 state and is fully occupied. In fig. 18 a comparison is made 
between single- and polycrystalline YbCu2Si2, both specimens (Arko et al., unpublished) 
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Fig. 18. Single crystal and polycrystal 
YbCn2Si 2 spectra taken under identical 
conditions (CMA analyzer, 150meV res- 
olution, data of C.G. Olson at SRC). 
Note the large reduction in polycrystal 
divalent intensity even though the trivalent 
intensities are equal. 

cleaved (not scraped) in situ at 20 K, and measured at 20 K. The TK for this material 
is approximately 35 K. The spectra have been normalized so that the trivalent portion 
of the spectrum (presumed to be entirely due to the bulk) has equal intensities in both 
curves when measured peak to valley. While the Cu 3d feature at hv  = - 4  eV normalizes 
in this way to equal intensity in both materials (the slight shifts are due to angle-resolved 
effects), the divalent portion of the Yb 4f spectrum within 2 eV of the Fermi energy is 
dramatically reduced in the polycrystalline specimen relative to the trivalent portion, both 
for surface and bulk features. In terms of the 4f hole occupancy discussed in sect. 10, 
the nf is apparently increased from 0.65 to about 0.8 in the polycrystal. Stoichiometry 
does not seem to be the problem since the Cu 3d peak has the correct intensity. If the 
SIM truly applies in Yb heavy fermions, then all the 4f7/2 intensity at Ev is of necessity 
due to the Kondo interaction. The SIM by definition implies that the 4f element is an 
impurity with no interaction with its neighbors at high temperatures. Why the existence 
of long-range atomic order (or lack thereof) then so dramatically affects the 4f spectrum 
is at this point a mystery. Some suggestions will be presented later in sect. 13 where we 
consider the possibility that these are band states even at high temperatures. 

To sum up this section, then, it is apparently crucial for a correct measurement of the 
near-EF intensities in heavy fermions that the surface is a single crystal. Scraping of the 
surface should be particularly avoided since it was found that in YbAgCu4, a material 
having a TK of about 35 K, the scraping of a coarse-grained surface totally eliminated all 
divalent 4f features (Arko et al., unpublished), much more consistent with thermodynamic 
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data. Perhaps it is so that the destruction of long-range order via scraping indeed puts 
us into the single-impurity regime, while a good single-crystal surface with long-range 
order requires a treatment within the PAM. 

9. Lack of scaling with T~: of the near-EF features 

Perhaps the single most important prediction of  the GS and NCA models is that of scaling 
of the various spectral properties with TK or the universal parameter. In particular, the 
spectral weight, position, and width of the KR is predicted to increase with TK. While 
instrument resolution has been insufficient in the past to deal properly with the position 
and width of the 4fs/2 feature, researchers have concentrated on the spectral weight. Allen 
et al. (1986) were first to find a relationship between TK and spectral weight of the near-Ev 
features, although the limited resolution of the early research did not allow a quantitative 
comparison to theory. 

Patthey et al. (1990) published a monumental paper on the application of the SIM to 
spectral properties of Ce and Yb heavy fennions. For the first time they performed high- 
resolution (AE ~ 20 meV) systematic experiments on a number of materials with TK's 
(in their nomenclature they use the energy equivalent, 6(meV)) ranging from less than 
10 K for CeCu6 to about 200 K for c~-Ce, observing the trends in the near-EF spectral 
weight (see fig. 19). They obtained their data using HeI and HeII radiation, using the 
difference curves obtained by subtracting the spectra obtained at two different photon 
energies. More importantly, they also performed model calculations using NCA at the 
appropriate temperatures to compare to the results. 

While at first glance there appears to be excellent agreement between theory and 
experiment in fig. 19, there are a number of issues to consider. In the first place, nearly 
all of  these measurements were performed on scraped polycrystals so that in view of 
the discussion above it is not certain whether the 4fs/2 intensity properly represents the 
material. It is important to keep stressing this point since, as will be discussed later, there 
is a strong possibility that the 4f5/2 feature is actually a very narrow band dispersing 
above EF. In a scraped polycrystal one would measure at best a spectral weight averaged 
over the Brillouin zone, and at worst a meaningless spectral weight due to the introduction 
of defects via scraping and consequent loss of phase coherence of the narrow bands in 
the surface region. 

There are other questions. One revolves around the normalization which is done in such 
a way as to eliminate as much as possible the non-f symmetries, and which, away from 
resonance is difficult indeed. While the shape of the 4f spectrum can be reproduced, it may 
cause problems with intensities so that comparing intensities between samples is difficult. 
Another obvious problem, evident in fig. 19, is one of the widths of the 4f5/2 features that 
appear nearly constant irrespective of TK. Even for their highest TK material, c~-Ce, there 
is at least a factor of 2 discrepancy between theory and experiment; i.e., experiment is 
too broad. [Incidentally, Liu et al. (1992a) would place the TK for (x-Ce as high as 800K, 
but even this is insufficient to bring theory and experiment into line.] The discussion on 
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Fig. 19. Near-E r spectra of Patthey et al. 
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T~c's [displayed as 6(meV)]. The calculated 
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by instrument resolution. Note that in each 
case the measured spectra are much broader 
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the width o f  the 4f5/2 feature will be more extensive below, but it is useful to point out 
that to a first approximation all the widths in fig. 19 appear about the same magnitude 
and far broader than their 20 meV instrument resolution. We have seen in the previous 
section that crystal field states cannot account for the nearly constant width. Finally, the 
authors admit that when they calculate the specific heat 3/-values for these materials from 
the Rajan formula, namely 

r ( T  ~ O) = 
N A ~ k B ( N f  - 1) 

6To 

where TK = To/1.29, and NF is the orbital degeneracy of  the occupied f level, the values 
obtained are in general more than an order of  magnitude too large. Reducing Nf  to a 
value o f  2 by introducing crystal field levels may help some, but not enough. 

Scaling behavior with TK was again reported in the CeSix series by Malterre et al. 
(1994), Baer et al. (1994), and Malterre et al. (1993). Here the intensity of  the near-EF 
feature was correlated with the Curie-Weiss temperature as the Si concentration was 
decreased. Needless to say, this was done on scraped polycrystalline materials with severe 
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Fig. 20. Wide scan single crystal spectra 
(except CeAI 3 and CeSi2) for several Ce 
heavy fermions with T~'s ranging fron 
~1 K to ~400 K. Data taken at 20 K, 120 eV, 
and 90meV resolution. Note the lack of 
scaling of the 4fs/2 peak with TK. Two 
different directions are shown for CeBe13 
with vastly different spectra. 

defect concentrations. Since the maximum TK in that system is only 35 K in CeSi2, and 
decreases gradually with x from there, it does not compare with the orders of magnitude 
change in TK presented in fig. 20 where no scaling is observed (see below). The relatively 
small decrease in the KR intensity could easily result from the introduction of defects in 
the CeSix system and the associated change in electronic structure. 

Joyce et al. (1992c), by contrast, pointed out that by using high quality single 
crystals there obtains an amazing similarity between all Ce heavy fermion spectra, 
regardless of Tic. This can be seen in fig. 20 (Arko et al. 1997a) where spectra for 7 Ce 
heavy fermions (including two directions for CeBe13) are plotted. Indeed, one observes 
the interesting effect that spectral differences with momentum within the same crystal 
(CeBe~3) are in fact larger than differences between materials whose TK's differ by as 
much as 2 orders of magnitude (more on that later). All the spectra in fig. 20 were taken at 
a photon energy of 120 eV which roughly corresponds to the 4d absorption edge and thus 
resonantly enhances the 4f emission. The energy resolution in each case is about 90 meV. 
All spectra represent raw data except in the case of CeCu2Si2 where the spectrum at 
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anti-resonance (hv -- 112 eV) has been subtracted from the resonance spectrum in order 
to eliminate the very strong Cu 3d emission. In fig. 20 one should further note that CeA13 
and CeSi2 are cleaved polycrystal specimens so that the polycrystal effect discussed above 
is not universal (but common). The normalization of the spectra in fig. 20 is to the f 0  
peak maxima at -2  to -3  eV, except for CeBe13 (110) where t h e f  ° peak is clearly much 
smaller than that for CeBe13 (100), and it just is not obvious which maximum is the true 
bu lk f  ° (this is further discussed below). While nearly all the spectra in fig. 20 represent 
4f and 5d Ce emission only (due to the nearly negligible ligand emission), in the case 
of CePtz+x (111) and Ce3Pt4Sb4 there is also substantial Pt 5d emission so that the f 0  
peak intensities should be ignored for these. To the list of spectra in fig. 20 one should 
also add c~-Ce (TI( ~ 800K, Weschke et al. 1991) and CeB6 (TK ~ 10K, Kakizaki et al. 
1995) which likewise exhibit spectra nearly identical to those in fig. 20. 

Irrespective of the precise normalization of the data in fig. 20, the interesting fact 
emerges that the spectral weights of the 4f5/2 features are more or less constant for all 
materials, or at least do not monotonically increase with TK. While the 90 meV resolution 
precludes any firm conclusions about the widths and positions of the 4f5/2 peaks, it has 
little effect on the broad 4f7/2 peaks so that their peak amplitudes relative to f 0 need no 
deconvolution. One is forced to the conclusion that there is no apparent scaling of the 
4I"5/2 spectral weights with TK relative to the f 0  peak. This lack of scaling cannot be 
blamed, as has been discussed above (Joyce and Arko 1993), on inclusion o f f  2 intensity 
originating from finite Uff effects, since the f 2  DOS, if present, is broad and featureless 
and hence cannot change the relative amplitudes. Nor can one resort to a lowering of the 
4f5/2 degeneracy to Nf = 2 by the introduction of two additional crystal field levels, since, 
as again shown by Joyce and Arko (1993), even in the presence of these CF states the 
GS and NCA models predict a scaling of the 4f5/2 spectral weight with TK. The nearly 
constant and much too broad (relative to GS) width of the 41"5/2 has been attributed by 
Patthey et al. (1993) to lifetime broadening. Even if this were the case, such broadening 
will not affect the spectral weight so that the inevitable conclusion of a lack of scaling 
with T~: remains a reality. 

To underscore the lack of scaling still further we point out the amazing similarity 
in fig. 20 between CeBe13 (110) (TK~400K)  and the spectrum for CePt2+x (111) 
(TK ~ 10K). In fig. 20 the comparison is somewhat less striking than actuality because 
of the strong Pt 5d emission in the region of the f ° peak. For a better comparison one 
must first subtract out the non-Ce portion of the CePtz+x (111) spectrum by subtracting 
the hv = 112 eV spectrum (anti-resonance) from the hv= 120 eV spectrum (resonance). 
For CeBel3 the intensity at 112 eV is negligible. The two curves are overlaid in fig. 21 
(normalized at the 4f5/2 peak), with the secondary backgrounds also removed. With 
the exception of the shift in the f 0  peak the two curves overlay almost exactly. The 
region of the Ce 5d emission (between -0.5 eV and -2  eV) also overlays if t h e f  ° peaks 
are removed. This type of agreement is astounding when one considers that there is a 
factor of 40 difference in Ti('s. Moreover, the CePt2+x (111) spectrum was taken at 120 K. 
On the basis of the single-crystal data, then, it would be difficult to reach a conclusion 
other than one of a total lack of scaling of the spectral weight with TK. 
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Fig. 21. Overlay of CeBe~3(ll0 ) spectrum with CePtz+ x 
(001) spectrum after subtracting backgrounds (from 
Andrews et al. 1995a). Except for a slight shift of 
the f0  peak the spectra are nearly identical in spite 
of a factor of 40 difference in TK's. The calculated 
GS spectrum approximates the parameters for CeBez3; 
i.e., TK-400K,  F=0.116,  W= 10eV, Aso =280meV, no 
CF's, ef =-2 .5  eV, Ufr-  14eV. It was normalized to the 
data by using equal areas of t h e f  ° peaks. Note the large 
discrepancy in t h e f  ° peak width between experiment and 
calculation. 

The thin lined spectrum in fig. 21 is a GS calculation with parameters approximately 
matching CeBe13 (i.e., W=10eV, Uf~=14eV, T~c=400K), smoothed to match the 
instrument resolution, and normalized in such a way that the total area of  the calculated 
Lorentzianf  ° peak matches the total area of  the measured Gauss ianf  ° peak in CeBe13. 
The mismatch is obvious. While better fits can be obtained with different parameters 
such as a smaller W, these are not justified. The width of the conduction band used 
above (10eV) may in fact be even conservative since experimentally it peaks at about 
-8  eV Also, there are no Ce nearest neighbors in CeBe13 so that the 4f electron can only 
hybridize with the Be conduction band. 

One may argue that the comparison to GS in fig. 21 is flawed since a model conduction 
band DOS of width 10 eV was used for UBel3 rather than an actual calculated DOS. To 
this it can be countered that a model DOS has been used in nearly all investigations (e.g., 
fig. 19), so that if  the comparison in fig. 21 is to be discounted, all comparisons utilizing 
a model DOS should likewise suffer the same fate. In only two instances was an actual 
calculated DOS used to produce the GS spectrum - c~-Ce (Liu et al. 1992a) and CeCuzSi2 
(Kang et al. 1990b). In the first case the width of the d conduction band is in fact only 
about 2 eV, a value typically used in model DOS calculations. Interestingly enough, simply 
using a flat model DOS 2eV wide effectively reproduces the more elaborately calculated 
spectrum. This would suggest that the DOS cut-off energy is an important parameter. In 
the second case a good fit was obtained to the then available PES valence band spectrum 
as well as to the core level spectra, but subsequent spectra from single crystals (fig. 16, 
Arko et al., unpublished) appear fundamentally different. 

A quantitative comparison to GS and NCA is further complicated by a lack of 
knowledge of crystal field levels. In fig. 21 the comparison is made to CeBe~3 with a 
TK of  about 400 K so that crystal field levels should be absent (none have been reported) 
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or at least should be split off the main peak by more than 40 meV (i.e., they should 
be deeper than kBTK). If  the latter were the case they would have been observable in 
a photoemission experiment having 56 meV resolution. None were observed. Thus the 
comparison of CeBel3 to GS is perhaps the most clean cut of all comparisons, and 
it fails as seen above. Most other comparisons suffer from the above stated problems 
and will not be considered further in this article. Only qualitative predictions of GS, 
i.e. predicted trends, will be compared to experiment in the remainder of this chapter. 
While it is possible, by adjusting parameters, to reproduce reasonably well a particular 
spectrum, it is the systematics with TK (or lack thereof) which is the real determinant of 
the applicability of the SIM. 

10. The f-level occupancy, nf 

It can already be seen in fig. 21 that the spectral weight ratio Wr =f 1/9£o in CeBe13 is 
too large relative to a calculation; indeed, about a factor of 2.5 too large. This indicates 
that the calculated f occupancy nf of the bare f level at ~-2.5 eV is much larger than 
measured. One can, of course, vary the parameters (primarily increase the hybridization) 
until calculation matches experiment, but this will increase TK to values incommensurate 
with the thermodynamic quantities. Basically, the lack of scaling seen in fig. 21 implies 
that the nf in Ce compounds does not change very dramatically with TK. This is totally 
at odds with expectations. 

The f-level occupancy is best studied in Yb compounds where it becomes the hole 
occupancy rather than electron occupancy, and where GS theory places the KR centroid 
on the occupied side of the Fermi energy, unlike the case for Ce compounds. Here the 
integrated intensities o f t h e f  13 (trivalent) andf  14 (divalent) portions of the photoemission 
spectrum are expected to be directly related to the f-hole occupancy, nf, by the relation 

n f  = 
I(f  ~3) 

/ ( f13)  + T4I( f 1 3  14)'  

where I( f  n) represents an integral spectral weight of the f ~  feature. One of the best 
compounds for this study is YbA13 where the A1 states yield almost no photocurrent, thus 
making it relatively easy to subtract the background and to delineate the trivalent and diva- 
lent (bulk) intensities. An early study for this material (Oh 1993) was an XPS study where 
direct integration yielded nf = 0.65 which is far lower than expected for a material having 
TK ~ 400 K. Indeed this places it well into the mixed valent regime, outside the range of 
the validity of NCA. Tjeng et al. (1993) later utilized the temperature dependence of the 
4f7/2 level and obtained an nf value of 0.85 which is in exact agreement with NCA predic- 
tions (Bickers et al. 1987). However, using the temperature dependence is difficult at best. 
The assumption is made that all of the temperature dependence of the 4f7/2 level is due to 
the Kondo effect. With no effort made to delineate the effects of a 300 K Fermi function 
this assumption seems tenuous at best. Additionally the choice of backgrounds in 
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Fig. 22. XPS and UPS (hv  = 120eV) spectra 
for YbA13 taken at T=20 K to determine any 
differences in signal due to escape depth. 
Values of nf were obtained by direct integration 
after separating out the background and surface 
features as shown. Nearly identical values were 
obtained thus confirming the bulk nature of the 
divalent peaks in UPS. 

that study is somewhat questionable. Since the non-4f7/2 (bulk) background in the 
polycrystalline samples was assumed to comprise more than 80% of  the signal, one can 
see how even in the case o f  correct assumptions regarding temperature dependence, small 
errors in the choice o f  background can yield huge errors in the temperature dependence. 

The most reliable method for determining nf would seem to be direct integration o f  
the divalent and trivalent features in a material where the background is relatively small. 
Toward this end Joyce et al. (1996) and Andrews et al. (1994) analyzed YbA13 spectra 
both from XPS as well as UPS and came up with values basically agreeing with the first 
investigation o f  Oh (1993). This is shown in fig. 22 where the delineation into background 
and surface components is also illustrated. Similar analyses for YbCu2Si2 (Andrews et al. 
1994, Joyce et al. 1996) yielded nearly the identical values despite the fact that YbCu2Si2 
has a TK of  only 35 K, an order o f  magnitude lower than YbA13. All of  these values are 
totally out o f  the range o f  NCA validity and clearly belong to the mixed valence regime. 
While there remains some question as to whether the photoelectron cross sections for the 
f 13 a n d f  14 states are identical (a necessary condition in order to compare intensities), the 
fact that identical nf values are obtained at both XPS energies as well as near h v  = 120 eV 
would suggest that the photoelectron cross sections o f  t h e f  13 a n d f  i4 states are at least 
very similar if  not identical. Thus direct integration o f  the spectra to obtain nf would 
seem preferable to the method of  Tjeng et al. (1993). 

An even more pronounced disagreement with NCA occurs in the compound YbAuCu4 
(Andrews et al. 1994) which in the past has been proposed (Kang et al. 1990a) as a nearly 
trivalent material. Here Tic is assumed to be <<35 K (i.e., much less than the value for 
YbAgCu4) so that nf would be perhaps o f  the order 0.99. Instead Andrews et al. (1994) 
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find it to be closer to 0.85 based on direct integration - a serious discrepancy when one 
also considers that the PES measurements were done at T = 80 K >> T~. From all this it 
would appear that the concept of  f-hole occupancy, and by analogy also the f-electron 
occupancy, is not directly related to TK in a fashion described by NCA or GS. 

From sect. 7 (dealing with the PAM) one can see that the ratio of  the f l to f 0  (or, 
the divalent to trivalent in Yb compounds) spectral weights is substantially larger when 
calculated within the PAM than when calculated within the SIM. It would seem that the 
trends predicted by the PAM are much more consistent with the experimental spectra 
obtained from single crystals. 

There is no question about the fact that the nf values obtained from PES are 
dramatically in disagreement with those obtained from bulk properties as well as those 
obtained from X-ray absorption Ltii edge studies (Lawrence et al. 1994). While it is 
our contention that we must resort to a different model, such as the PAM, to resolve 
this discrepancy, a useful question to ask is whether photoemission measures the same 
material as is measured in Ln~ studies. In particular, is it possible that owing to its surface 
sensitivity a PES study does not probe the bulk but rather only a surface or a sub-surface 
layer whose nf is dramatically different from the bulk? Such a scenario would render PES 
useless and would breathe new life into the SIM. It is also fair to ask whether the Lm 
results are to be taken at face value. 

But let us look at all possibilities. The existence of a surface layer is not in question. 
Moreover it is clear that in Ce compounds the surface tends to be trivalent while in 
Yb compounds it is divalent. But while it is easy to delineate a surface feature and 
separate it from bulk electronic structure, it would require a thick sub-surface, different 
from the bulk, to mistake it for bulk. However, a thick sub-surface has never yet been 
reported in any system known to us. I f  it were to exist in one system, the likelihood of 
its existence in other systems is high, making PES useless as a bulk probe. Fortunately, 
excellent agreement between calculated and PES-derived electronic structure is often 
reported. Indeed, most calculations suggest that only about 3 atomic layers below the 
surface are sufficient to obtain the bulk electronic structure. 

But let us say for the sake of argument that a thick sub-surface layer may exist only in 
strongly correlated f-electron systems. Immediately we can rule it out in Ce compounds 
since studies at photon energies as high as 3 keV show only bulk and surface states with 
no third layer. Such a sandwich would in any case be preposterous for Ce heavy fermion 
compounds since it would require a trivalent surface, a strongly mixed-valent sub-surface, 
and again a nearly trivalent bulk. We can also rule it out in purely trivalent as well as 
purely divalent Yb compounds since PES measurements yield the required purely trivalent 
(YbBe13) or purely divalent (YbSn3) spectra. It would be pathological that a sub-surface 
would exist only in mixed-valent Yb compounds, but that is all that we are left with. 

But let us go further and assume that nature is indeed that pathological. Since the 
nf values obtained at XPS energies are the same as those obtained at lower photon 
energies, this suggests that the desired sub-surface must be at least of the order of  100 
thick, otherwise the larger escape depth at XPS energies would begin to probe the 
supposed true bulk and yield different nf values. On the other hand it must not be so 
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thick as to constitute a significant percentage of the probing depth in Lm edge studies 
where a sub-surface has never been observed (again pathological). But the real question 
to be asked is the following: I f a  single-crystal compound is cleaved in situ at about 20 K, 
what is the driving force which causes this - 1 0 0 A  thick layer to form instantly, and why 
is the LEED pattern representative of  the bulk structure? Certainly there are no dangling 
bonds as on the surface. The answer remains elusive. 

One is forced to the conclusion that there exists no sub-surface and that the measured 
nf values are real. The disagreement with LIII studies remains unresolved. 

11. Linewidth and lineshape of the near-EF feature 

From GS and NCA one obtains that the linewidth of the near-EF feature associated with 
the KR should follow the relationship FWHW--3~kBTK (Bickers et al. 1987) which 
can be easily tested with high resolution PES. To be sure, this is again a property best 
investigated in Yb compounds since in Ce compounds presumably only the tail of the 
otherwise empty KR is occupied, thus making it difficult to reach solid conclusions about 
the FWHM. Still, in order to yield the observed bulk properties, one would expect that 
even the tail of  the KR should be no wider than kBTK. To keep things simple, however, 
we will only consider Yb materials. 

11.1. Linewidth 

Prior to the single-crystal work of Joyce et al. (1992c) and Lawrence et al. (1993) and 
their subsequent publications, very few investigators concerned themselves with the KR 
lineshape and linewidth since in general the resolution was insufficient to reveal the intrin- 
sic lineshape. Subsequently, several papers dealt with lineshape; a-Ce (Liu et al. 1992a), 
YbA13 (Tjeng et al. 1993) and YbAgCu4 (Weibel et al. 1993). Liu et al. and Tjeng et al. 
reported exact agreement between theory and experiment while Weibel et al. reported a 
FWHM larger than GS predictions. PES measurements on single crystals, however, reveal 
that the Yb7/2 intrinsic linewidth is generally of  the order of  70 to 100meV, irrespective 
of  material (Joyce et al. 1996). With this in mind the near agreement with GS in c~-Ce 
(TK ~ 800 K) can be construed as inconclusive since the GS prediction for c~-Ce coincides 
with the 70-100meV range. Both Joyce et al. (1994a) and Weibel et al. (1993) studied 
YbAgCu4 and agreed that the intrinsic FWHM for the 4f7/2 feature was about 70 meV. 
Since the T~: for this material is about 100 K, the intrinsic width should have been of 
the order of  10meV, thus yielding a discrepancy of nearly an order of  magnitude. A 
value of 70meV (Joyce et al. 1996, Arko et al., unpublished) for the FWHM of the KR 
is also obtained in YbCu2Si2 (TK = 35 K) where based on GS and NCA it should have 
been closer to 4 meV. While Weibel et al. (1993) and Patthey et al. (1993) dismiss these 
discrepancies as due to lifetime broadening, Joyce et al. felt that the nearly constant value 
of 70 to 100 meV obtained in all Yb compounds [and for that matter, Ce compounds as 
well, as reported by Andrews et al. (1996) and Joyce et al. (1992c)] must have some 
significance, particularly in view of the large values of  nf discussed in sect. 10. 
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Fig. 23. Comparison of single crystal YbA13 
divalent spectra to polycrystal spectra of 
Tjeng et al. (1993), and first discussed 
by Joyce et al. (1994a). Two different 
normalizations are presented which both 
clearly show that the polycrystal data misses 
at least half of the 4f v/2 intensity. Since Tjeng 
et al. placed their background at the valley at 
-0.4 eV their FWHM was half of true value. 
The top frame shows that in the peak region 
both spectra coincide as expected for similar 
resolutions. 

The compound YbA13 was studied in great detail since this was the only material 
where there was apparent exact agreement between GS theory and experiment. Indeed, the 
polycrystall ine data of  Tjeng et al. (1993) obtained an intrinsic F W H M  of  about 45 meV 
for the 4f7/2 peak which makes it, within experimental error, exactly what one would 
expect for a material having a TK ~ 400 K. The single-crystal work o f  Joyce et al. 
(1994a,b, 1996), by contrast, obtains the usual 70 meV value. Figure 23 shows how such 
a discrepancy comes about when using polycrystall ine materials. In this figure the solid 
lines represent the spectra o fT jeng  et al. (1993) while the data points are the single-crystal 
spectra of  Joyce et al. (1994a). In the upper frame the data are normalized on the peak o f  
the KR and in the peak region they overlay each other quite well. However, while Tjeng 
et al. assumed a constant background equivalent to the PES intensity below -0 .15  eV, 
the single-crystal data clearly show that the actual background is substantially smaller 
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Fig. 24. Comparison of YbA13 divalent 
portion of spectrum (upper frame) to that 
of pure Yb film data appropriately shifted 
to coincide with YbA13. The similarity is 
striking. Middle frame: blow-up of the 4f7/2 
peaks to show that the high binding energy 
side of the peaks coincides while the low 
binding energy side of YbA13 appears to 
have been cut by a Fermi function. Lower 
frame: Yb film data cut by Fermi function. 
Note similarity to YbA13. (From Joyce et al. 
1996.) 

near EF. Thus Tjeng et al. eliminated the bottom 50% of  the 4f7/2 peak from consideration. 
The middle frame of  fig. 23 shows the entire divalent region of  YbA13 and points to the 
obvious increase in surface emission in polycrystalline samples vs single crystals, so that 
the true background should have been approximately a Gaussian centered at about -0 .8  eV 
on the surface 4f7/2 peak. With this adjustment there is then no difference between the 
two sets o f  data, and the intrinsic FWHM is about 70 meV The bottom frame merely 
shows that by normalizing on the surface features the bulk components in single crystals 
are dramatically more intense. 

Having thus established that indeed nearly all Yb compounds display a 70 to 100 meV 
linewidth, Joyce et al. (1996) fiarther noticed the similarity o f  Yb heavy fermion 4f  spectra 
to those o f  pure divalent Yb metal where the 4f7/2 feature is found at ~-1  eV and thus 
is surely an ordinary core level. This is shown in fig. 24 where in the upper frame the 
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Yb metal data (obtained by evaporating a film onto a substrate) have been shifted by 
~1 eV so that the bulk 4f5/2 and 4f7/2 peaks overlay. The similarity is striking, although 
the surface peaks in the pure metal are smaller relative to the compound. This is easily 
explained by the fact that Yb metal is strictly divalent and thus the intensity of  the bulk 
4f peaks represents 14 f electrons, while in the YbA13 compound more than half of  the 
bulk 4f intensity is found in the trivalent portion of the spectrum. 

In any case, the middle frame shows an expanded view of this overlay in the 4f7/2 
region to demonstrate that the Yb metal data coincides with the YbA13 data on the high- 
binding-energy side of  the 4f7/2 feature, but not on the low-binding-energy side (i.e., at 
Ev). The latter discrepancy, of course, may simply be due to the fact that in Yb metal the 
4f7/2 peak is not convoluted with a Fermi function owing to its position at -1  eV If  the 
Yb metal data is artificially convoluted with a 20 K Fermi function and broadened to the 
same resolution as the YbA13 data, one sees in the bottom frame of fig. 24 that the result 
(dashed line) is nearly identical to the 4f7/2 peak in YbA13. To a first approximation, then, 
the PES data from Yb heavy fermions appears as if it were a localized state pinned at the 
Fermi energy. While this presents some obvious problems in the theoretical understanding, 
the similarity of the two sets of  data cannot be denied. The significance of this, if  any, 
remains to be determined. 

11.2. Surface states 

Occasionally the FWHM of the KR measured on single crystals (Arko et al. 1993) 
appears broader than 70 meV (sometimes as much as 150 meV) in spite of  the very clean 
appearance of the overall spectra. Indeed, the cleanest spectra tend to show the broadest 
KR when measured at photon energies of  60 eV or lower. In all likelihood, surface features 
similar to those reported by Bodenbach et al. (1994) in metallic Yb may also be present 
in Yb compounds. Indeed, very recent high-resolution data (Arko et al., unpublished) 
on YbCu2Si2 indicate that these extremely sharp states are primarily seen at low photon 
energies (hv < 60 eV) and are strongest near the F-point in the Brillouin zone, occurring 
at approximately 100 meV binding energy. This is entirely similar to the states reported by 
Bodenbach et al. Their orbital symmetry is d-like based on the photon energy dependence. 
These features are to be distinguished from the usual surface shifted divalent components 
found at ~-0.8 eV. It has not been entirely ruled out, however, that these new features are 
possibly 4f  band states and that even Yb heavy fermions may show some of the same 
dispersive effects which are clearly evident in Ce compounds and will be discussed in 
sect. 14. Tjeng et al. (1994) pointed out the extra width of  single-crystal data (taken at 
hv = 60 eV) vs their polycrystalline data. However, their conclusion that single-crystal data 
are thus inferior should be considered in light of  the apparent surface states which are only 
present in the most perfect samples. Moreover, there is no discrepancy at hv = 120 eV 
where these surface features are absent. 

11.3. Lack of crystal field levels 

The observation of crystal field states in neutron diffraction experiments (Currat et al. 
1989, Yashima and Satoh 1982, Galera et al. 1989) has often been cited as the reason why 
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most PES 4f lineshapes appear similar in spite of large differences in TK's. Aside from 
the fact that Joyce and Arko (1993) have shown that the presence of crystal field states 
does not alter the scaling behavior, these states have not been observed in photoemission. 
Indeed, a search for these (Arko et al. 1993, Joyce et al. 1992b) in YbCu2Si2, where 
a prominent crystal field state should have been observable at 80 meV below the main 
4f7/2 peak, proved fruitless. Very recent unpublished data of Arko et al., taken with 
40meV resolution at 40meV photon energy on YbCu2Si2 also yield no evidence for 
crystal field states, but do yield evidence for an angle-dependent (apparent) surface state 
as described above. The typical Doniach-Sunjic (1970) lineshape appears common to all 
Yb heavy fermions. 

In Ce heavy fermions crystal field levels likewise remain elusive although it was 
initially claimed (Patthey et al. 1987a) that these were observed in CeSi2. While that claim 
has not been repeated, a more recent investigation of CeB6 has again claimed to show 
evidence for the first observation of crystal field levels (Takahashi et al. 1995). Inasmuch 
as the intensity of the level seen by Takahashi et al. was barely above their noise level, 
it would seem prudent to reserve judgment until further confirmation. Kakizaki et al. 
(1995), working at the 4d-4f  resonance, do not report a crystal field state in CeB6 in 
spite of their substantially stronger signal. 

12. Temperature dependence 

12.1. General considerations 

The determination of the temperature dependence of the near-Ev feature in heavy fermion 
compounds is perhaps the most difficult experiment to accomplish correctly. Every 
material (even Cu, Matzdorf et al. 1993) displays a temperature dependence to some 
degree in its electronic structure, and it is difficult to determine whether the behavior 
observed is due to conventional effects of lattice contraction and phonon broadening, or 
whether it is due to the unconventional behavior predicted by the NCA. 

The difficulty of the experiment has precluded much investigation in this arena outside 
the single-crystal work of Joyce et al. Indeed, in polycrystalline materials the only PES 
studies are on CeSi2 (Patthey et al. 1987a,b), YbA13 (Tjeng et al. 1993) and YbAgCu4 
(Weibel et al. 1993), while some BIS data exist for CeSi2 (Malterre et al. 1992a, Grioni 
et al. 1993) and CePd3 (Malterre et al. 1992b). In each of the above studies it was 
determined that the temperature dependence of the near-EF feature follows the single- 
impurity model exactly. However, they all have in common the fact that the surfaces 
are those of scraped polycrystals. Moreover, there is the ever present problem of the 
choice of a background which, as we see in fig. 23 for the PES study of YbA13, can 
be varied by more than a factor of two thus leading to nearly any desired result. In 
none of the experiments above was the background determined from measurements of 
related La or Lu compounds to properly delineate first the non-f contribution, and second, 
the contribution due to the ever present surface components. In general, the background 
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is grossly overestimated with the assumption that all the spectral intensity at the valley 
immediately below the near-EF peak (i.e., all spectral weight at ~-0.2 eV in fig. 23) is due 
to background. By drawing a horizontal line between this valley and the Fermi energy 
and calling it background at least half of the 4f7/2 peak intensity in fig. 23 is eliminated. 
Clearly this will exaggerate any temperature dependence. 

12.2. Single crystals vs polycrystals 

In general, single-crystal data tend to show much less temperature dependence than 
polycrystal data (Arko et al. 1993). Also, the intensities of the near-EF features, as clearly 
evidenced in fig. 23, are far stronger in single crystals than in scraped polycrystals. 
As pointed out earlier, the reason for this is not yet totally understood, but, at least in 
Ce compounds, the suspicion exists that the 4f5/2 state is actually a band state so that 
scraping can destroy the delicate phase coherence of the very narrow band. If scraping 
can have such a strong effect on this band, then surely temperature and phonons can also 
play a role. 

The existence of some temperature dependence in heavy fermion PES spectra has been 
the main driving force in pursuing the validity of the single-impurity model. Thus it 
clearly requires more substantial treatment than given in some of the previous sections. 
Additionally, in view of the superiority of single-crystal data (cleaved rather than scraped) 
the latter will be given more weight than polycrystalline results. The focus will be on 
three materials (again Yb compounds where all agree that the 4f7/2 level is filled), namely 
YbAgCu4, YbCu2Si2, and YbA13. 

12.3. BIS temperature effects 

The approximate solutions of SIM also predict the behavior of empty states in correlated 
compounds. These can be studied with bremsstrahlung isochi'omat spectroscopy, or BIS. 
But in regard to BIS data, a number of problems need to be addressed before it can 
be accepted as validating the single-impurity model. In the first place, the resolution 
is insufficient to determine whether 4f states just above EF are actually consistent with 
a Kondo resonance (i.e., correct width, weight, position, consisting of the KR and the 
sideband, etc.), or are just a manifold of the 13 empty 4f states (in the case of Ce). 
Secondly, it has not been satisfactorily demonstrated that the weight lost in the near-EF 
peak exactly equals the weight gained by the f 2  peak (a necessary condition). Thirdly, 
there is no reason to assume that the balance between the f l and f 2  peaks cannot 
change simply as a result of lattice expansion with temperature if we have single-particle 
states. Fourthly, surface effects are common in Ce compounds and no delineation of 
these has been done in BIS. Finally, if the empty states are near the Fermi energy the 
simple convolution with a 300 K Fermi function will yield some temperature dependence, 
particularly in the presence of phonon broadening. Also, in the end it will still be 
necessary to explain the single-crystal PES data which clearly fail to conform with the 
single-impurity model. For all these reasons it is best to study temperature dependence 
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via PES in Yb compounds where the full power of high-resolution PES can be applied 
to fully occupied 4f states. 

12.4. Yb compounds  - comparison to N C A  

The NCA predictions (code provided by D. Cox) for the temperature behavior of these 
materials are shown in fig. 25 (from Joyce et al. 1996). Here the 4f7/2 and 41"5/2 features 
are shown without the omni-present surface states which cannot be modeled by NCA. 

YbAgCu4 

NCA cales. 

- -  20 K / " \  
........... 80K 

A 
YbAl3 

AE=I90 meV / " \ 1  

-1.6 - I  .2 -0.8 -0.4 0 0.4 

Binding Energy (eV) 

Fig. 25. NCA calculations (code provided by D.L. Cox) at three different temperatures for three materials 
discussed here. Surface states are not modeled by NCA. Note the large temperature dependence expected for 
YbAgCu 4. The parameters used are: 
Upper frame, YbAgCu4: T K = 100K, U~. = eo, W=6.0 eV (Lorentzian), Ztso = 1.29 eV, Ef : 1.0 eV, CF s ta tes-  
none, F = 0.05462 eV. 
Middle frame, YbCu2Si2: T~ = 40K, Ufr=8eV, W=6.0eV (Lorentzian), Aso=l.29eV, ef=l.0eV, 

Act 1 = 12 meV, ACF 2 -- 30 meV, Acv 3 - 80meV, F=0.0606eV 
Lower frame, YbA13: TK = 400 K, Ufr = 8 eV, W = 10.0 eV (Lorentzian), Aso = 1.29 eV, ef = 1.0 eV, CF states 
none, F=0.05856eV. (From Joyce et al. 1996.) 
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Fig. 26. Experimentally measured temperature dependence 
between 20 K and 80 K for the three materials calculated in fig. 25. 
Essentially none. (From Blyth et al. 1993.) 

The three temperatures for which calculations exist are those most easily accessible 
experimentally. The parameters are given in the figure caption, but are chosen so as 
to approximate the three materials and their respective TK's. The data have also been 
smoothed with a 190 meV Gaussian to match the resolution of the YbCu2 Si2 data shown 
in the bottom frame of fig. 26. In all cases a large temperature dependence is predicted. 
In particular, note the large decrease in intensity between 20 K and 80 K for YbAgCu4, 
a material having a TK in the vicinity of 100K. 

By contrast, fig. 26 shows that the measured temperature dependence between 20 K and 
80 K in all three materials (Blyth et al. 1993) is almost nil, with the surface states usually 
showing larger effects than the bulk states. Here the YbAgCu4 specimen was a coarse- 
grained polycrystal cleaved in situ. The results contrast sharply with the measurements 
of  Malterre et al. (1992a) who reported a large temperature effect in YbAgCu4 between 
20 K and 80 K. Again, however, in view of the superiority of  single-crystal data (or at least 
cleaved vs scraped surfaces) more weight is given to results from cleaved surfaces, the 
scraped polycrystal data having too many uncertainties. Indeed, Arko et al. (unpublished) 
observed that scraping their YbAgCu4 surface totally destroys the 4t'7/2 and 4t"5/2 bulk 
peaks which were present on the same specimen when the surface was prepared by 
cleaving. The intensities slowly recover with time and a large temperature dependence 
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Fig. 27. Experimentally determined tem- 
perature dependence for 2 materials cal- 
culated in fig. 25. Only the 4f7/2 peak 
shows some temperature dependence due 
to Fermi function effects. The YbCu2Si 2 
data are those of C.G. Olson using a 
CMA analyzer with the sample mounted 
on a cryostat horizontal to beam to avoid 
sample movement during warm-up. Data 
were normalized on the Si 2p levels above 
E F (kinetic energy = 101 eV) due to second- 
order light. (From Joyce et al. 1996.) 

can now be observed below 80 K, but the surface composit ion prepared in this fashion 
surely is no longer representative o f  the starting material. 

Above 80 K a substantial temperature dependence is usually observed even in single- 
crystal Yb heavy fermions, albeit not always. The lack o f  exact reproducibil i ty may in fact 
be the smoking gun which points to the fact that these effects are probably more related to 
the quality o f  the surface. First we show in fig. 27 cases where the features, both bulk and 
surface, are nearly temperature independent, except for the effect o f  the Fermi function. 
The YbCu2Si2 spectra in the lower frame are unpublished data o f  C.G. Olson at SRC. 
Although YbCu2Si2 generally yields smaller effects than other materials in spite of  its 
TK = 35 K, these moderate-resolution spectra are particularly important because o f  the 
method in which they were taken. For these data (measured with a CMA analyzer) 
the sample was mounted at the bottom of  a cryostat which itself  was mounted in a 
horizontal posit ion parallel  to the beam direction. This is important because as the cryostat 
temperature decreases, the contraction o f  the cry ostat is parallel  to the direction of  the 
light so that the sample posit ion with respect to the light source does not change. Indeed, 
one possible source o f  temperature dependence is simply the change in sample position. 
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Fig. 28. Typical temperature dependence for 
single crystal YbA13 between 80 K and 300 K. 
Spectral weight loss for the 4fv/2 peak is rarely 
more than 10% vs the predicted 60% in fig. 15. 
This is easily accounted for by Fermi fimctiun 
effects. There is little spectral weight loss in 
the 4f5/2 peak nor gain in the trivalent portion 
of the spectrum. Data are normalized on the 
A1 2p levels at -13 eV due to third-order light. 
(From Joyce et al. 1996•) 

It was found by Olson that simply illuminating a different part o f  the surface results in 
spectral changes which can exceed any temperature effect. This is due to the fact that 
at different parts o f  the crystal surface different crystal planes are exposed, which have 
wildly differing 4f7/2 intensities. Indeed a cleave was found in YbCuzSi2 which showed 
almost no bulk 4f7/2 intensity, with nearly all intensity in the surface 4f7/2. Another 
important aspect o f  the bottom frame of  fig. 27 is that the data were normalized on 
the Si 2p states occurring just above EF due to second-order light• By normalizing to 
the integrated spectral weight of  these Si 2p states which are presumably temperature 
independent, the minimal temperature dependence of  fig. 27 was obtained• 

More common in Yb heavy fermions, however, are spectral weight changes ranging 
from 0% to about 15%• A more typical temperature dependence between 80 K and 300 K 
is shown in fig. 28 for YbA13 (Joyce et al. 1996, Andrews et al. 1994). Here again the data 
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are normalized to the A1 2p core levels which this time are obtained in third order, while 
the spectrum itself is obtained in second-order light for better resolution. For the set of 
data in fig. 28 the spectral weight loss of the 4f7/2 is about 7%, assuming a Doniach-Sunjic 
(1970) lineshape, and about 10% assuming a symmetric Lorentzian lineshape. While the 
fit to the data is noticeably worse with a symmetric lineshape, the spectral weight loss 
is still only about 10%, a value substantially less than the 60% predicted in fig. 25. In 
addition to the deterioration of fit quality, the symmetric Lorentzian lineshape requires a 
FWHM of about 140 meV which is in gross contrast to the GS and NCA predictions of 
~45 meV In the bottom frame of fig. 28 an expanded view of the trivalent portion of the 
spectrum at first shows what appears to be an increase in trivalent signal with increasing 
temperature, just as one would expect from SIM. However, direct integration of this signal 
yields almost no change in the total spectral weight. In all likelihood the small spectral 
weight loss in the divalent signal is not detectable as a weight gain above noise level 
in the trivalent portion in this mixed valent material. From all this one would have to 
conclude that the small temperature dependence observed in Yb heavy fermions does not 
fit the NCA predictions despite claims to the contrary (Tjeng et al. 1993, Weibel et al. 
1993). On the other hand, the PAM predicts a much slower temperature evolution of the 
KR relative to the SIM. Although calculations for real systems are not yet possible with 
PAM, the trend is in the right direction and offers hope for a resolution of the dilema. 

Joyce et al. (1992c) suggested already in connection with CeSi2 data of Patthey 
et al. (1987a) that one should consider phonon broadening as a source of temperature 
dependence. In reply it was pointed out (Patthey et al. 1993) that while core level phonon 
broadening can be understood within the Franck-Condon model, the near-Ev features in 
heavy fermions should not couple to the phonons owing to the well-screened condition 
of these states. Nevertheless, phonon broadening is observed in the valence bands of 
many materials, even in excellent metals like Cu (Matzdorf et al. 1993), where the 
screening is expected to be good. Thus, while not entirely understood, phonon broadening 
is an existing fact and must be considered. In CeSi2 Joyce et al. (1992c) estimated 
the magnitude of the broadening (about 100meV) from the broadening of the Si 2p 
core levels. While this is certainly not expected to be identical to the Ce states, it should 
serve as a first-order approximation. 

In Yb compounds the phonon broadening was estimated from a measurement of pure 
Yb metal, which, as we have already seen in fig. 24, displays 4f spectra similar to those of 
the heavy fermion compounds despite the position of the 4t"7/2 peak at - - 1  eV below Ev. 
The temperature dependence of these levels, now due entirely to phonon broadening, 
is shown in fig. 29. The data were fitted at each temperature with Gaussian broadened 
Doniach-Sunjic (1970) lineshapes and separated into bulk and surface components. 
The fits are overlaid in the upper frame, normalized to equal integrated intensities. 
A substantial apparent temperature dependence is observed even in the absence of the 
Fermi function cut-off, and in the absence of any spectral weight loss. The 300 K spectra 
are broadened by 130 meV over the 25 K spectra (added as root mean square). 
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Fig. 29. Yb metal film data at 25 K (middle 
frame) and 250K (lower frame) to show that 
a temperature dependence is observed even 
in the absence of any Kondo phenomena. 
Spectra were normalized to equal areas by 
fitting to the bulk and surface peaks as shown. 
Upper frame shows an overlay of these equal 
area fitted curves. 130meV of broadening 
in quadrature over the 25K spectrum was 
needed to fit the 300K spectrum. (From Joyce 
et al. 1996.) 

12.5. Phonon broadening and Fermi function 

Assuming  that a similar 130 me V broadening  occurs in  heavy fermion compounds  where 
the 4f7/2 is wi th in  20 to 30 meV of  the Fermi energy, one can then simulate the effect o f  
the Fermi funct ion on  the 4f7/2 intensi ty  (Joyce et al. 1996). This is done in  fig. 30 where 
fits to the bu lk  divalent  4 f  peaks o f  fig. 28 (i.e., the bu lk  4f7/2 and 4f5/2) measured  at 20 K 
are broadened by 130 me V in  quadrature and convoluted with a 300 K Fermi function. 
The middle  frame shows the effect near  the Fermi energy us ing  a 45 m eV experimental  
resolution,  while  the bo t tom frame gives the same result  with 100 m eV experimental  
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Fig. 30. Simulated temperature depen- 
dence of the fitted YbA13 spectrum of 
fig. 18 with the surface states removed. 
The 300K spectrum was broadened in 
quadrature by the 130meV found for Yb 
metal and subsequently cut with a 300K 
Fermi function. A 12.5% spectral weight 
loss is obtained for the 4f7/2 peak and 
none for the 4fs/2 peak although the latter 
appears to have lost spectral weight. This 
is more than is actually observed. Minor 
scatter in the data can easily account for a 
mistaken temperature dependence. (From 
Joyce et al. 1996.) 

resolution. The calculated spectral weight loss o f  the Yb 4f7/2 peak is about 15% which 
is actually larger than the measured result. Thus the broadening in compounds is perhaps 
somewhat less than 130 meV, indeed most l ikely closer to 100 meV as found (Joyce et al. 
1992c) in CeSi2. It is important to note from the bottom frame o f  fig. 30 that given 
some degree o f  data scatter one could never unambiguously distinguish between peak 
broadening and spectral weight loss, although a careful subtraction o f  the backgrounds 
often yields a zero weight loss for the Yb 4f5/2 even in the presence of  a 10% weight 
loss for the Yb 4f7/2. In fig. 27 no data analysis is needed to see this effect. 

The lack o f  temperature dependence o f  the Yb 4f5/2 is significant, since the SIM 
predicts it to be large (e.g., fig. 25). It almost certainly points to a failure o f  the SIM 
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in favor o f  other models, perhaps the PAM. At this writing, however, the PAM cannot be 
solved for Yb compounds. 

12.6. Ce compounds 

The concept of  phonon broadening works especially well for Ce compounds. This was 
already shown in the re-analysis (Joyce et al. 1992c) of  the CeSi2 data of  Patthey et al. 
(1987a), but it is always more convincing when the signal is strong, as in CeBe13. In this 
material (Andrews et al. 1996) there is the added advantage in that the large TK ( ~  400 K) 
precludes the existence o f  any crystal field levels (indeed, none have been reported), so 
that from SIM all of  the Ce 4f5/2 intensity is in the Kondo resonance which should then 
follow the temperature dependence of  fig. 2. Since at T -- 300 K we obtain to first order 
that T/TK ~ 1, about 50% of  the KR spectral weight should be lost between 2 0 K  and 
300 K based on fig. 2. 

In fig. 31 the spectra at resonance for CeBe13 (110) are shown with 9 0 m e V  resolution 
at 2 0 K  and 300K (Andrews et al. 1996). In this figure the spectra are analyzed assuming 
that the 4f  states at this location in the Bril louin zone are fully occupied below E r  and 
are not a consequence o f  a mere tail from an intense KR feature above Ev. In other words 
the spectrum at 20 K was fit with a symmetric Lorentzian centered at - 2 0  meV for the 
4f5/2 state and a Gaussian peak at - 280  meV to simulate the 4f7/2 feature. A background 
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Fig. 31. Spectra for CeBel3(ll0 ) at 
20 K and 300 K to determine temperature 
dependence. The 20K spectrum was 
fitted with a 90meV wide (FWHM) 
Lorentzian (gray line through data) at 
-20meV for 4f5/~, plus a Gaussian 
at -250meV for 4fv2, as well as a 
featureless background (see Andrews 
et al. 1996). This fitted curve was then 
just cut with a 300K Fermi function to 
produce the "Fermi Only" fit in the upper 
curve. However, by first broadening the 
entire 20K fitted curve by 100meV and 
then cutting with a 300K Fermi function 
an exact fit to the 300 K data is obtained 
(thick gray line). 

was also included and the total fit is shown as the gray line through the data points. I f  this 
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Fig. 32. Here the 20 K data of fig. 31 are fit with a 0.06 eV wide (FWHM) Lorentzian centered at 0.04 eV above 
Ev so that only the tail is occupied, thus simulating a KR. Crystal field levels are absent in this material. All 
other parameters are identical to those of fig. 31. The temperature dependence is then simulated by decreasing 
the KR intensity to 50% of its 20 K value and cutting with a 300K Fermi function to produce the dark line 

curve superimposed on the 300 K data. Note the peak shift toward E F vs the observed shift away from E F. 

entire fitted lineshape is now convoluted with a Gaussian (FWHM = 100 MeV) to simulate 
100meV of phonon broadening, and then convoluted with a 300K Fermi function, 
the resulting lineshape fits the 300K data exactly as shown by the gray line in the 
300 K spectrum. The thin black line in the 300 K spectrum represents convolution with 
a Fermi function only. While it yields nearly all the temperature dependence, it is clearly 
insufficient to fit the 300 K spectrum exactly. 

The fits in fig. 31 show that 100meV of phonon broadening combined with 
Fermi function convolution are entirely sufficient to explain all temperature effects, 
provided that the peak of  the narrow DOS feature is below the Fermi energy as assumed in 
the fits. It is however fair to ask whether a similar fit can be obtained with the assumption 
that the peak of the narrow feature is above the Fermi energy and only the tail of  this 
feature is occupied, as would be the case for a KR. It is straightforward to simulate 
this using Lorentzians since within GS the KR has nearly a Lorentzian lineshape. The 
20 K spectrum of fig. 31 can indeed be fit quite well by assuming a symmetric Lorentzian 
centered at 0.04 eV (above EF) and having a FWHM of 0.06 eV. This new fit is shown in 
fig. 32 as the gray line through the T = 20 K spectrum. The parameters for this Lorentzian 
are surprisingly close to what one would expect for a Kondo resonance in a material 
having a TK o f - 4 0 0  K so that at first glance it would seem to confirm the existence of a 
KR. (Recall from fig. 21, however, that the actual calculation misses badly on t h e f  ° peak. 
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In fig. 32 is shown a simulation of the KR only.) I f  the temperature is now increased to 
300K, the spectral weight of  the Lorentzian representing the KR at 0.04eV above EF 
must be decreased to about half of its intensity (based on fig. 2) and the entire spectrum 
convoluted with a 300K Fermi function in order to simulate the 300K spectrum. The 
result is shown as the dark line spectrum superimposed on the 300 K data. Immediately 
we see that far too much temperature dependence is predicted, and it would take a 
severe renormalization of the theory to bring the temperature dependence in line. More 
importantly, however, the centroid of the simulated peak shows a positive energy shift 
while experimentally the peak actually shifts away from the Fermi energy with increasing 
temperature. 

The positive energy shift of  the Ce 4f5/2 peak with increasing temperature was in fact 
first calculated by Gunnarsson and Sch6nhammer (1987). In that paper they also show that 
because of the intense and narrow KR just above EF one may actually obtain an increase 
in measured 4f7/2 intensity at elevated temperatures despite the fact that the KR intensity 
is decreasing. This amplitude effect is purely a consequence of the occupation of only a 
small tail of a much more intense narrow feature above Ev. It is easy to understand this 
amplitude effect if the KR (or any sharp feature above Ev) is positioned within kBT of 
the 300 K Fermi function (i.e., within about 20 meV Of EF) and its width is no more than 
about 20 meV. Outside of these approximate parameters one will always get a decrease, 
but more importantly, in all cases there will be a shift toward the Fermi energy with the 
broader Fermi function. 

The experimental shift away from the Fermi energy, by contrast, is a direct consequence 
of the broadening of the 4f5/2 feature. A peak shift cannot be obtained if only the 
Fermi function convolution is used with no phonon broadening. Thus, the observed shift 
of the peak toward higher binding energies, observed almost universally in Ce heavy 
fermions, is a smoking gun in favor of phonon broadening. 

Because of the positive energy shift inherent in the GS calculation (vs. the experi- 
mentally observed negative shift in most Ce heavy fermions with the possible exception 
of the Kondo insulators) one can never obtain a fit to the 300 K data using GS without 
changing the position and the FWHM of the Kondo resonance, as well as shift the position 
of the spin-orbit peak, no matter how much spectral weight is assumed lost in the KR. By 
contrast, we see that an exact fit is trivially obtained by assuming a feature fully occupied 
below the Fermi energy and broadened with temperature. To restate, the shift toward 
the Fermi energy is a direct consequence of a convolution of a broader Fermi function 
with a sharp intense DOS feature immediately above EF, while a shift away from the 
Fermi energy can only occur if the peak in the DOS is fully below EF and broadened. 

All these effects were observed in single crystals in angle-resolved spectra. For the 
directions measured, the observed temperature effect would suggest a 4f5/2 quasiparticle 
peak fully occupied below Ev and no intense DOS features within kBT above EF. This 
is consistent with a narrow band which could cross EF, but for the directions measured 
it is situated below EF. Clearly an experiment still to be performed is one where the 
band has just crossed EF (i.e., the 0 = 10 ° spectrum in fig. 41b, below). Here one would 
expect a peak shift in the opposite direction (toward E~) as the temperature increases. 
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It appears, then, that in Ce compounds there is no temperature dependence of the DOS 
over and above conventional effects. The same appears to be true in Yb compounds at 
least where single-crystal data are concerned. Data from scraped polycrystalline surfaces 
clearly display stronger temperature effects and it remains to be determined whether 
disruption of the narrow bands by scraping changes the 4f  electronic structure sufficiently 
that the single-impurity case is actually realized. 

While we have been calling the broadening effect as phonon broadening, it must be 
pointed out that the PAM likewise predicts a broadening of  PES features with temperature, 
but not associated with phonons. Experimentally there is no way to distinguish between 
phonons and the magnetic polaron interactions inherent in the PAM. Suffice it to say that 
the temperature effects observed in PES measurements are not inconsistent with the PAM 
predictions. 

13. Surface-related effects 

For the photon energies employed in high-resolution spectroscopy of lanthanide materials 
(h~=40-120eV; ~ = 4 0 - 7 0 m e V ) ,  the escape depth of the photoelectrons is typically 
-10  A at the 4d resonance, so that the top one or two layers of  the material may contribute 
as much as 50% to the PES signal. At the higher energy 3d resonance, h~ ~ 900 eV, the 
surface contribution is reduced to only ~10% of the total signal, but the concomitant 
lower energy resolution achieved at this photon energy ( ~  = 300 meV) is insufficient to 
test the accuracy of the lineshapes, so it is the more surface sensitive 4d resonance which 
is most often used to test the theoretical models. 

It has been suggested that the lack of agreement between GS calculations and 
photoemission experiments might be attributed to the fact that PES does not sample the 
bulk electronic structure, due to its intrinsic surface sensitivity. While relatively little is 
known about the surface behavior of  actinide materials, limited progress has been made 
on understanding lanthanides. Here we must content ourselves with a brief summary of 
those findings which bear relevance to the spectroscopy of heavy fermions. In this section 
the chief focus will be on Ce compounds rather than Yb, because it is Ce which presents 
the greater challenge to identify the surface 4f contribution. 

In their atomic form, all rare earths except Ce, Gd and Lu are divalent 4fn(5d6s) 2. The 
cohesive energy gain upon solidification favors the trivalent state in the solid 4f  n l(5d6s)3 
in all metals except Eu and Yb. At the surface however, the electronic structure of the 
bulk is strongly perturbed, and the charge rearrangement can produce a surface atom core- 
level shift (SCLS) which results in an energy splitting of the surface and bulk core levels 
As, b typically on the order of  ±0.1-1.0 eV The magnitude and direction of the SCLS will 
depend on the net sign of the sum of five separate contributions: 

ASCLS = Z~environment -? Z~hybridization + Z~configuration + Arelaxation + Z~charge transfer 

(the fifth term should be included when adsorbates are present). For pure metals, the SCLS 
leads to stabilization of the divalent state at the surface in Sm and Tm. In compounds, 
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the difference in energy between the trivalent and divalent configurations is modified, 
and many intermetallics formed of either Sm, Tm, Eu or Yb (such as YbA13 already 
discussed) also exhibit surface valence transitions. 

The existence of surface valence transitions in the rare earths and their compounds 
is well established, however it was not until quite recently that 'analogous' effects 
were discovered for Ce and Ce intermetallics (Laubschat et al. 1990, Weschke et al. 
1991, 1992). In the context of Ce the term 'valence transition' will refer to the 
difference in hybridization strength that occurs between the a and Y phases, rather than 
4f population changes which can occur for the pure metals as noted above. The discovery 
of this behavior in Ce has important consequences for the spectroscopy of heavy fermion 
compounds inasmuch as it may help explain some of the discrepancies between model 
calculations and experiment noted above. 

13.1, Studies at high hv 

The first evidence that the electronic structure of the surface layer of Ce differed 
substantially from the bulk came from the XPS study by Laubschat et al. (1990) in which 
3d core level spectra of CeIr2, CePd3 and CeRh3 were analyzed using a simplified version 
of the GS model (Imer and Wuilloud 1987). They found 20% larger f occupancies for 
the surface layer indicating a reduced hybridization relative to the bulk. High-resolution 
UPS of the Ce 4f core levels by Weschke et al. (1991) used in situ growth to achieve 
a clean Ce surface. The sample temperature was varied across the a-y  phase transition 
from 20K to 150K while photoemission spectra were recorded at the 4d (by = 120eV, 
fig. 33) and 3d (by = 884 eV, fig. 34) resonance thresholds. For Ce in the y phase, spectra 
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Fig. 33. 3d and 4d resonant spectra for or- 
and y-Ce and Celr 2 from Lanbschat et al. 
(1992), fig. 2. 
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Ce and CeIr2 from Laubschat et al. (1992), 
fig. 3. 
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at the 3d and 4d edges appear identical. In marked contrast, for the ~ phase Ce we see 
that the spectra taken at the more surface sensitive 4d energy exhibit a largerf°/ f  1 ratio 
than the corresponding 3d spectra, giving it an appearance similar to the y phase of  the 
material. Furthermore, when the surface and bulk signals were extracted for the ct phase 
(using estimated surface-bulk intensity ratios based on the photoelectron escape depth), 
t h e f  ° peak was found to contain a much larger surface component than t h e f  1 (fig. 34 
bottom spectra). In subsequent studies, Weschke et al. (1992) and Laubschat et al. (1992) 
went on to discover that in the 'bandlike' materials CeIr2 and CeRh3 t h e f  0 peak originates 
almost entirely from surface layer. 

These findings partially invalidated much of the earlier XPS work on deriving GS model 
parameters and 4f occupancies which did not take account of  the surface contribution. 
However, since the authors employed a simplified version of the GS model in their 
analysis, the larger issue of the appropriateness of  the GS model for describing Ce PES 
cannot be answered by their work. Nevertheless, these findings represent one of the more 
important contributions to the understanding of Ce photoemission spectra. 

The presence of a sizable surface contribution with a smaller hybridization strength 
than the bulk complicates analysis of  the photoemission spectra, because it doubles the 
number of  parameters which must be employed in the fit. Since the number of  adjustable 
parameters is already large this would seem to be a highly undesirable situation. The 
implications of this for the spectroscopy of heavy fermion systems appear to have been 
largely overlooked: to date we know of only one study, Liu et al. (1992a), which attempts 
to account for the surface contribution using the full-blown GS model. In this work 
the authors argue that the large discrepancy between the magnetic susceptibility values 
derived from photoemission and those obtained directly from bulk measurements, is 
entirely due to failure to include the surface contribution in the analysis. It is, however, a 
pure assumption that the surface can be treated as a separate Kondo material with a much 
lower Kondo temperature since there is no evidence that there is a surface contribution 
to the f 1 features. 

13.2. Dosing studies 

Without exception, the surface layers of  all the compounds discussed in this review are 
highly sensitive to the presence of contaminants. This is true for both valence states and 
core levels. In a limited number of  cases, it is actually possible to quench the surface 
components by dosing them with light impurities such as oxygen or hydrogen. We have 
conducted dosing studies over the past two years on almost all of  the materials mentioned 
in this review, chiefly in order to identify the surface contribution, but also in order to 
help us understand the reasons why the photoemission spectra from single crystals differ 
so dramatically from older data from polycrystalline samples, which we suspect may 
have suffered from the presence of contaminants. We have confined our studies to the 
low coverage regime, ~< 1.0 Langmuir, and have not tried to determine oxidation rates or 
precursor states which depend on the crystallographic plane of the surface, which was not 
always possible to uniquely identify. Higher concentrations of  02 will eventually result 
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Fig. 35. YbCu2Si2: solid circles, as cleaved; open circles, +0. l  L 02; crosses, +0 .2L 02; solid lines, +0 .4L 02. 

in the formation of an oxide layer, but prior to this, oxygen may penetrate into the bulk 
lattice and change the surface morphology. 

Figure 35 shows the response of a freshly cleaved YbCu2Si2 surface to the addition of 
small quantities of oxygen via a gas dosing valve (1 Langmuir = 1 x 10 -6 torr for 1 s.). The 
solid line shows the familiar divalent surface and bulk peaks (As,b ~ 0.9 eV) as discussed 
in sections 8-10 above. The dotted/dashed lines and markers show the gradual reduction 
in the magnitude of the surface component with dosage. The emission from the surface 
components clearly decreases more rapidly than the bulk ones. The small amount of 
apparent decrease in the bulk peaks is due in part to the loss of the underlying surface 
signal, as well as an increase in the depth traversed by the bulk electrons due to the oxygen 
adlayer. The surface component is completely quenched by only ~0.4 Langmuirs of 02. 

Ce is much more reactive than Yb, so that samples remain clean for shorter time 
periods under standard UHV conditions (P < 10 -1° torr). While there have been a number 
of earlier studies on the oxidation of polycrystalline Ce metal [see Lynch and Weaver 
(1987) and references therein] we know of no published investigations pertaining to the 
oxidation of Ce heavy fermion compounds. The two most stable oxides of Ce are trivalent 
Ce203 and tetravalent CeO2. The signature (in a PES spectrum) of the trivalent form of 
the oxide will be the presence of a 4f peak at ~2 eV with the 4f weight at the Fermi level 
much reduced or altogether absent (except for the remaining 5d's), while for the tetravalent 
oxide the spectrum will appear similar to that of La metal, indicating the complete absence 
of 4f electrons. The results of dosing studies on many other Ce compounds have been 
reported by Blyth et al. (1994). 

For Ce the surface-bulk splitting is too small to be resolved, however small amounts 
o f  02 can dramatically change the spectral weights of t h e f  ° a n d f  1 . In fig. 36 [CeBel3] 
the solid circles show the as-cleaved surface of CeBe]3 while the open circles, diamonds, 
crosses, open triangles and solid line correspond to increasing 02 concentrations. Between 



PHOTOELECTRON SPECTROSCOPY 1N HEAVY FERMION SYSTEMS 341 

CeBe 3 fl 
hv= 120 f0 

"~ 1"2 ~ k ~  ~ -Oxygen ~ 

o.s 1 i 
0.4 'i 

.~ 0.2 

7 6 5 4 3 2 | 0 

Binding Energy (eV) 
Fig. 36. CeBe13: solid circles, as cleaved; open circles, +0.1 La 02; diamonds, +0.2L 02; crosses, +0.4L 02; 

triangles, +0.8L 02; solid lines, +1.2L 02. 

0.1 and 0.2d Langmuirs, the apparently greater loss in intensity of  the f 0 (~20%) relative 
to the f l  (-10%) may indicate a larger surface contribution, which agrees with the 
findings cited earlier (Laubschat et al. 1990, 1992, Weschke et al. 1991, 1992), i.e., that 
t h e f  ° has a larger surface component than t h e f  1 due to the y-like surface layer. Between 
a coverage of 0.1 and 0.2 L, t h e f  0 peak begins to shift toward higher binding energy, then 
from 0.2 to 1.2 L it gains intensity, while the f l peak progressively looses weight. The 
direction of the peak shifts, the f l toward Ev and the f 0 to higher binding energy, are in 
accord with the presence of a y-like surface layer, however the covalent bonding with the 
oxygen adds spectral weight to the resonance at ~2 eV so that the comparison is obscured, 
making it difficult to draw conclusions about the precise extent of  the surface contribution. 
It is tempting, albeit speculative, to suppose that the spectra displayed listing a coverage 
of 0.2 L of O2 may more closely approximate the true bulk spectra of  this material. Above 
this coverage oxide formation has begun to occur, as signaled by the steadily increasing 
intensity of  the f 0  peak. 

Figure 37 [CeCu2Si2] illustrates how even a small amount of  contamination (<0.5 L O2) 
can lead one to the erroneous conclusion that there is no f l weight at the Fermi level. 
By 0.4 L any sign o f t h e f  ° peak which was prominent on the freshly cleaved surface has 
vanished and all that remains is a flat DOS which is attributed to the 5d bands. There 
is far less noticeable effect on the Cu 3d bands at 4 eV binding energy. It is particularly 
worrisome that the 02 peak at 6 eV appears as only a weak shoulder of  the main Cud  band 
since this too could lead one to incorrect assessment of  the surface cleanliness. The loss 
of  weight at the Fermi level, together with the growth of the ~2 eV 'covalent' resonance, 
indicates the formation of the trivalent oxide Ce203. I f  the 0.4 L spectrum is broadened by 
the appropriate amount, it strongly resembles PES spectra from polycrystalline samples 
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Fig. 38. CeSb2: solid circles, as cleaved; open circles, +0.1 L 02; crosses, +0.2L Oa; solid lines, +0.4L 02. 

presented by Kang et al. (1990b) in their fig. 2, suggesting the need for a re-evaluation 
of this material with respect to the GS model. 

Figure 38 [CeSb2] shows that of all the Ce compounds we have studied, CeSb2 is the 
only one which exhibits a concurrent loss of 4f weight in both the f0  and f l peaks, 
indicating a rapid transition to tetravalence caused by ionic bonding with the oxygen 
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adatoms. The remaining spectral intensity bears a close resemblance to the 5d spectrum 
of La metal. 

Similar dosing studies have been performed on uranium compounds but their 
presentation is reserved for sect. 15 on uranium. 

To sum up, then, we have found that the relative weights of the f 0  and f l can 
be dramatically altered by small amounts of contaminants (<<0.5 Langmuir). Since the 
relative spectral weight o f t h e f  ° a n d f  1 peaks is an important parameter in the GS model 
because it is correlated with the Kondo temperature, this means that it is of paramount 
importance to maintain stringent UHV conditions. Furthermore, since emission from the 
surface layer will always be part of the total intensity in any photoemission experiment 
and it is doubtful that the bulk electronic structure of Ce can be reliably discerned without 
adequate characterization of the surface component, it follows that if further progress is 
to be made, the surface contribution must be experimentally identified and then either 
subtracted from the data to give the true bulk signal, or alternatively, the theoretical 
models must include the surface contribution in their calculations. 

14. Momentum-dependent effects 

Perhaps the strongest argument in favor of a model which includes the periodic lattice 
is the observation of momentum-dependent effects at temperatures far above the Kondo 
temperature. The PAM allows for such an electronic structure. By contrast, within GS and 
NCA the KR and its sidebands are a dispersionless feature (Bickers et al. 1987), indeed 
a thermodynamic quantity of a material, whose properties (i.e., the width, position in 
energy, spectral weight, etc.) are essentially determined by the value of TK. True enough, 
at low temperatures it is agreed that there is band formation once coherence sets in [after 
all, the de Haas-van Alphen effect has been observed by Lonzarich (1988), Springford and 
Reinders (1988) and more recently by Aoki et al. (1992) and others too numerous to list], 
but the dispersion must be of the order of TK, and then only at T << TK, or below the so- 
called coherence temperature. The manifestation of angle-dependent effects, particularly 
if these exist at T >> Ts: then, would represent a serious disagreement with NCA. 

14.1. CePte+x amplitude modulations 

Just such angle dependent effects have been reported by Andrews et al. first in 
CePt2+x (0 <x < 1) (Andrews et al. 1995a), and later in CeSb2 (Andrews et al. 1995b) 
and CeBe13 (Andrews et al. 1996). The data for CePt2÷x are shown in fig. 39 where 
the amplitude of the near-EF feature is seen to tmdergo periodic amplitude modulation, 
the period of which coincides exactly with the inverse lattice. The insets indicate the 
positions in the lattice (surface projection of the Brillouin zone) where the various 
spectra were taken, while the angles are measured with respect to the surface normal 
(i.e., the F-point). Very large effects are observed, which bring into question the 
thermodynamic nature of  the near-EF feature. The data were taken at resonance (photon 
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Fig. 39. CePt2+ X ARPES spectra at the indicated point in the Brillouin zone. Note that the 4f5/2 amplitude shows 
amplitude variations exactly periodic with the Brillouin zone, suggestive of band states (from Andrews et al. 

1995a). 

energy = 120 eV) at a temperature of  120 K using a VSW HA50 angle-resolved analyzer 
with a 2 ° acceptance cone and about 90 meV energy resolution. The data are highly 
reproducible. 

The CePt2+x sample was prepared in situ by evaporating Ce onto a Pt (111) single 
crystal. Analysis with LEED and XPS (Tang et al. 1993) as well as comparison of 
Pt 4d intensities of the in-situ grown specimen to arc-melted polycrystals, determined the 
composition to be most likely CePt2.2, with the value o fx  determined to within 0 <x  < 1. 
Bulk property measurements on arc-melted specimens with compositions between CePt2 
and CePt3 indicated very similar properties throughout the composition range so that the 
inexact determination ofx is irrelevant to the physics. The Kondo temperatures were found 
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to be less than 20 K for all compositions, with the magnetic susceptibility showing Curie- 
Weiss behavior down to 20 K. From bulk property measurements one would conclude that 
the materials are nearly trivalent so that it is all the more surprising that such an intense 
KR is observed at T = 120 K. 

It is significant that the amplitude modulation effects are seen primarily in the KR. 
Indeed, in the figure the data have been normalized to the peak value of the spin- 
orbit peak, the Ce 4f7/2. Because the amplitude modulation is seen primarily in the KR 
it rules out photoelectron diffraction as the source of the amplitude effect, since the 
orbital symmetry and the atomic point of  origin of  both features is identical, while the 
kinetic energies of the photoemitted electrons from the two features are likewise nearly 
identical. From photoelectron diffraction both peaks would be expected to undergo similar 
amplitude modulation. Moreover, photoelectron diffraction effects are not necessarily 
periodic with the inverse lattice, but are rather a geometric effect (Fadley 1987) which 
yields maximum amplitude from forward scattering around masking atoms near the 
surface (the forward flashlight). The observation of dispersion in some systems in any 
case points to Bloch states. 

In their first paper on the subject Andrews et al. (1995a) interpreted the amplitude 
effect as resulting from the dispersion of an extremely narrow band above EF. They 
showed that the effect can easily be accounted for if a Lorentzian feature, derived from 
a very flat band about 20 meV below EF, disperses to just above EF. The dispersion 
itself was not observable owing as much to the large natural linewidth (~100 meV) as to 
instrument resolution. In subsequent materials studied there appears to be actual evidence 
for dispersion (see below) but surprisingly in a direction opposite to that assumed by 
Andrews et al. (1995a). 

The temperature at which the measurements were taken (Tin = 120K) is a most 
important factor in solving the heavy fermion puzzle. For CePt2÷x we see that the 
measuring temperature is very high, 6TK < Tm < 10TK. Based on NCA, the KR and any 
possible sidebands should not even exist at 10TK, much less be exhibiting Bloch-state 
behavior which should have been observable only at Tm << TK. 

Superb confirmation of the above results was reported in a recent publication (Gamier 
et al. 1997) in which the reported resolution was 5 meV and the data were taken at 40.8 eV 
photon energy. While the authors reported that no dispersion was evident, a replotting of 
the data in fig. 40 suggests that one could reach different conclusions. Indeed, if  the 
feature at ~100meV in the 0 = 6  ° spectrum can be considered as 4f-derived, then there 
exists about 100meV of dispersion. The double arrow on this feature at 0 = 6  ° signifies 
the uncertainty of  the exact peak position, but irrespective of  the exact position it is hard 
to avoid the conclusion that the peak disperses. Indeed, not only the 4f5/2 but also the 4f7/2 
is seen to strongly disperse in the left panel of  fig. 40. A blowup of the 4fs/2 dispersion is 
shown in the right panel. The observed dispersion is surprisingly close to the predictions 
of  the PAM which suggest that the 4fband crosses EF away from a symmetry direction and 
loses f character as it disperses below EF. In fig. 40 the most intense 4f  peak is obtained 
at 0 = 2  ° [away from (111)] and is nearly totally attenuated at 0 = 6  ° where it is found 
below EF. At normal emission the 4f5/2 intensity is consistent with a peak just above EF. 
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of dispersion. 

All these observations are entirely consistent with the PAM predictions in which 4f-band 
dispersion is much larger than TK, persists to very high temperatures, and crosses EF 
away from symmetry points in a cubic lattice. 

14.2. CeSb: 

Amplitude modulation o f  the Ce 4f5/2 is seen to some degree in nearly every single-crystal 
Ce heavy fermion investigated, but direct evidence for dispersion requires better energy 
and momentum resolution. The intensity of  the Ce 4t'5/2 as well as the strength o f  the 
amplitude modulations correlates more strongly with crystalline perfection and surface 
flatness than with TK, with the most perfect single crystals yielding the most intense KR's. 
Indeed, an intense Ce 4f5/2 peak is observed in CeSb2, a layered material with a 
ferromagnetic transition at 10 K which implies that TK < 10 K. Amplitude modulation was 
first reported by Andrews et al. (1994). Subsequently (Arko et al. 1997a), data at lower 
energies and T = 20 K revealed about 25 meV of  dispersion, with behavior amazingly 
similar to that found in fig. 40. The left panel of  fig. 41 shows ARPES data at 45 eV photon 
energy, and we see that as the peak disperses away from EF it rapidly loses intensity as 
the f character is diminished and replaced by d character (according to the PAM). On the 
other hand, if the dispersion is toward EF (fig. 41b), the 4f5/2 intensity is only slightly 
diminished as the 4 f  band disperses just above EF and presumably flattens out, leaving 
the tail on the occupied side. This flattened region can be identified with the KR as in 
the SIM, though it persists far above TK. 
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Fig. 41. CeSb~ data along two directions in the Brillouin zone. Note the amplitude effect and dispersion. (Arko 
et al. 1998.) 

14.3. CeBel3 

Andrews et al. (1996) also studied the compound CeBe13, a material having a TK ~ 400 K. 
This material is significant in that the large TK precludes any complications from crystal 
field levels which are often cited as responsible for the nearly constant spectral weight of  
the KR, despite the fact that Joyce and Arko (1993) have definitively shown (sect. 6) that 
inclusion of crystal field states in the GS code does not alter the predicted scaling with TK. 
The temperature dependence of this material has already been discussed in sect. 12 and 
shown to be conventional, while the dosing experiments in sect. 13 clearly point to the 
Ce 4f5/2 as being bulk-like. 

Dispersion of all 4f-related features is observed in this material as shown in figs. 42-44, 
although, as discussed below, dispersion of the 4f5/2 again required measurements at low 
photon energies where the momentum resolution is better. Data at by= 120 eV (i.e., at 
resonance) and about 90 meV resolution are shown in fig. 42. Here are shown two spectra 
from a (100) surface as well as a spectrum from a (110) surface. The gray lines are fits 
through the data points using Lorentzians for the 4f5/2 and Gaussians for the 4f7/2. Arrows 
point to the centroids of  the Gaussians which are shifted by nearly 0.1 eV between the 10 ° 
and 15 ° spectra. While the F-point in this experiment was well determined, the direction 
in which the data was taken was not known precisely owing to an inadequate LEED 
pattern. It was, however, assumed to be in the (100) plane. The actual direction, however, 
is irrelevant if  dispersion is observed. It is the fact of  dispersion which is of  relevance, 
not its details. In fig. 42 one does not observe dispersion of the near-EF peak despite an 
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energy resolution and experimental accuracy sufficient to see even 5 meV shifts in peak 
positions. The large amplitude effect was attributed by Andrews et al. (1996) to dispersion 
of the 4f5/2 above EF. Indeed, their simulation of the bands based on their initial data is 
shown as the inset in fig. 42, but experiments with improved momentum resolution would 
now alter these simulated bands. 

The diffÉculty with ARPES measurements at 120eV is that the 2 ° acceptance cone 
of the analyzer results in a momentum resolution Ak ~ 0 . 2 ~  -1. The large lattice 
parameter (a ~ 10.5A) for CeBe13 further complicates matters in that 2:v/a~ 0.61 ~-1 
and :v/a ~ 0.3 A 1. Thus the 5 ° separation between the ARPES spectra in fig. 42 already 
represents a momentum difference larger than ~c/a for CeBe13. Clearly at 120 eV one 
samples a large percentage of the Brillouin zone in any measurement so that even if 
dispersion exists it is being averaged out. However, the momentum resolution can be 
vastly improved at 30 to 40 eV photon energy with Ak now in the 0.1 ~- I  range. At 40 eV 
we sample half as much momentum direction in an ARPES measurement as we do at 
120 eV and only one fourth as much momentum space (in two directions). Moreover, the 
energy resolution is improved to AE ,~ 45 meV. The price is paid in photocurrent intensity 
since the photoemission cross-section is down by more than an order of  magnitude. 
Nevertheless the experiment is possible and the results are shown in fig. 43. 

Shown in fig. 43 are two spectra taken at h v = 4 0 e V  with analyzer settings again 
separated by 5 ° in angle. At this lower photon energy a 5 ° separation much more closely 
approximates the F-X momentum distance. The improved momentum resolution now 
allows for an unambiguous measurement of  20 meV of dispersion in the Ce 4f5/2 peak as 
indicated in the figure, as well as ~60 meV of dispersion in the Ce 4f7/2 peak (the spin- 
orbit sideband). The dispersion, as stated, is in a direction opposite to that assumed by 
Andrews et al. (1996). However, the decrease in 4f5/2 intensity is now understood within 
PAM as a loss of  4f  character as the band disperses below Ev. 

14.4. Dispersion of the f ° peak 

Dispersion and amplitude modulation is evident even in the f 0  or "main peak". In 
fig. 44 are shown two spectra corresponding to normal emission from the (100) and 
(110) surfaces. Not only is there a large difference in the intensities of  the f 0  peaks 
between the two directions, but one obtains about 0.1 eV of dispersion as well, as indicated 
by the vertical lines. In the figure the dark lines correspond to fresh cleaves while the 
gray lines correspond to spectra taken at the indicated time after a cleave. As discussed 
in sect. 13 dealing with surface effects, the time dependence of the spectra suggests a 
surface component to f 0  as the adsorption of the residual chamber gasses suppresses 
the surface components. The spectrum for hv = 112 eV (anti-resonance) merely confirms 
the negligible non-f intensity. The Ce d bands between -0.5 and - 2  eV likewise disperse 
with direction. Indeed, two d-band peaks are seen from the (110) surface while only one 
is measured from the (100) surface. These likewise appear to be weakly contamination 
dependent. 
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Fig. 44. Wide scan ARPES spectra 
for CeBe13(100 ) and CeBel3(ll0 ) to 
show the dispersion of the f0 peak 
as well (about 100meV). The time 
dependence of the spectra is attributed 
to residual gas adsorption which sup- 
presses some of the surface-related 
features. Thef ° peak for CeBe13(110) 
may be entirely surface-related (from 
Andrews et al. 1996). 

All indications, then, are that in the case of  Ce heavy fermions we are dealing with 
very narrow, nearly temperature independent (or only weakly so) 4f  bands. It is true 
that CeBel3 is not particularly heavy so that a measuring temperature Tm = 20 K already 
is much less than TK for this material and perhaps even lower than the poorly defined 
coherence temperature below which one would expect band formation even in a Kondo 
system. However, the 100 meV of dispersion in the CeBel3 4f7/2 peak is much larger than 
one would expect from a Kondo lattice with TK =400 K. What is confusing is that the 
dispersion of the 4fs/2 peak appears no larger than that seen in the two other materials 
with much lower TK's. 

15. Uranium compounds 

15.1. Early results 

Although the bulk properties of 5f-electron heavy fermions are entirely similar to those of 
4f-electron heavy fermions (see, for example, Stewart 1984), the respective photoelectron 
spectra appear substantially different (an excellent review of the early work is given 
by Allen 1992). Unlike the triple-peaked 4f spectra in Ce compounds (the f 0  a n d f l  
states within the SIM interpretation), measurements at the 6d absorption edge where 
the 5f signal is enhanced, generally yield a rather broad, triangular shaped spectrum 
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which in polycrystalline materials is almost featureless and pinned at the Fermi energy 
(Arko et al. 1984, 1987a,b, 1988a,b, Allen et al. 1985, Landgren et al. 1984, Zolnierek 
et al. 1986). There were some early indications of  narrow features at EF even in uranium 
compounds (Arko et al. 1984), but these were not followed up. The only single-crystal 
work was that of  Arko et al. (1983, 1986) on UIr3 and UO2 respectively, but these were 
not heavy fermions. It became common lore that the width of a typical 5f heavy fermion 
spectrum, obtained by subtracting the spectrum at the anti-resonance (hv = 92 eV) from a 
spectrum at resonance (hv = 99 eV or hv = 108 eV), is often far broader (FWHM ~ 1.5 eV) 
than is predicted even by a typical LDA calculation (Albers 1985, Albers et al. 1985, 
1986, Boring et al. 1985a,b, 1987) for uranium heavy fermions (FWHM~0.5eV) .  
The interpretation of this broad spectrum as being entirely due to 5f DOS has led 
to speculation by some that uranium compounds cannot be treated within the single- 
impurity model, while others tend to view the unusually large width as the indicator 
of  correlation effects similar to those in Ce compounds (Allen et al. 1985). The most 
common assessment of  the situation, however, appears to be that uranium is simply 
different from Ce and no attempt is made to reconcile the spectroscopic differences. This 
is an unsatisfactory state of  affairs. 

To date the spectral behavior of  5f systems remains unresolved with different groups 
giving different opinions. Some sampling of the variety of  views may be of interest. 
The prevailing opinion, primarily based on work of Kang et al. (1987) with dilute 
alloys, is that the U-5f DOS exhibits single-impurity signatures since the shape of the 
extracted 5f DOS does not vary significantly with U concentration. Perhaps based on 
this as well, recent high-resolution photoemission measurements (Imer et al. 1991a,b) 
at 40.8 eV in polycrystalline URh3, which yielded a narrow 5f feature at the Fermi 
energy, have been interpreted entirely within SIM despite the fact that this material has 
a specific heat y-value of only about 20, with measured dHvA masses in agreement 
with band masses (Arko et al. 1975, 1976) and never exceeding values of  5 to 10, and 
periods showing excellent agreement with band calculations. In a different approach, 
recent high-resolution spectra on the heavy fermion UPd2A13 have been interpreted 
(Takahashi et al. 1996) as showing a dual role of  5f electrons (i.e., simultaneously 
itinerant and localized) with the features near the Fermi energy presumed to result 
from band states while a peak at about -0.5 eV is interpreted as arising from the 
localized nature of  5f electrons. Recent de Haas-van Alphen data from UPd2A13 (Inada 
et al. 1994, 1995), however, show nearly exact agreement with the band calculations 
of  Sandratskii et al. (1994) and Knopfle et al. (1996). In a still different approach, 
resonant PES studies o n  U R h 3 B  x (Zolnierek et al. 1986) suggested that as the band 
narrows with x, a satellite at about -1 eV builds up, similar to the -6  eV two-hole 
satellite in Ni. A subsequent work (Imer et al. 1991a) at hv=40.8  eV fotmd no evidence 
for the satellite, which may provide a hint as to the nature of  the intensity at -1  eV 
Quite likely this "satellite" is the manifold of  d bands which become prominent as 
the 5f intensity decreases upon alloying. Clearly there is a great deal of  confusion 
and room for understanding, and clearly there is a need for high-resolution work on 
single crystals. 
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15.2. Results in single crystals 

Inasmuch as this chapter is devoted primarily to studies of single-crystal surfaces, the 
work on dilute alloys which gave impetus to the single-impurity ideas will not be 
considered in detail. In the same vein the substantial efforts devoted to the understanding 
of non-Fermi liquid behavior and Fermi level tuning in Y1-~UxPd3 (Kang et al. 1989, 
Seaman et al. 1991, Liu et al. 1992b) will be touched on only very lightly. An 
understanding of the electronic structure of well-characterized single crystals is useful 
before one proceeds to more complex systems. 

Measurements on highly correlated single-crystal uranium compounds again seem to 
point to a band nature of 5f electrons. Indications of this were already evident in early 
publications of Arko et al. (1983) in an angle-resolved PES study of UIr3 where evidence 
for slight dispersion of 5f states was presented for the first time. In that paper dispersion 
was not considered unusual however, since, just as in URh3, dHvA measurements (Arko 
et al. 1976, Arko 1976) indicated a rather normal, transition-metal-like material with 
effective masses again no larger than 5 to 10. More intriguing were the indications of 
periodic ARPES structure (Arko et al. 1990) in the 5f features of the heavy fermion 
material UPt3 measured at 300 K. Although in UPt3 the near-EF 5f feature never showed 
measurable dispersion, its width was resolution-limited (~200 meV) while its intensity 
vanished near the M-point in the hexagonal lattice. Thus knowledge of the existence of 
sharp 5f features having intensities periodic with the inverse lattice in uranium compounds 
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Fig. 45. Wide scan ARPES spectra for 
several uranitma heavy fermions taken at 
l l0eV photon energy and T=20K.  The 
crystallographic directions are known for 
USb 2 and UPt3, but not for others. Note the 
persistent sharp features at E v. Additional 
features are indicated with tic marks and are 
probably 6d-related, except for features near 
-0.5 eV (Arko et al., unpublished). 
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even at 300 K, which corresponds to a temperature as high as 20TK, was available some 
time ago, but this information was mostly overlooked. 

Recently single-crystal uranium compounds have been investigated (Arko et al., 
unpublished) both at the resonant photon energy and at much lower photon energies 
where momentum and energy resolution is substantially better. Resonance spectra o f  some 
of  these compounds are shown in fig. 45, taken at a photon energy hv= l l 0 e V  In all 
cases these are ARPES spectra using a :~ 1 ° aperture in the analyzer, with the crystalline 
direction o f  electron emission corresponding to the c-axis for gPt3 and USb2, while the 
precise direction is unknown for the others. All spectra were taken at temperatures o f  
either 20 K or 80 K. A wealth o f  structure is revealed within the first 1 eV below the 
Fermi energy including a pervasive sharp feature at EF. This feature is much narrower in 
UPt3 than in, e.g., UBel3, whose TK is on the order o f  1 K vs about 15K for UPt3. The 
tic marks indicate the position o f  additional broad features that also resonate along with 
the sharp 5f  feature at EF. In most cases there are two or more additional broad features, 
which makes it difficult to interpret them in term of  the equivalent o f  the f 0  peak in 
Ce compounds. 

15.3. The 5f spectrum 

I f  one performs the usual operation o f  subtracting a spectrum at anti-resonance (92 eV) 
from that at resonance (~  98 eV for the 5d3/2 edge) to obtain the 5f  DOS, one in fact 
obtains the usual broad triangular shape for the subtracted DOS even for a single- 
crystal compound such as USb2 (Arko et al. 1996) which in general shows much 
narrower structure than the other compounds in fig. 45. This is illustrated in fig. 46 
where the difference curve is the result o f  the subtraction. Here the spectra were 
normalized at -5 .5  eV after first subtracting off  the secondary background. Although 
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Fig. 46. Resonance, anti-resonance, and difference 
spectra for USb2(001), taken at 20K in the ARPES 
mode. The nearly complete absence of a DOS in 

~_  the 92 eV spectrum suggests that almost all intensity 
within 0.5eV of E F is 5f-related. A difference 
spectrum of scraped UPt 3 polycrystal is also included 
for comparison. 
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Fig. 47. The figure illustrates how 
different parts of the spectrum resonate 
at different photon energies. The 92 eV 
specmma is common to all subtrac- 
tions, including fig. 46. The negative- 
going DOS in curve C is similar to the 
sharp peak in curve A and is probably 
of 5f character. The remaining features 
are probably 6d-related. 

determining the correct normalization is problematic, different normalizations result in 
only minor changes in the subtracted spectrum. In fig. 46 a 5f  spectrum of  UPt3, obtained 
in polycrystalline samples at room temperature and much poorer resolution, is also 
superimposed for comparison. The width of  the polycrystalline spectrum is broader than 
can be accounted for by the poorer resolution, but the overall shape is qualitatively 
similar. 

What is the likely explanation for the broad nature o f  the 5f  spectrum? The most 
probable explanation seems to be that the intensity below about -0 .5 eV is primarily U-6d- 
related, together with possible surface-related 5f  intensity. Most LDA calculations (Albers 
1985, Albers et al. 1985, 1986, Boring et al. 1985a,b, 1987) indicate that the 5 f D O S  is 
no more than about 0.5 eV wide in heavy fermions, and perhaps somewhat wider in well- 
hybridized materials like URh3. Support for this view comes from intensity changes in the 
vicinity of  the resonant photon energy. In all likelihood the 6d states resonate at photon 
energies somewhat lower than 5f  states. Thus when one looks at intensity variations 
between, say, 107 and 110 eV, the difference spectrum looks entirely different from that 
obtained between 98 and 92 eV. 

It is even more informative to look at intensity variations between 89 and 92 eV. While 
the 5f  anti-resonance (i.e., minimum 5f intensity) is well known to occur at 92 eV it turns 
out that the spectrum at binding energies below -0.5 eV actually increases in intensity as 
the photon energy is raised from 89 eV to 92 eV, while within 0.5 eV of  Ev the spectral 
intensity decreases. This can be seen in spectrum B in fig. 47 where difference spectra 
are plotted for 110 - 107 eV (A), 98 - 92 eV (B) and 92 - 89 eV (C) for the material USb2 
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Fig. 48. Comparison of an angle-resolved 
spectrum at resonance (110 eV) with a spectrum 
at h v - 3 0 e V  in single-crystal USb z. Note the 
improved momentum and energy resolution. The 
sharp near-E v spike at hv=30eV is no more 
than 30 meV FWHM, thus making it the sharpest 
f-electron feature ever observed. A difference 
spectrum of scraped polycrystal UPt 3 is included 
to illustrate previous measurements of 5f-DOS 
width. 

at normal emission and along the c-axis. The most logical explanation for this is that 
the anti-resonance for the 6d states occurs below 92 eV. One may then suppose that the 
resonance energies for the 6d states (i.e., maximum 6d intensity) may likewise be slightly 
lower than 98 eV or 108 eV Thus the negative going feature in difference curve B is most 
likely due to 5f DOS while the positive intensities are most likely related to U 6d DOS. 
Further, based on these assumptions, spectrum A in fig. 47 may be primarily 5f-like since 
at 107 eV the U 6d's may have already peaked and only the 5f's continue to increase. The 
intense feature in curve A within 0.5 eV Of EF corresponds exactly to the negative going 
feature in curve B and it seems eminently reasonable to assign this feature to the 5f-related 
DOS. Some of the smaller peaks in curve A at higher binding energies are again due to 
highly dispersive U 6d bands and result from the fact that this is an ARPES experiment 
where dispersion with photon energy is a factor. Thus it appears that the 5f DOS is pinned 
at EF and is most likely no more than about 0.5 eV wide in USb2. 

It becomes even more informative to look at USb2 at lower photon energies with 
ARPES. This material is an antiferromagnet below 200 K and exhibits a layered tetragonal 
structure which is ideal for ARPES since the two-dimensional nature allows for band 
mapping without the complication from the third dimension. In fig. 48 a spectrum of 
USb2 taken at hv = 30 eV, T = 20 K, resolution of 40 meV, and within 4 ° of  the c-axis, is 
superimposed on a spectrum taken at 110 eV and nominally along the c-axis. The natural 
linewidth of the near-EF peak is now about 30 meV which makes it the sharpest feature 
ever observed in f-electron systems. The two additional peaks in the 30eV spectrum 
correspond closely to the features in the 110 eV spectrum and are probably 6d-derived 
(but not entirely, as we will see below). A difference spectrum for polycrystalline UPt3 
is again superimposed for comparison in order to emphasize the astounding narrowness 
of  the 5f features relative to earlier observations in polycrystalline materials. It is evident 
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that the spectrum obtained at resonance via subtraction must contain numerous features 
not related to 5f structure - primarily 6d electrons. 

15.4. 5f dispersion in USb2 

ARPES data at h v = 3 0 e V  and T = 2 0 K  are shown as a function of angle (Arko et al. 
1997b) along the F-X direction in fig. 49. Two dispersive peaks labeled A and B are 
evident. Both peaks are unambiguously 5f derived based on the photon energy dependence 
of the intensity, but peaks B appear to have substantial 6d admixture, particularly as the 
binding energy increases. The dispersion of peak B is obvious and clearly 5f in nature, 
apparently as large as 600 meV. This represents the first clear and unambiguous evidence 
of 5f dispersion. 

The dispersion of peak A is smaller, but nevertheless definite, as shown in fig. 50 where 
the dispersion becomes more evident as the spectra near F are expanded. The data shown 
here were taken at a photon energy of 35 eV and have been smoothed with a 30meV 
FWHM Gaussian (i.e., smaller width than instrument resolution). The peak normalization 
is arbitrary, chosen primarily to emphasize dispersion. In actual fact, peak A is nearly 
absent near F. Interestingly, band A disperses below Ev as its intensity decreases, which 
is similar to the effect seen in Ce heavy fermions above. 
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Fig. 49. ARPES spectra of  USb2(001) for an- 
alyzer settings within 13 ° of  the F-point (001). 
Feature B contains substantial 5f  character based 
on photon energy dependence and shows 600 meV 
of dispersion, while feature A is almost of purely 
5f character. Note the amplitude effect of  feature A 
similar to that observed in Ce systems (Arko et al. 
1997b). 
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Fig. 50. A near-E~ blowup of feature A in 
USb z ARPES spectra of fig. 49 to emphasize 
dispersion of about 30meV Normalization is 
arbitrary to enable viewing of dispersion (Arko 
et al. 1997b). 

15.5. Temperature dependence 

There can be no doubt that in USb2 the 5f  states are band states, albeit quite narrow. 
The sharp feature at EF is not related to a Kondo resonance as can again be seen from 
the temperature dependence shown in fig. 51 where spectra at hv= l l 0 e V  and T = 2 0 K  
and T = 300 K are shown. Although a good simulation o f  the data is difficult owing to 
the numerous features, the small reduction in the peak amplitude is totally accountable 
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Fig. 51. Temperature dependence of 
USb2(001 ) at h v  = l l0eV The inset 
shows that just as in Ce compounds 
there is an apparent peak shift away 
from E F indicating a broadening 
of the features by about 100meV. 
The temperature dependence is thus 
explained by conventional effects. 
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from the effects of  a 300 K Fermi function combined with 100 meV of phonon broadening 
of the narrow 5f peak (at hv = l l 0 e V  the natural linewidth may be as large as 60meV 
owing to the poorer momentum resolution). The shift of  the 300 K spectrum toward higher 
binding energies, as shown in the inset, is again a clear indication of broadening effects 
as well as an absence of a very intense peak just above EF, just as was shown for the 
case of  CeBel3. It would seem that a strong case can be made for the band nature of  
f-electron features. Although at 20 K we are well below TN = 200 K, this is not the case 
at 300K. Still the peak shifts to higher binding energy. 

15.6. 5f  dispersion in other compounds 

Since USb2 is an antiferromagnet below 200K it leaves some room for argument 
regarding the band nature of  heavy fermions despite the fact that one normally expects a 
magnetic state to exhibit greater localization. The next logical step is to look for evidence 
of dispersion and 5f band states in uranium compounds which, unlike antiferromagnetic 
USb2, are unambiguously heavy fermions - e.g., UPt3. 

We begin by looking at the near-Ev region, in fig. 52, for all the single-crystal uranium 
heavy fermions thus far investigated. In fig. 52 the spectra for UPt3 and USb2 are taken 
with h v = 3 0  eV (along the c-axis) and have been broadened with a 60meV FWHM 
Gaussian in order to approximate the 90 meV resolution of the remaining spectra taken 
at h v ~  l l 0 e V  The precise directions of  electron emission for UBe13, UPd2A13 and 
URu2Si2 are not known. These crystals were small and unoriented, and a cleave was 
effected as the geometry allowed. At this stage of understanding it is in any case not as 
important to nail down the details of the band structure as it is to determine the existence 
of dispersion and its approximate magnitude. A more thorough investigation with oriented 
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Fig. 52. Expanded view of the near-EF region for 
several uranium heavy fermions. All spectra have been 
appropriately broadened to equal the 90 meV resolution 
ofCeBel3. In many instances, uranium nearEr  features 
tend to be sharper than those for Ce heavy fermions. 
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single crystals and low photon energies is pending. A spectnma of CeBel3 (110) is also 
shown in fig. 52 for purposes of  comparison. 

An obvious fact emerges from fig. 52, namely that uranium heavy fermions display 
sharp structure at EF just as is found in Ce heavy fermions. Indeed, for UPt3 and USb2 
this structure is far narrower than in a typical Ce heavy fermion. It is estimated that the 
natural linewidth of the USb2 feature is of  the order of  30meV vs. about 100meV for 
CeBe13, the latter determined with 56 meV resolution. Thus the myth of 5f DOS being 
much broader than the 4fDOS is dispelled. What does emerge different from 4f, however, 
is that there is more structure associated with 5f spectra, which seems reasonable in view 
of the additional 5f electrons (perhaps as many as three). We have already discussed 
the highly dispersive 5f band in USb2 which in fig. 52 is situated at -0.45 eV A second 
5f peak is also clearly evident in UPt3 at -0.25 eV but is less obvious in the remaining 
spectra. However, it will be noticed that the remaining uranium heavy fermion spectra 
are indeed broader than the near-EF feature in UPt3. In all likelihood both 5f features are 
contained under one broad peak and are not resolved. This assumption is strengthened 
by the observation that in URu2Si2 the maximum of the broad peak occurs at -0.15 eV, 
far below the Fermi energy. It is highly unlikely that a feature this far below EF can be 
responsible for the heavy-fermion behavior. One possible explanation for the broadness is 
disorder. Another plausible explanation is that in URu2Si2 the second band just happens 
to have more intensity than the near-EF band, thus yielding a peak below Ev, while the 
band nearer E F merely contributes a shoulder. Clearly there is extra intensity at EF, but the 
possible observation of a second peak will have to await work at lower photon energies, 
higher resolution and lower temperatures (URu2Si2 was measured at 80 K). Obviously, 
then, the position of the second band varies dramatically from material to material, unlike 
the position of the spin-orbit sideband in Ce compounds. We will see below that this 
position can vary within the same material as a function of direction. 

The assumption of a second band yielding intensity below EF is suggested in UBe13 
where several cleaves of  crystals yielded different results along different directions. In 
fig. 53 spectra are shown from two different cleaves and different photon energies. The 
near-EF peak shows apparent dispersion (about 0.1 eV) as well as a change in width, 
entirely consistent with band effects. The h v  = 115 spectrum was actually obtained with 
better resolution (about 65 meV) than the h v  = 104 spectrum (about 90 meV). It shows a 
clear shoulder at EF indicative of  additional unresolved 5f intensity (i.e., an unresolved 
peak), while in the h v  = 104 spectrum the lower band may have dispersed toward EF 
totally overshadowing the near-Ev feature. These spectra will require further work and 
reproducibility. To date dispersion has not been observed on the same cleaved surface. 

However, consistent with the above interpretation are the data in fig. 54 where UBe13 
was measured along the same direction (unknown) and at the same photon energy, the 
same sample, but with two different acceptance cones of  the emitted electrons. Indeed the 
spectrum with the 4-1 ° aperture is the very same one as the 104 eV spectrum in fig. 53, but 
now extended to higher binding energies. By increasing the analyzer acceptance cone to 
4-4 ° and keeping everything else constant one obtains the spectrum shown as the gray line. 
It must be emphasized that this is not a result of  a change in instrument resolution which 
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Fig. 53. Preliminary data for UBe13 , suggesting 
dispersion in two different cleaves of crystals. 
The resolution for cleave 2 is better than for 
cleave 1 (about 80meV vs. about 90meV). 
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Fig. 54. UBe~3 spectra taken for the same 
cleave and direction but with different accep- 
tance angles (apertures). The 4-4 ° acceptance 
angle results in a broadened near-E F peak 
suggestive of dispersive states, though there 
could be other interpretations of this effect. 
The larger acceptance cone worsens the 
resolution by no more than about 10%. 

changes  by no more  than 3%. The new l ineshape results f rom a m u c h  larger sampling 

o f  the Bri l louin  zone.  This too would  suggest  dispers ion al though it has not  yet  been  

observed  by vary ing  the analyzer  angle. Perhaps l ight polar izat ion effects above and be low 

the measuremen t  plane need  to be considered wi th  the -4-4 ° aperture. 

The intense peak  at - 0 . 6 5  eV in UBe13 is as yet not  total ly understood,  but  it may  be 

related to a surface state o f  5 f - 6 d  nature. It reaches a m a x i m u m  intensi ty at hv = 104 eV, 
or  3 eV lower than the remain ing  5f  structure, consistent  wi th  our  previous  assumptions.  



PHOTOELECTRON SPECTROSCOPY INHEAVYFERMION SYSTEMS 

U P t 3  ( 0 0 1 ~  

hv = 30 eV ~i T = 2 0 K  / 
g -  / 

/ 
/ 

361 

I - -  

-200 

/ \  Angle 
Relative to F I 

i 

_ / - - 2 6  ° | 

- -  5 *  

I i F 
-150 -100 -50 0 50 

Binding Energy (meV) 

Fig. 55. Near-E F ARPES spectra for UPt 3 
showing clear evidence of dispersion. The 
intense peaks may not derive from the 
same band as the weak peaks, as predicted 
by band calculations. Similar data are 
obtained at a measuring temeperature 
of 80K, thus indicating a lack of a 
temperature effect. 

A similar peak is observed in UPd2A13 at about -0 .5 eV and has been attributed 
(Takahashi et al. 1996) to a signature of  the localized nature o f  the 5f's, similar to 
the f 0 peak in Ce heavy fermions. While this feature has not been studied in detail in 
UPd2A13, a similar feature at -0 .5  eV in UPt3 appears to be surface-related, as we will 
see below. But first we continue with possible dispersion o f  the near-Ev peaks. 

UPt3 (001) was studied at lower photon energies, at temperatures o f  2 0 K  and 80K, 
and the results are highly suggestive o f  dispersion o f  the near-EF peak as seen in fig. 55. 
Here the data were taken at 20 K, h v = 30 eV, resolution AE = 40 meV, and different angles 
relative to F, i.e., the surface normal in the Brillouin zone. They were also smoothed 
with a 30 meV FWHM Gaussian to allow a clear overlay o f  data. There is an obvious 
amplitude effect just as in Ce compounds. Note the extremely large intensity reduction in 
the spectrum separated by a mere 5 ° in analyzer angle. The drop in intensity corresponds 
reasonably well with band calculations which show a narrow band, located precisely at 
EF at the Iv-point, dispersing above EF at about 0.3 ~-1, or, just about 5 ° from IV. The 
peak at 2 ° from IV is dispersing toward the Fermi energy. The peaks at 5 ° and 20 ° are then 
due to different bands at slightly higher binding energies. It is not certain that improved 
resolution will be able to separate out the additional bands since the natural linewidths 
may be larger than the band separations, but it is nevertheless an experiment worth doing. 
Data taken at 80 K essentially reproduce the 20 K data. 
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Fig. 56. Wide scan ARPES spectra ofUPt3(001 ) at 
h v  = l l 0 e V  and T=20K.  The fresh cleave (t=0) 
indicates a strong peak at -0.5 eV which is nearly 
of negligible intensity at t = 3 h. This is strongly 
suggestive of a surface-related feature. An LDA 
calculated spectrum (Albers et al.) is superimposed 
for comparison and shows a valley in the -0.5 eV 
region, while the two features near EF, both of 
5f character, are reproduced by LDA. 

15.7. Surface effects 

Finally, in fig. 56 we consider the very intense, clearly 5f-related (based on intensity 
at resonance) feature at -0.5 eV in UPt3. It was first reported by Grassman (1990) 
and assumed to be the equivalent of  the -2  eV peak in Ce heavy fermions. A similar 
interpretation is given by Takahashi et al. (1996) in UPd2A13. Although band calculations 
predict Pt-derived d bands at this energy and momentum in the Brillouin zone, no 5fbands 
are predicted. Indeed, a highly dispersive, most likely 6d-derived, feature exists at a 
binding energy o f - 0 . 5  eV using h v  = 30 eV light, but it is unlikely to be related to the 
peak seen at resonance based on its intensity. The maximum intensity at resonance is 
reached slightly below the resonance energy of the near-EF peak (104 vs 108 eV) which 
would suggest a different origin for this feature. A likely scenario is that this feature is 
surface-related but it has not been determined whether this is a true surface state which 
exists in a gap in the density of states, or is related to the lower coordination number of 
uranium at the surface which would decrease its valence. A large gap in the DOS exists 
at H and L in the Brillouin zone which could accommodate a surface state. 

A standard test for surface sensitivity of  a feature is a slight dosing of the surface with 
an impurity gas. Indeed, the residual gas in the chamber can serve as the dosing gas as 
a function of time. In fig. 56 spectra of UPt3 along (001) are shown immediately after a 
cleave as well as three hours after a cleave, at a photon energy of 108 eV Also shown is 
a density of states calculated for the (001) direction. Note that every calculated peak is 
accounted for in the data except for the -0.5 eV peak. Moreover, note that the calculation 
predicts a deep minimum at this binding energy. Three hours after the sample was cleaved, 
the (001) spectrum was re-measured and the -0.5 eV peak was vastly diminished, a typical 
phenomenon for surface-related features as the sample adsorbs residual chamber gas. The 
remaining structure is much more consistent with the calculated DOS. Further dosing 
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Fig. 58. Oxygen dosing studies of UPd2A13. In this 
material the -0.5 eV peak is less sensitive to dosing. 
However, by analogy to other uranium heavy fermions 
it is not unreasonable to assign it to a surface feature. 

( intentional)  wi th  up to 1 L o f  oxygen  does not  alter the l ineshape,  but  only diminishes  

all bulk-rela ted intensities. Thus all characterist ics o f  the - 0 . 5  eV peak are consistent  wi th  
this be ing  a surface-related feature. 

There  is then a strong suspicion that features at - - 0 . 5  eV in other  materials  are l ikewise 

surface-related.  A l though  the p r o o f  is not  as comple te  as it is for UPt3, figs. 57 and 58 

show oxygen  dosing dependence  o f  the va lence  bands o f  UBel3  and UPd2A13 respect ively  

which  again suggests surface states. In UBel3 a surface dose o f  0.8 L o f  02 is sufficient 
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to completely eliminate the -0.5 eV feature while the near-Ev peak remains strong. In 
fig. 57 the sharp peak at - 4  eV results from the Be ls core level from second-order light 
and is not to be confused with valence bands. It is seen that the surface-related peak loses 
intensity long before there is any evidence of a build-up of UO2 with its typical 5f state 
at - 2  eV relative to EF. 

For UPd2A13 the situation is not so clear. Although in fig. 58 the -0.5 eV peak 
loses intensity faster than the near-EF peak, there remains some residual intensity even 
after a build-up of UO2. However, when viewed in the context of  other materials it 
seems unreasonable to make an exception for UPdzA13 when other materials so clearly 
show surface effects. Moreover, the -0.5 eV peak in UPd2A13 exhibits about 0.1 eV of 
dispersion near the resonant photon energies which makes it at odds with the concept of  
a localized state. 

To summarize this section, then, a number of  observations are to be emphasized: 
(1) The broad triangular shape of the typical difference spectrum in uranium heavy 

fermions is not entirely due to 5f DOS only, but includes substantial 6d admixture. 
(2) The 5f portion of the DOS appears in all cases to be no more than about 0.5 eV wide, 

very much in keeping with LDA predictions. 
(3) There is strong evidence for dispersion of the (typically) two 5fbands near the Fermi 

energy. The near-Ev peak displays an amplitude effect very similar to that seen in 
Ce compounds. 

(4) A feature at about -0.5 eV is often found in uranium heavy fermions which is most 
likely surface-related, but additional confirmation is needed. 

(5) The 5f features near the Fermi energy are every bit as narrow as those found in 4f  
heavy fermions, and occasionally even narrower. 

(6) There is no evidence for a spin-orbit sideband. 
(7) The temperature dependence in USb2 is consistent with a fully occupied state being 

broadened and cut by a wider Fermi function with increasing temperature inconsistent 
with a KR above 200 K. 

From all the above it would follow that 5f states are not qualitatively different from 
4f states, the primary difference being the lack of a c l e a r f  ° peak and the existence of 
at least two closely spaced bands near the Fermi energy, and possibly more. To be sure, 
the dispersion is larger and more readily observable, but this is a quantitative and not a 
qualitative difference. It is even possible that the -0.5 eV peak in 5f systems may be the 
equivalent of  the -2  eV peak in 4f systems (Grassman 1990). However, inasmuch as there 
is ample evidence that in 5f systems it is surface-related, the suspicion is raised that the 
- 2  eV peak in Ce systems is likewise mostly due to the surface. 

16. Conclusions 

Nearly every recent measurement performed on Ce- or U-based single-crystal heavy 
fermion compounds seems to point to the existence of very narrow f-electron bands 
for a wide range of temperatures. Yb compounds are less clear but are not totally 
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inconsistent with this idea. The clearest evidence for bands is in uranium systems where 
actual dispersive bands have been observed in USb2 and UPt3, as well as suggestions of 
dispersion in UBel3. In Ce compounds dispersion has been observed in CePt2+x, CeSb2, 
nad CeBe13, at temperatures far above TK. The least obvious are Yb compounds where the 
4f PES features for all intents and purposes are indistinguishable from core levels pinned 
at the Fermi energy, but with complications of surface states at lower photon energies. 
Some very recent data on YbCdCm, not included in this chapter, do actually provide 
the first hint of dispersion even in Yb compounds so that it appears that all systems 
may yet show some universal behavior. In all cases the nf is far too low relative to 
SIM predictions. 

By contrast, few systems unambiguously exhibit the behavior predicted by the single- 
impurity model. While it is possible to fit a particular spectrum within NCA by adjusting 
parameters, the lack of systematics with TK is glaring. In particular, there is no clear 
systematic scaling of the near-Ev spectral weight with TK, the width of the f 0  peak 
is approximately constant with TK, there is no temperature dependence which cannot 
be explained by conventional effects of phonon broadening and Fermi function effects 
(here, perhaps, the broadening may be attributed to the PAM), the spin-orbit feature does 
not shift toward EF as TK increases, and no clear-cut observation of a crystal field state 
has been reported despite sufficient resolution. Indeed, the temperature dependence in 
Ce compounds does not provide evidence for the existence of an intense 4f DOS feature 
just above EF, otherwise one would observe a shift of the near-Ev peak toward the 
Fermi energy (vs the observed shift in the opposite direction) as was first predicted 
by Gunnarsson and Sch/Snhammer (1986). In Yb compounds the spectral weight of the 
near-Ev peaks (i.e., the nf) is so totally inconsistent with SIM predictions as to be 
sufficient by itself to seriously question the model. The theory is only valid down to 
nf values of about 0.75, while typical nf's in Yb compounds are measured at 0.65 even 
for TK's of 35 K. If the existence of the Kondo resonance with the stated properties is a 
necessary consequence of the SIM, as appears to be the case, then we must look beyond 
SIM to understand heavy-electron behavior. 

One the other hand, thermodynamic data are in agreement with the predictions of 
SIM. There is a consistent relationship between TK and, say, the peak in the magnetic 
susceptibility, the specific heat ~, and inelastic neutron scattering results. Actually, the 
only important parameter is in fact TK from which all other parameters follow within 
SIM. This has presented a dilemma prior to the emergence of new theories, many of 
which build on the SIM. Any successful theory must simultaneously be able to correctly 
predict the microscopic as well as the macroscopic properties. SIM and its extensions 
appear primarily successful with the latter. Nevertheless, this fact suggests that at some 
level NCA is correct. Electron-electron correlations are indeed important, and formation 
of the singlet state with conduction electrons is not in dispute [except in the model of Liu 
(1993, 1997)]. Somehow this must be reconciled with the existence of bands far above TK 
which are suggested by ARPES measurements. 

Various renormalized band approaches (Zwicknagl 1992, Strange and Newns 1986] 
have succeeded in effectively reproducing the large electron masses in heavy fennions, 
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but they are not in general able to accommodate the numerous magnetic states as well as 
superconductivity within the same model. A very interesting model that has been recently 
proposed is the two-electron band approach of Sheng and Cooper (1995), in which 
correlations are first included explicitly between the f electrons and ligand conduction 
band states (f-1 correlations) while f - f  correlations are treated within an infinite-U 
approximation. While this is quite similar to the SIM approach, it differs in that a 
collective response of the ligand electrons which yields the Kondo resonance is not 
included. Instead, the singlet (or triplet) state is formed as an f-1 pair of electrons which 
then form paired band states. 

The nascent studies of the periodic Anderson lattice model (PAM) do contain some 
of the ingredients crucial to the description of the photoemission spectrum, such as 
substantially more intensity in the f l peaks vs the f 0 peak thus yielding much smaller 
nf values, the formation of dispersive quasiparticle bands, a much slower temperature 
dependence than found in the SIM, broadening wich was initially attributed to phonons, 
and the weak hybridization at EF yielding flat bands at EF while strong hybridization 
away from EF allows f spectral weight to disperse to energies far larger than kB TK (as 
observed). 

It is, of  course, a long road from the first inception of any model to the final detailed 
proof of its applicability. In its early stages it appears to qualitatively fit the ARPES data, 
including the mild temperature dependence. Final p r o o f -  or discarding - of this theory, 
however, will occur only after successful - or unsuccessful - attempts to fit real spectra. 

Note added in proof 

Lawrence and Booth (private communication) now find inconsistencies even between bulk 
properties and the SIM. 
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Appendix 1. Spin-orbit and crystal field split Kondo peaks 

We shall assume that the spin-orbit coupling splits the 14-fold degeneracy of the f level 
into two multiplets; the lowest energy level being thej = ~ multiplet, and thej = 7 multiplet 
at an energy Ef + AEs. o. We also assume that the effect of crystalline electric field is to 
produce a splitting of the six-fold degeneratej = 5 level into three doublets, with energies 
denoted by El, Ef + AE(b) and Ef + z~kE(C), respectively. 

An analysis similar to that discussed in the text yields a set of four spin-compensated 
Kondo states [hua), I I/Jb), [I/fc) , and the spin-orbit split state [!/Zs_o), with binding 
energies 6Ea, 6Eb, 6Ec and 6Es-o, respectively. These binding energies are given by the 
expressions 

W + ~  W + 4  (y'g'Ef - ~ "~ 
W+/~ 1+ 1+ (W +/.0 ex p , 6Ea = 1 + AE(b) ~-~ AE~_o \ 2Z] ] (42a) 

6Eb = 1 W+~t AE(b)[[ 1+ W + ~  1+ W + ~  4 
ae(c)  - ae(b)  aG_o 

x (W +/~) exp (~(Ef  + AE(b) -/~) 
\ 2A J '  

(42b) 

[ W+/~[__. AE(b)W+/~ ] 1 W + # 4 .  AE(c) AEs-o 6Ec= 1-AE(c-~ 1+ + 

x (W + #) exp ( ~(Ef + AE(c)-  #) ) 
2A 

(42c) 

and finally, 

= 1 W + ~ 3/4 _ ~,~) 
~Es-o (W + #) exp ( ~(Ef + AEs-o 6Es-o 

8A J 
(42d) 

It has been assumed that the energy scales obey the chain of inequalities 

A >> AEs_o >> AE(a) >> 6Ea. 

This analysis yields the spectrum shown in fig. 1, which has a peak at the Fermi level, 
which is in fact a tail of the Kondo peak, and several broad features located below the 
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Fermi energy. The latter set of peaks can be categorized as a set of crystal field Kondo 
side bands with excitation energies of 

-AE(b) + ~Eb, --z~(C) + BEe, -AE(c) + AE(b) + 6Ec, (43a,b,c) 

measured from the Fermi level. The widths of these peaks are given by Jr~Eb, 2~6Eo, and 
2jr6Ec respectively. Note these widths are larger than those associated with the Kondo 
peaks above the Fermi level by factors of at least 2, i.e. the degeneracy. In addition to 
these there are three higher-energy spin-orbit Kondo side bands with excitation energies 
of 

-AEs_o + 6Es_o, -AEs_o + AE(b) + 6Es-o, -AEs_o + AE(c) + 6E~_o, (44a,b,c) 

measured from the Fermi energy. These last three peaks are the broadest and have their 
widths given by 6jr6Es_o. The estimates of the widths are found by considering the 
available decay channels times A divided by the wave function renormalization for the 
three excited spin-compensated bound states, ] t/Jb) , I I/Jc) and I kVs_o). 

Since all of these f photo-emission peaks are side bands of the basic Kondo peak, they 
are all proportional to the weight of the f 0  component in the ground state [ t/-ta). That 
is, the Kondo peaks represent processes whereby a single electron is added to the f level 
(for Uff ~ oc this requires the presence of an unoccupied f orbital in the initial state), 
the intensities of the side bands are all proportional to (1 -nf) .  As the peaks do not have 
simple Lorentzian forms, they are asymmetric: the total intensities are not straightforward 
to estimate. However, by assuming a Lorentzian shape, we have the estimates of the 
integrated intensities of the crystal field split Kondo side bands given by the expressions 

1 - n f  [•Eb 1 ~ ~)Ea ~] 
2 ] ~ a  2 + l tan-1 (45a) 

Jr \ Jr6E6 J ] ' 

2 L6Ea 4 + tan-1 \2jr6Eo J A ' (45b) 

2 AE(b) 4 + ~ t a n  \ ~ j j .  (45c) 

The last intensity is considerably smaller than the first two intensities as it has a value 

1 (2Jr6Ec) 3 
1 ~ ( 1 - n f )  \ A E ( b ) J  ' (46) 

which is much smaller than the background terms that are neglected by our analysis. 
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The three 

1 - n f  [6Es_o 2 4 t (  46Ea ~1 
8 ] 6Ea 3 + ~ t a n -  \3sr6Es.oJ .  ' 

2 4 1 (4AE(D) ~1 
+ ~ t a n -  

3 \ 3 :r6Es_o J J 

1 - n f  [ 6Es-o 2 4 1 { 4AE(c) ~l  
8 /AE(c) 3 + ~ t a n -  \3 s r6Es_oJJ  (47c) 

1 - nf [ 6Es-o 
8 [ AE(b) 

spin-orbit split Kondo side bands have intensities that are estimated to be 

(47a) 

(47b) 

The last two intensities are negligible, for reasons similar to those for the intensity given 
in eq. (46). 

The approximate spectrum, based on the assumed Lorentzian forms with the expres- 
sions given above, and the more accurate numerical results are shown in fig. 2. 

Appendix  2. Effects of  finite C o u l o m b  interact ion strengths,  Uff 

When the Coulomb interaction between the f electrons is still considered to be a large 
but finite value, then higher-order configurations such as (4t") 2 and (4f) 3 should also be 
taken into consideration. The effect of including the (4f) 2 configuration in the variational 
basis has been evaluated in the infinite-degeneracy limit, Nf ---+ oc, however, the effects 
of the (4f) n configurations which should be comparable have been excluded. To the extent 
that finite Uff corrections turn out to be sizeable, then the assumption that the (4f) 3 and 
higher configurations may be neglected should be critically re-examined. Crystal field and 
spin-orbit splittings can be incorporated into the analysis via trivial modifications if the 
effect of the scattering due to inter-particle spin-orbit interactions, within the manifold 
of (4f) 2 configurations, is neglected. 

A2.1. The ground state 

The ground state is assumed to lay in the space spanned by the normalized basis states, 

I ~/'°) : H d+a,k 10), (48a) 
a,k; e(k)<g 

I{a}k) = [N{a}]-~/2~-~.f+da,k Iq~o); ae{a}, (48b) 
c¢ 

= rN N 1-1/2  ~ + + ]{a}k,{[3}k'} I_ {~2} {/3}] Z_.,fad~,kf~d~,k'l~o}; ae{a},fie{fi},  
a,fi 

(48c) 
where Nfa} is the degeneracy of the {a} spin--orbit/crystal field split multiplet which has 
the single particle energy, Ef + AE({a}). 
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In the extended basis set, the ground state ]gtg) is written in the form 

ItI-tg)=R-l ( ]cI)°)+ Z {a}k,{fi}k' ~-~ b{a}k'{f3}k'l{a}k'{fi}k~)) ' 

(49) 
in which the last summation is restricted such that it does not count the contribution from 
any one state twice, by requiring that e(k) > e(k'). The wave fimction renormalization is 
denoted by R, and is given by 

~2= lq- ~ la{~12+ ~ Ib4~}<~>~,l 2. (5o) 
{a}k {a}k,f~}k' 

The variational equations for the non-zero ground state amplitudes [with e(k) and e(k') 
</~] are given by 

(ee + ~ ( { a } )  - e(k) - Aug) a{~}k 

{~},k' 

(2El + Uf~ + AE({a}) + AE({/3}) - e(k) - e(k') - AEg) b{a}k,{/J}k, 

= - N ~ }  V(k')a{a}k- ~ V(k)a{[3}k,, 

(51a) 

(51b) 

where the ground state energy is defined as Eg=E0+AEg, in which the last term 
represents the effects of the hybridization. We have also used the limit N{a} --+ oo, for 
the degeneracies of all the manifolds. The above equations can be combined to yield the 
integral equation for the amplitude a{a}k of the (401 configuration in the ground state, 

(El + AE({a}) - e(k) - AEg - Ffa}k) afa}k 

- ~ V(k) 

[1 - v/N{13} V*(k')a{13}k' ] 
Z Ufr + 2Er + AE({a}) + AE({fi}) - e(k) - e(k') - AEg X 

{fi},U; e(k') </~ 
(52a) 

where 

F{a}k = 
{/~},k'; e(k') <** 

N<~} IV(k312 
Uf~ + 2Ef + AE({a}) + AE({/3}) - e(k) - e(k') - AEg" 

(52b) 
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The hybridization-induced binding energy AEg is to be evaluated self-consistently from 
the equation 

AEg : Z ~ V*(k)a{,~},k. (53) 
{~},k 

Since the integral equation (52) is not separable, it ought to be solved numerically. An 
approximate solution is found by a decoupling procedure, valid whenever the Coulomb 
interaction strength is greater than the occupied conduction band width, 

Uff + 2El - A E g  - e(k') - # >> (W + #). 

This approximation is completely inappropriate for systems such as CeA13, where the 
occupied portion of the A1 conduction band which hybridizes with the f orbitals is 
expected to have a width of the order of 10eV, and Ufr is at most 6 or 7eV The 
approximation is best for Ce transition metal alloys, where the occupied portion of the 
transition metal d band is expected to be 2 or 3 eV, leading to an expansion parameter in 

2 to½. the range of 
In the limit U f f + E f - e ( k / ) - / ~ > >  (W+/0, the denominator of the second term in 

the square brackets of eq. (52a) can be approximated by a value independent of 
AE({a}) - e(k) according to 

V*(k 1) a{fl}k, 

E Uff + 2El + AE({a}) + AE({/3}) - e(k) - e(k') - AEg 
{/3},k'; e(k') < # 

V*(k') a{fi}k, (54) 

Z U~- + 2El + AE({/3}) - /~ - e(k') - AEg" 
{~},k'; e(k') < 

The resulting approximate equation is separable, and has a solution given by the 
expression 

V(k) c 
= , (55a) 

a{a}k Ef + AE({a}) - e(k) - AEg - F{a}k 

where the constant C is given by 

NV@ ~ V*(U) a{[3}k, 
C = 1 - E Uff + 2Ef + AE({/3}) - p - e(k t) - z ~ k E g "  (55b) 

{~},k'; e(k') <~ 

Without further loss of accuracy, the same approximation made above can be used to 
together with eq. (53) to simplify the above expression to 

- . ~r/~,~, V(k)  Uff + Ef  + F - # - AEg 
a{a}k  

Uf f  + E f  + 2 F -  ~ 
1 (56a) 

x 
E f  + A E ( { a } )  - e ( k  ) - L~kEg - I ' { a } k  " 
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Likewise in neglecting the k and {a} dependence of F{a},k, one finds the binding energy 
AEg from the transcendental equation 

-AEg = 
Uff + Ef + F -  ~ -  AEg 

Uff + Ef + 2 F -  f~ 

N{et} IV(~)l  2 
V" × 

{a},k; e(k) < 

(56b) 

Due to the Fermi energy cut-off, the right-hand side of the above equation diverges 
logarithmically at the points where 

E f  + ~ ( { a } )  - / 2  - A E g  - / "  = 0. 

Hence in the Kondo limit, when E f  lies far below the Fermi energy, there is at least one 
solution of the above equation with 

A E g  = A E { a  } = E f  + A E ( { a } )  - ~ - F -- ~){a}. 

Whenever 

= + a e ( { a } )  - . -  < <  

the binding energy of the spin-compensated state 5(a} can be written as 

5{a} ~ (W + it) H 1 + AE({fi)-~--z~E({a)) 

( Yc(Uff + EF + 2 F -  ~)(Ef + AE({a}) - I~- F) ) 
x exp (Uff - AE({a}) + 2F)N{a}A ' 

(57) 

where A = ~ k  ]V(k)126(/~- e(k)) is the hybridization times the conduction band 
density of states at the Fermi level. The binding energies 6{a} are closely related to 
the Kondo temperatures of the {a} spin-compensated states. Taking into consideration 
the approximation made in decoupling the integral equation, one finds A >> F, and the 
exponent in 6{a} can be recognized to be the inverse product of the Schrieffer-Wolf 
exchange interaction between the local moment and the conduction electrons, and the 
conduction band density of states. 
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A2.2. The resolvent 

The photoemission spectrum is given by the expression 

1 
I(co) = ~ Z ~ Im( (tpg f+'[ m) (m Ig(ho))l n) (n f~l ~Pg)), (58) 

~ , a  / m~/7 

where g(z)=(z-Eg+H) -~. The matrix elements of the resolvent or Green's function 
(m [g(z)[ n) are evaluated in the sub-space spanned by the states 

ira) c {Ik{a}*) ,  Ik{a}*, {fll}kl>, Ik{a} * , {/31}kl, {f12}k2)}, (59a) 

where 

]k{a}*> ~ [N{a}] -1/2 Z dak le°>' (59b) 
a ~ {a} 

[k{aI*,{/3 ,}kl)  ----- [N{a}] 1/2 ~ dot I{/~l}kl), (59c) 

[k{a}*,{[31}kb{[32}k2) = [N{a}] -1/2 S dak]{[31}kl,{[32}k2). (59d) 
c {0} 

The matrix elements of g(z) satisfy the equations 

(m I(z - H + Eg)l n) (n [g(z)l m') = 6m,m', (60) 
n 

which can be reduced to a closed set of coupled integral equations, such as 

[z - AEg - e(k)] (k {a}* Ig(z)l k' {a'}*) 

+ ~ N ~  g*(k~) (k {a}*, {/3~ } kl [g(z)l k' {a'}*) (6la) 
{~},k 

= 6{~,{a,} 6(k - k'), 

[z - AEg - e(k) - e(k,) + Ef + AE({/~ })] (k { a }*, {/3~ } k l [g(z)] k' { a'}* ) 

+ N ~  g(k~) (k {a}* Ig(z)[ k' {a'}*) 
(61b) 

÷ Z N ~  V*(k2) <k {a}*, {/31 } kl, {/~2} k2 [g(z)[ k' {a'}*} 
{~},k 
= 0~ 
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[z - AEg - e(k) - e(kl) - e(k2) + Uff + 2Ef + AE({~I }) + AE({/32})] 

X <k {a}*,  {fil} kl, {~2} k2 Ig(z)l k' {a'}*} 

+ X v / ~ ; V ( k 2 ) < k  {O~}*, {ill} kl Ig(z)l k' {a'}*} 

+ N ~  V(kl)(k {a}*, {/32} k2 Ig(z)l k' {a'}*} 

=0.  

(61c) 

The other matrix dements needed for the calculation of  the spectra, 

<m Ig(z)l k' {a'}*, {G} k'~>, 

satisfy similar equations. Equations (6 l b) and (6 lc) can be combined to yield an integral 
equation, 

[z - AEg - e(k) - e(kl) + Ef + AE({fil }) - r{~}k(z - e(k))] 

× <k {a}*, {/%} k~ Ig(z)l k' {a'}*} 

q- N ~  V(kl) <k {a}* Ix(z) l k' {a'}*} 

V*(k2) <k {a}*,  {/32} k2 [g(z)l kt {at}*) K-" 

V ~  {/j) V(kl) ~ 2 - AEg - e(k) - e(kl) - e(k2) -k Uff q- 2Ef + zXE({/3, }) + AE({fia}) 
I 

{5},k 
= 0, 

(62a) 
in which F{~}k(z- e(k)) is the obvious generalization of the definition of F{~}k, given 
by 

F{t3}k (z - e(k)) 

= E N{e} [ V(k2)]2 
z - e(k) - AEg + Uff + 2Ef + AE({fil }) + AE({fi2}) - e(ki) - e(ka)" 

{/3},~; e(k) </~ 
(62b) 

The resulting set of  equations, (61a, 62a,b), is not separable, but exactly like the integral 
equation for a{a}k, they can be reduced to separable equations if  the third term ofeq. (62a) 
is decoupled according to the approximation 

V*(k2) <k {a}*, {/~2) k2 ]g(z)l kt {at}*} 
N ~  V(kl) Z z - A E g  - e ( k )  - e(kl) - e(k2) + Uff + 2El + AE({fil))  + AE({fi2}) 

{fl},k 

Nv@T} V*(k2) {k {a}*, {fi2} k2 Ig(z)l k' {a')*} 

{t~},k 
(63) 
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As previously mentioned, this approximation is expected to be reasonable if  

(W +/~) << Uff + 2El + z - A E g  - e(k) - 2/*. 

The approximate solution for the matrix elements of  (k {a}* ]g(z)l k '  {a '}*)  are given 
by the expressions 

[z -- AEg - e(k)  - A {z - e(k)  - F ( z  - e(k))} C(z - e(k))] (k  {a}* ]g(z)l k '  {a '}* > 

= 6{a),{~,} 6 ( k  - k'), 
(64a) 

where 

N{p} ] V(R/)I 2 (64b) 
A {z - e(k)} = ~ z - AEg - e(k)  - e(k ' )  + Er + AE({fi}) 

{/3}k, 

and 

gf f  + E f  + F(x)  - [1 
C(x)  = Uff + Ef  + 2r(x) - A ( x )  - t~ (64c) 

The real part o f  the denominator of  the resolvent <k {a}* [g(z)r k { a } * )  has zeroes at 
the energies related to the solutions of  eq. (56b), such as z = e(k)  + AEg - AE{a}. The 
derivatives of  the real part o f  the denominator at these zeros are given by 

A'(x)(1 - .F'(x))(Un. + Er + F(x) - AE{c,} - #)2 + F'(x)AE{~,}(Ue + Ef - 2AE{~}) 
Z{~} = 1 - 

(U~ + E~ + 2r(x))(u~ + E~ + 2r(x)) 
(65) 

where the prime indicates a derivative, and the functions A(x )  and F(x)  are evaluated 
at x = AEg - ekE{a }. These are the wave-function renormalizations ~2 of  the approximate 
eigenstates [gt{a}) , given by eq. (50). The magnitude of  the derivative A '  is large, as 
it is greater than N { a } A / ~ 6 { a } .  As expected, these are simply related to the amplitudes 
of  the vacuum, ]q)o), in the states ] t/.t{~}). The imaginary part o f  the denominator has 
discontinuous steps of  N{a}z l  located at 

z = e(k)  + AEg - Ef  - AE({a})  + F + #. (66) 

Thus, only the first zero, located at z = e(k),  within -6g  o f  the Fermi level represents 
a bound state or simple pole of  (k  {a}* Ig(z)] k {a}*),  within this infinite-Nf approxi- 
mation. The other zeroes merely represent resonances, although the large value of  the 
wave-function renormalization near the zeroes of  the real part does have the effect o f  
dramatically reducing the width of  the resonances. 
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The Green's function (k {a}*, {fi, } k, Ig(z)l k' {a'}*, {/3'~ } kl) is given by the expres- 
sion 

[g -- AEg - e(k) - e(kl) + Ef  + z~({ /~  1 }) - F] <k {(~}* , {/31 } kl  [g(z)l k' {¢,'}*, {/3 i } I(1} 
= 6{~},{~,} 5(k - k') 

x (5{~},{/~,} 6(kl - k~l) 

z 

\ 

+ IN{~} v*(,~)r(~ - e(k)) I 
y{~,} v(1,1) ) 

z -  A £ g  - e (k )  - e (U , )  -F Ef '+ A E ( { / ~  } )  - F ' 

where the T matrix is given by 

T ( x )  = 1 4- x 4- gff + 2Ef - 2y - AEg ] 

Uff  + E f  + F ( x )  - 
× 

(67a) 

(x - AEg)(Uff + Ef + 2r(x) - a ( x )  - Ix) - A ( x ) ( U f f  + E f  + r ( x )  - l J )  
(67b) 

In addition to the simple pole at z = e ( k )  stemming from the analytic structure of 
(k {a}* Ig(z)] k {a}*), the T matrix has another isolated pole located at 

z - e ( k )  - # + Uff + 2Ef - z~kEg = 0 ,  

which will be discussed below. 

A2.3. T h e  s p e c t r u m  

In the energy range g -  he) < 6 g ,  the imaginary part of the denominator of 

(k {a)* Ig(z)l k {a}*} 

vanishes and g ( h e ) )  only has a simple pole at he)= e (k ) ,  with residue ~ 2. This leads 
to the photoemission spectrum, within the energy range 6g below ~t, being given by the 
expression 

I (~) : w= ~ z~'6@e)- e(t,)) 
{a},k 

a{~)k  - a{~}k  N X / ~  V * ( k ' ) a { ~ } k ,  

Uf f  + 2 E l  - Z ~ E g  - e ( M )  - t 2 
x 

{~}k, 

- ~  v ( l , )  Z u ~  + 2E~ - ~ - e(k')  - e(k)  
{~}k, 

(68) 
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in accord with the expression given by Gunnarsson and Schrnhammer. This expression 
can be further simplified, by using the same approximation used in decoupling the integral 
equations for both the ground state and the resolvent g ( z ) ,  leading to 

I((o) = R 4 ~ \ ~ j  
{a} 

(69) 

where he)= e (k ) .  Thus, within this restricted energy range, the effect of including the 
large Coulomb interaction U~ is to renormalize the intensity by a constant multiplicative 
factor, and also to add a constant value to the energy-dependent (401 amplitude. This can 
be further reduced to 

i((a) 

(70) 

Uff + Ef ~ N{n}A 
{~} 

An estimate of the size of the finite Ufr corrections can be found, for systems with 
small b e as compared to AE({a}) and W+g, by considering the point of maximum 
intensity he)=#. At the Fermi energy, the second term in the amplitude with {a}=g 
can be recognized as being smaller than the first term by a factor with magnitude less 
than 14A/Jr(Uff + Ef-  #). Since, as has been emphasized previously, the approximations 
made in the above theory require that Uff + E f  - ~ >> (W + #),  these corrections are only 
reasonable when they are small. A rough analysis of  the effects of including the (41) ~ 
configurations shows that they are needed if the (402 corrections are sizeable, as they 
appear to be of order (A/Jr(Uff + E f ) ) " - I N ! / ( N -  n + 1)!(n-  1)!. Furthermore, the finite 
Uff (4t) 2 corrections are smaller than the estimate of the size by which the Ufr --+ e~ limit 
of the above theory violates Luttinger's theorem, since these corrections can be shown to 
be of order 14A/:r(W + #). 

The resolvent has another isolated pole at z - e ( k )  - ~ - AEg + Uff + 2El = 0, which 
has a finite residue, when 2 E f - 2 # +  Uff ¢0. This may lead to structure in the 
spectrum at energies he) ~ -(Uff + Ef - #). However, since the theory does require that 
Uff + E l  - # >> (W + #), this occurs far from the energies where the theory is applicable. 
The other significant contribution to the spectrum comes from the finite, continuous 
imaginary part of the resolvent in the energy range - rg  > z - e ( k )  > - ( W  + #) .  The 
integration in the spectral density stemming from this continuous contribution is evaluated 
numerically. The resonances due to the Kondo side bands appear at energies given by 
he) ,-~ -AE({a})  + 6{a}. Most of the intensity in the spectrum occurs in the main peak, 
of halfwidth NfA, which is located at energies near h e ) = E l -  #. 
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- non-resonant scattering 45 

resonant scattering 47 
- spin-slip model 26, 47 
- thin films 78 
Er-Tb 138, 162 
ERA12 102 
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ErCo 2 111,239 
ErCo 3 249, 251 
ErCo 6 255 
Er(Co,Si)2 243 
Er(Co 1 ~AI~) 2 233, 239 
Er(Co~ xSi.)2 239 
ErFe 2 163, 165 
Er2Fe17 121 
Er0.25Tb0.75 132, 164 
ErxY 1 xCo2 227 
Eu 95 
ElIAs 3 80 
exchange 

- integrals 97 
- interaction 90, 112 
- parameters 108 
expansion coefficients of free energy 196 
- 4f-3d system 198 
- itinerant electron system 182 184, 192, 193 
- localized spin system 196 
- multi-4f sublattice 198 
- spin fluctuation effects 192, 193 

f-level occupancy 318-321 
in YbA13 318 

- in YbAuCu4 319 
- in YbCu2Si z 319 
4f hybridization 317 

4t'5/2 peak 346 
- dispersion 348 
4f7/2 peak 346 

dispersion 348 
5fheavy fermion PES (wide scan) 351-353 
-- WBel3 352 
- UPd2A13 352 
- UPt 3 352 
- URu2Si 2 352 
- USb 2 352 
Fermi level 
- itinerant ferromagnet 181 
- YCo 2 217 
Fermi liquid model 192 
finite U~- effects 294, 295, 316 
first harmonic 12 
first-order transition 111, 130, 139, 162, 163, 

226-239 
- conditions 196 
- RCo2 110-113, 226239 
fluctuating magnetic moment 192 

fluctuation mechanism for second-order transition 
129 

fourth-order adiabatic elastic constants 168 
free energy 

- exchange contribution 142 
expansion 110 

- 4f-3d system 195 197 
ferromagnet 129 
itinerant electron system 182, I87, 192 
localized spin system 195 

- magnetoelastic 141 
multi-4f sublattice 197 
spin fluctuation effects 192 

GS, s e e  Gunnarsson-Sch6nhammer 
y-Ce resonance 338 
y-phase, YC%H, 247 
Gd 94, 99, 100, 117, 120, 125 I27, 131, 156, 

158, 162, 164, 168, 169 
GdAg 102 
GdA12 102, 220 
Gd 3A12 102 
Gd(A11 _yCox) 2 102 
GdCo 2 107, 109, 202, 223, 226 
GdCo 3 248 
GdCo 5 121, 166 

GdCos.14 255 
Gd4Co 3 106 
GdCu 102 
GdCu 2 102 
Gd~ xDyx 96, 131, 138, 162, 164 
Gd I xErx 96 
GdFe 2 163, 165 
Gd2Fe17 112 
Gd 1 _xHox 96 
Gd 2In 102 
Gd 3In 102 

Gd0.45Luo.55 96 
GdMn 2 106, 111 
GdNi 106 
GdNi 2 106, 220 
GdNi 3 106 
GdNi s 106 
Gd2Ni 7 106 
GdNizBzC 68, 70, 80 

Gd0.75 Sco.25 136 
GdSe 80 
Gd 5 Si 4 102 
Gd~ _xTbx 96, 164 
Gd I xYx 96, 132, 136, 139, 147-149 
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(Gd 1 _xY,)Co 2 106, 108, 109, 227 

Gd0.vY02Lu0.1 136 
Gd~.75Y0.175 Sc0075 136 
Gd/Y superlattice 76 
Guunarsson-Sch6nhammer (GS) theory 290 

Hamiltonian 122, 125, 128, 146 
heavy fermion systems 268-377 

- cerium compotmds 271-282, 309-311, 
334-337 

- - CeA13 315 
CeBel3 315, 334-336, 341, 347-350, 358, 

359 
- Ce3Bi4Pt 3 315 
- - CeCu 6 313 
- - CeCuzSi 2 309, 310, 315, 342 
- - CeIr 2 338, 339 
- - CePd3 338 
- - CePt 2+x 310, 311,315, 343-346 
- - CeRh 3 338 
- - CeSb 2 315, 342, 346, 347 
- - CeSi 2 315, 334 

- uranium compounds 28(~289, 350-364 
- - UBe13 352, 358, 360, 363 

- UPd2A13 352, 358, 361,363, 364 
- - UPt 3 352, 353, 355, 358, 361,362 
- -  -- URuzSi 2 352, 358 
- - USb 2 352, 353, 355-358 
- ytterbium compounds 311-313, 327-334 

- YbAgCu4 312, 327-329 
- YbA13 318, 319, 322-324, 327-333 

- YbCu2Si 2 311,312, 319, 325, 327 330, 
340 

helical 
- antiferromagnet 137, 151 

antiferromagnetic (HAFM) spin structure 93 
- phase 135, 146, 149 
- spin structure 97, 113, 115, 142 

turn angle 97, 98, 142, 159 
wave vector 117 

hexagonal crystal symmetry 161 
HfCo 2 201,202 
highm~order elastic constants of R 167-170 
Ho 13, 17, 55-57, 80, 95, 113, 115, 127, 132, 

147, 159, 160, 168 
ancillary measurements 33 

- commensurable wave vectors 19 
- critical scattering 40 
- early studies 17 

elastic constants 33 
- field dependent strncmres 31 
- lattice modulations 28 
- magnetic structure 18 

modulation wave vector 17 
- neutron scattering 29 
- resonant cross-section 37 
- separation of orbit and spin 34 
- spin-slip model 24 
- thin film 20 
- transport properties 33 
- X-ray scattering studies 18 
H ~ E r  63, 138 
Ho-Pr 66, 80 

HoA12 102 
HoC% 111, 166, 239, 243 
HoC% 249-251 
HoCos. 5 255 
Ho(Co,Si)2 243 
Ho(Coi _.~Alx)2 233, 239 
Ho(C% ,Nix) 2 237 
Ho(CoI xRhx)2 239 
Ho(Col _ xSi~.)2 239 
Ho 1 _xErx 97, 162, 164 
H% xErxFe2 163 165 
Ho/Er superlattice 75, 77 
HoFe 2 165 
H%In 102 

HoNi2B2C 68, 69, 80 
HosSi 4 102 
Ho0.sTb0. 5 149, 153 
Hol_~Tb~Co2 166 
Hol _xTbxFe2 163, 165 
HoxY I_xC% 227 
Hooke's law 91 
hybridization 

effect on f0 lineshape 295 
- energy dependent 295 
hybridization strength (effective) 304 

incotrmaensurate-commensurate domain effects 

159 
indirect exchange integral 95, 100 
Inoue-Shimizu model 195 

- generalization 197 
intermetallic compounds 165, 166 
intermetallic compounds, s e e  compounds 
internal friction 122, 129 132, 138, 139 
interplanar exchange energy 138 
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intra rare earth alloys 61-68, 96-98, 120, 131, 
132, 136, 138, 148, 149, 16~164 

- s e e  a l s o  individual R element entries 
isotropic ferromagnet 141 
itinerant electron ferromagnets 105 
itinerant electron metamagnetism 177-260 

Kondo resonance (KR) 276, 280, 281,367 
- lineshape 321 

linewidth 321 
- temperature dependence 
- -  inUSb 2 357 
- - in YbAgCu 4 327729 
- -  inYbA13 327, 328 
- - in YbCu2Si 2 327-329 
Kondo scale 298 
Kondo side bands 368 

L I absorption edge 14 
Lit absorption edge 14 
Lnr absorption edge 11, 12, 37, 38 
L m edge studies 320 
LIII/LIj branching ratio 40 
La 132, 163, 164 
Land6 factor 92 
lanthanide alloys, s e e  intra rare earth alloys 
lattice constant 

RCo 2 216, 217, 230 
Y(CoxAlyCu~) 2 218 

Laves phase compounds 
- RCo 2 166, 200-243 

RFe 2 163, 165 
lineshape 

o f f  ° 295 
of Kondo resonance 321 

linewidth of Kondo resonance 321 
localized magnetic moments 90-103 
lock-in behavior 118, 161 
longitudinal acoustic wave 127, 134, 135 
longitudinal spin wave 118 
longitudinal wave attenuation coefficient 126 
Lu 136 
LuCo 2 201, 202, 204 
Lu(Co 1 xAl~)2 208, 210, 213, 239 
Lu(Co 1 xGa~)2 211,214 
Lu2Fe~7 112 
lutetium paradox 236 

magnetic phase diagram 
- D y  150, 151 

- (Rj _xYx)C% 228, 236 
Tb 129, 150 

magnetic phase transitions 
R a n d R  R' 94-96 

pressure dependence 94-96, 102 

RCo 2 
collinear noncollinear 249, 250, 252 
field-induced 225 
first-order 226, 233,235-237, 239 

- - first-second order borderline 228, 233-239 
- second-order 227, 233, 235-237, 239 

- - spin-flip 247-249 
- - under pressure 231,232 
magnetic scattering 8, 23 
- interference with charge scattering 9 

nonresonant 9 
- ratio to charge scattering 9 
magnetic structure 
- of Dy 53, 55, 136 
- of rio 17-43 
magnetic viscosity 130 
magnetic volume effects 224, 233 
magnetic wave vector 162 
magnetic X-ray scattering 1-81 
magnetization, RC% compounds 

high-field 204, 206, 218, 223, 239, 245, 253, 
258 

process 223 
RC% 226-239 
spontaneous 206, 255 

magnetocrystalline anisotropy 152, 156, 165 
magnetoelastic 

contribution 142 
- coupling 138, 156 
- coupling constants 126, 153 
- energy 113, 141 
- interaction 141 
magnetoresistance 243 
- high-field 214 
magnetostriction 157 
- constant 166 
- deformation 116, 140, 142, 156 
- strains 146 
magnetovolume effects 107, 112 
mechanical energy 130 
mechanical stress 140, 154 
mechanostriction 140 

mechanism 156 
metamagnetic transitions 
- above ordering temperature 239 
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metamagnetic  transitions (cont 'd)  

Ce(Col xNix)5 258 

condition 182, 185, 194, 204, 213, 230, 232 
- correlation with susceptibili ty max imum 

206-208 

critical concentration 221 ,252  

- critical field 195, 208, 219, 247, 253 

- elastic effects 191,219 

- (Er, Lu)Co2 223 

- (Er,Y)Co2 223 
- field effects 188, 193 

- (Gd,Y)Co2 223 
- Lu(Col _xAl~)z 206 

- molecular-field effects 221 ,248  

- (Nd 1 _xYx)Co2 224 

- new approach 187 

- pressure effects 189, 211 ,257 ,  258 

- RCo 2 200-205,  220-243 

- RCo 3 243-254 

- RCo5 254-260 

- R(Co,M)2 205-220 

- -  S o ( C o  I _xAl~)2 206 
- spin-fluctuation effects 193, 194 

- various temperatures 204, 247, 254 

volume effect 187, 210, 211 

- weakly-complete saturated ferromagnetic 

245 
- weakly strongly ferromagnetic 186 

- YCo 3 244-247,  2 5 1 2 5 4  

- Y(eo j  _xAl~)2 206 

Y C % H  x 247-249 

( Y l  _ xGdx)(Coo.915Aioo85)2 223 
- ( Y l -  xNd~)C°3 system 253 

(Y0.7s Tm0.25 )(Co0.88A10.12 )2 225 
minus domains 157 

mixed valence 319 
molecular  field 198, 222, 223, 225 

- coefficients 196 

- theory 90 

M6ssbauer effect 

- G d  120 

- HoFe 2 163 

NCA, see  non-crossing approximation 

Nd 58, 59, 80, 168, 169 

(Nd,Dy)Co 2 229, 230 

Nd2BaNiO 5 80 

NdCo 5 166 

Nd2CuO 4 80 
Nd 3In 102 

Nd2Ni 7 106 
NdNi2B2 C 80 

(Ndl xY~)Co2 224 
N~el temperature 247 

neutron diffraction of  R 115, 161 

Ni3Ga 208 
non-crossing approximation (NCA) 280, 290 

Nozi~res exhaustion principle 282, 305 

order-parameter critical exponent 40 
oxygen dosing 

in CSb 2 342 

in CeBel3 341 

- in CeCu2Si 2 342 

- in gBe13 363 

- in UPd2A13 363 

- in YbCu2Si 2 340 

PES (photoelectron spectroscopy) 265 377 

- background 318, 322, 325, 326 

- difference curves 313 

- difference spectra 354 

- integrated intensity 318 

- spectrum predicted by N C A  290 

surface features 319, 324, 339 

- temperature dependence 327-330 

- - in USb2 357 

- - in YbAgCu 4 327-329 

- - in YbA13 327, 328 

- in YbCu2Si 2 327 329 

t ime dependent, in UPt 3 362 
paramagnetic Curie temperature, RCo 2 202 

paramagnetic indirect exchange integral 92 

paramagnetic susceptibili ty 

- field dependence 185 
- high-temperature 202 

- LuCo 2 200 
- Pauli 184 

ScCo 2 200 
- spin-fluctuation effects 193 

T2-1aw 203 
- temperature dependence 184, 193, 206 

-- YCo 2 200 
paramagnetic transition 90 

paraprocess 119, 130 

P ~ C o  109 
Pd-Fe 107, 109 

Pd-Ni  109 
periodic Anderson model  (PAM) 296 
periodic magnetic structure of  Ho 159 
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periodic PES amplitude modulation 343049 
- in CeBe~3 347 
- inCePt 2+x ( 0 < x < l )  343 

in CeSb 2 346 
phonon broadening 331 
- in CeBel3 334 
- in Yb metal 332 
- simulated temperature dependence 333 
phonon operators 123 
phonon scattering 124 
phonon-phouon interactions 167 
photoelectron spectroscopy, s e e  PES 
pinning sites 139 
plus domains 157 
polarization 16 

analyser 23 
- vector 123 
polarized conduction electron 124 
potential barriers 139 
Pr 168, 169 
(Pr, Dy)Co 2 229, 230 
pressure, s e e  static pressure 
Pt-Co 107, 109 
Pt-Fe 107 
PtFe 109 

quasiparticle formation 296 

(Ri,Rj)Co z 197 
R-Co 107, 109, 121, 163, 166 
R-Fe 107, 109, 163 
R-R' alloys, s e e  intra rare earth alloys 
RAg 103 
RAu 103 
RCo 2 110, 201,202, 226-239 
- first-order transition 226-239 
- second-order tt-ansition 226-239 
RCo 3 243 
RCo 5 167, 254 
R(Co,Si)2 236 
R(Co 1 _xAl~)z 232 239 
R(Co 1 _xCux)2 237 
R(Co 1 xSix) 2 217, 236, 239 
RCo2alloys Laves phase compounds 

- invariable d-electron concentration 
RCo2 Laves phase compounds 

- invariable crystal unit cell 215 
- magnetic R 220 
- multi-4f sublattice 197 
RCu 103 

218 

RCu2 103 
RFe 2 163, 165 
R2Fc17 112, 113 
R2In 103 
Rfln 103 
R K K Y ,  s e e  Ruderman-KJttel Kasuya-Yosida 
RNi 2 109 
RNi 3 109 
RzNi 7 109 
RsSi 4 103 
Rajan formula 314 
relaxation processes 139 
resistivity, RCo2 226 
resonance-antiresonance difference 313, 

353-356 
resonant 

- branching ratios 78 
- harmonics 12, 38, 57 
- magnetic scattering 10 
Ruderman Kittel-Kasuya-Yosida (RKKY) model 

91, 92, 95, 98, 99 
Ruderman Kittel function 93, 103 

SIM, s e e  single-impurity Anderson model 
s~l model 108, 110 
s- f  coupling constant 98, 99, 103 
s- f  exchange interaction 114, 117, 124 
sample quality 309-313 
- CeCu2Si 2 310 
- CePt2+ x 310, 311 
- effect on Kondo resonance 310 
- YbCu2Si 2 311 
Sc 136, 168, 169 
ScCo 2 201,202 
scaling with T K 313-318 
scattering from a helix 13 
screening 282, 289, 297 
second-order adiabatic elastic constants 167 
second-order phase transitions 111, 129, 144, 

146 
- GdCo 2 226, 227 
- TbCo 2 226, 227 
second-order spin-reorientation transition, RC% 

167 
separation of orbit and spin 15 
shear attenuation coefficient 134, 158 
shear elastic constant 147 
shear moduli 
- RCo 2 232 
- RFe2 165 
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single-impurity Anderson model (SIM) 
single-ion anisotropy 94 
Sm 58, 61, 80 
SmFe 2 164, 165 
SmNizB2C 80 
sound attenuation 122-129, 149 
sound wave 123, 146, 153 
specific heat, RCo 2 226, 231 
spectral weight ratio 318 
spin fluctuations 128, 191-195 

quenching 205, 214, 243 
spin reorientation 158, 166 

- transition 100, 156, 163 
spin rotations 154 
spin slip 25, 26, 159 

model 29, 138 
structures 29, 159, 161, 162 

- transition 161 
- wave vector 26 
spin-lattice 

- coupling 122 
- interaction 122, 134 
- relaxation 134 
spin-orbit sidebands 292 
- dispersion 346 
spin-phonun interaction 124, 127, 134 
spiral antiferromagnet 142, 149 
spiral domains 135, 147 
static pressure, effect of  

- on magnetic phase transitions 90-115 
- on magnetization 119-122 
- on spin structures 115-118 
Stoner 
- criterion 182 
- e n h a n e e m e n t  factor 184, 203 

model 181 
strain tensor 167 
sub-surface 320 
sub-surface layer 320 
supercommensurate structure 159 
superlattices 74-77 
- Gd/Y 74, 75 
- Ho/Er 75, 77 
surface atom core-level shift 337 
susceptibility maximum 193, 201 

271 Tb-Ho 132 
TbAg 102 
TbA12 102 
TbCo 2 107, 166, 226 
TbC% 166 
TbC%. 1 255 
Tb(Col _ xAlx)2 110 
TbCu 102 
TbCu2 102 
Tbl_xDyx 96, 114, 131, 132, 136, 138, 151, 152, 

164 
TbFe2 163-165 
Tb~ xGd x 100, 154 
Tbo.sHoo. 5 136 
TbxHo 1 _xCo 2 227, 236 
Tb2In 102 

Tbo.675 Lu0.3z 5 96 
TbNi 3 106 
TbzNi 7 106 
Tb 1 xYx 96, 114 
TbxY 1_xCo2 227, 235 
temperature dependence of  Kondo resonance, see 

under  Kundo resonance 

Th0.92Co5.16 255 
ThCo 5 254, 255 
YhzCo 7 254 
thermal expansion, RCo 2 226-239 
thermodynamic coefficients 129, 130, 141 
third-order adiabatic constants 168 
Thomson scattering 6 
TiBe 2 208 
time dependence 350 
Tm 53-57, 80, 168, 169 
TmA12 102 
TmCo 3 250 
TmSe 71 
transitions, metamagnetic 200-260 

ultrasound attenuation 122 139 

valence transitions 338 
volume 
- compressibility 91 

magnetostriction 210 
- - coupling constant 126 

Tb 13, 53, 80, 95, 99, 100, 113-115, 118, 127, 
132, 144, 145, 147, 15~152,  162, 164, 168, 
169 

Tb-Dy 138, 162 

weak itinerant ferromagnets 121 
Wohlfarth-Rhodes-Shimizu (WRS) model 

XY universality class 43 

182 
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X-ray scattering 1-81, 159 
- interference term 9 
X-ray scattering cross-section 
- classical representation 7 
- dipolar transitions 12 
- non-resonant regime 6 

quadrupolar transitions 12 
- resonant regime 10 

Y 117, 132, 136, 163, 164, 168, 169 
Y-Fe 121 
Y-Ni 121 
YCo2 109, 201,202, 204 
YCo 3 244, 247 
YCo 5 166 
Y(Co,Ni)3 244 
Y(Co 1 _xAlx) 2 190, 205, 208, 210, 214, 239 
Y(CoxAlyCu~) 2 191,218 
Y(Co l_xCux)2 219, 237 
Y(C% _xFe~)2 219 
Y(Col _ xNix)2 220 
Y(COl_xSix)2 217, 239 
YCo3H x 247 
- [3-phase 247 

- y-phase 247 
YFe 2 106, 121, 163, 165 
YFe 3 121 
Y2FeI7 106, 113, 121 
Y6Fe23 106, 121 
Y(Fe,Co)3 244 
Y(Fe,Ni)3 244 
(Yl xGd~)Co3 251 
(3/1 xLax)Co2 219 
(Y1 xLu.)(Co~-xAlx)2 213, 216 
YNi 3 106, 109, 121 
Y2Ni 7 106, 109, 121 
Y2Nil7 106 
Yamada's theory 192 
YbAgCu 4 327 
YbA13 319 
Young's modulus 130, 139, 144, 162-166 
- anomaly 141 
- R 139, 164 
- R - R '  164 
- RCo 2 166, 232 
- RFe 2 165 

ZrCo 2 202 
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