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PREFACE

Karl A. GSCHNEIDNER, Jr., LeRoy EYRING, and
Gerry H. LANDER

These elements perplex us in our rearches [sic], baffle us in our speculations, and haunt
us in our very dreams. They stretch like an unknown sea before us — mocking, mystifying,
and murmuring strange vevelations and possibilities.

Sir William Crookes (February 16, 1887)

This volume of the Handbook covers a variety of topics with three chapters dealing
with a range of lanthanide magnetic materials, and three individual chapters concerning
equiatomic ternary ytterbium intermetallic compounds, rare-earth polysulfides, and
lanthanide organic complexes. Two of the chapters (206 and 210) also include information
on the actinides and the comparative lanthanide/actinide behaviors.

The lead chapter by N.H. Duc deals with giant magnetostrictions in lanthanide (Sm,
Tb, and Dy)-transition metal (Fe and Co) thin films. Magnetostrictions (changes in the
dimensions of a solid) arise in magnetically ordered substances when they are subjected
to a change in the magnetic field. Magnetostrictions can also occur when the magnetic
state of the solid is changed by a temperature or pressure variation. Magnetostrictive thin
films are particularly promising for use as microactuator elements, such as cantilevers
or membranes, since they combine a high energy output at high operating frequencies,
and also offer the possibility of remote control operation. In his review Duc covers
lanthanide—iron thin films, including Terfenol-related compositions [(Tb;_,Dy,)Fe;];
lanthanide—cobalt films; giant magnetostrictive spring magnet type multilayers (materials
which combine giant magnetostrictions with soft-magnetic properties); and lanthanide—
transition-metal sandwich films.

G.M. Kalvius, D.R. Noakes and O. Hartmann in a detailed and comprehensive
review treat muon spin resonance (UWSR) spectroscopy of both lanthanide and actinide
materials. As the authors point out, WSR spectroscopy is a useful technique which
complements other, more commonly used experimental methods (such as, magnetic
susceptibility, magnetization, NMR and neutron scattering) for studying lanthanide and
actinide materials. They note that the muon: (1) is quite sensitive to small variations in
spin structures and these measurements have shown that even in small “well established”
systems, the magnetic structure is not fully understood; (2) is a highly local probe
and thus is well suited for detecting and studying short-range-order magnetism; and
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(3) samples the entire volume of the specimen and thus is useful in studying systems
which simultaneously exhibit more than one cooperative state, e.g. the coexistence of
superconductivity and magnetic order. Also, UWSR spectroscopy has a high sensitivity to
a small magnetic moment, which is important in studying Kondo lattices and heavy-
fermion systems; and possesses a unique time window for spin-dynamical processes. In
this chapter the authors cover the pure elements, various simple and complex intermetallic
compounds, non-metallic compounds, superconductors (including the high-7, cuprates),
disordered magnetism, and correlated electron systems.

R. Pottgen, D. Johrendt and D. Kussmann cover the structure—property relationships
of ternary equiatomic Yb7.X intermetallic compounds, where 7 is a transition metal and
X is a third or fourth main group element. These authors review the synthesis, crystal
chemistry and bonding, various physical properties (magnetism, electrical resistivity,
and heat capacity), and spectroscopic data (Ly; spectra and Mdssbauer) of the YbT.X
compounds. These compounds are of interest because ytterbium can be divalent, trivalent,
or mixed-valent, which can lead to heavy-fermion and Kondo-like behaviors. The bonding
in the Tb7X compounds is governed by strong 7-X covalent interactions within the
polyanions rather than ionic Yb—7 or Yb—X bonds. Some of the more unusual Yb7X
compounds are ferromagnetic YbNiSn, intermediate-valent YbCuAl and the heavy-
fermion compound YbPtBi with an extremely large effective electronic mass.

K. Kobayashi and S. Hirosawa discuss rare-ecarth permanent magnets [SmCos,
Sm,Co;7, Nd,Fe 4B, SmyFe;7.X5 (where X =N or C) and Nd(Fe,Ti);;N], reviewing the
fundamentals involved and commenting on the state-of-the-art. Included in their discus-
sions are sintered magnets, the HDDR (hydrogenation, disproportionation, desorption,
recombination) process for preparing some of these materials, nanocomposite permanent
magnets prepared by rapid solidification and mechanical alloying, and exchange-coupled
(or spring) magnets. They also review the coercivity and corrosion of these materials,
especially Nd,Fe 4B, and discuss the relationship between the two properties.

L.G. Vasilyeva reviews polysulfides, i.e. compounds which have more sulfur atoms
than the ideal ionic R,S; composition (>66.6 at.% S). The polysulfides are grouped into
three classes: the hypostoichiometric RS, _, phases, the stoichiometric RS, disulfides,
and the hyperstoichiometric phases. The author gives a brief history of these materials,
which have been known for about 90 years, and then discusses their occurrence, prepar-
ative methods, crystal growth, phase equilibria, structural properties, thermodynamic
properties, chemical bond and electronic structures, and finally their physical properties
(electrical, magnetic and optical). Although these polysulfides have not yet generated
practical applications, their scientific interest remains large.

D.XK.P. Ng, J. Jiang, K. Kasuga and K. Machida conclude this volume with an overview
of rare-earth and actinide half-sandwich tetrapyrrole complexes. When tetrapyrrole
molecules, such as porphyrins or phthalocyanines, are reacted with the rare earths
and actinides, they are split in half, forming the half-sandwich complexes because the
metal atoms are larger than the core size of the macrocyclic ligands. They also can
form sandwich-type complexes in which the metal centers are sandwiched between
the macrocycles. However, this chapter is devoted to the former class of compounds.
Ng and co-workers discuss the synthesis, structure, and spectroscopic and electrochemical
properties of half-sandwich complexes of porphyrins and phthalocyanines. The authors
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note that these complexes are potentially useful as biological probes for biomolecules,
imaging agents, and photosensitizers in photodynamic therapy.

With this volume of the Handbook Prof. LeRoy Eyring is retiring as a co-editor. The
editorial duties of future issues of the Handbook will continue to be handled by the senior
editor (Karl A. Gschneidner, Jr.) with the assistance of two new editors: Prof. Jean-Claude
Biinzli, Swiss Federal Institute of Technology, Lausanne, and Prof Vitalij K. Pecharsky,
Towa State University.



CONTENTS

Preface
Contents
Contents of Volumes 1-31

205. N.H. Duc
Giant magnetostriction in lanthanide—transition metal thin films

206. G.M. Kalvius, D.R. Noakes and O. Hartmann
uSR studies of rare-earth and actinide magnetic materials

207. Rainer Pottgen, Dirk Johrendt and Dirk Kufimann
Structure—property relations of ternary equiatomic YbTX intermetallics

208. Kurima Kobayashi and Satoshi Hirosawa
Permanent magnets m

209. L.G. Vasilyeva
Polysulfides |567

210. Dennis K.P. Ng, Jianzhuang Jiang, Kuninobu Kasuga and Kenichi Machida
Half-sandwich tetrapyrrole complexes of vare earths and actinides m

Author index 655

Subject index



CONTENTS OF VOLUMES 1-31

VOLUME 1: Metals
1978, 1st repr. 1982, 2nd repr. 1991; ISBN 0-444-85020-1

Z.B. Goldschmidt, Atomic properties (free atom) 1

B.J. Beaudry and K. A. Gschneidner Jr, Preparation and basic properties of the rare earth metals 173
S.H. Liu, Electronic structure of rare earth metals 233

D.C. Koskenmaki and K.A. Gschneidner Jr, Cerium 337

L.J. Sundstrém, Low temperature heat capacity of the rare earth metals 379

K.A. McEwen, Magnetic and transport properties of the rare earths. 411

S.K. Sinha, Magnetic structures and inelastic neutron scattering: metals, alloys and compounds 489
T.E. Scott, Elastic and mechanical properties 591

A. Jayaraman, High pressure studies: metals, alloys and compounds 707

10. C. Probst and J. Wittig, Superconductivity: metals, alloys and compounds 749

11.  M.B. Maple, L.E. DeLong and B.C. Sales, Kondo effect: alloys and compounds 797

12.  M.P. Dariel, Diffusion in rare earth metals 847

Subject index 877

PN RPN

e

VOLUME 2: Alloys and intermetallics
1979, 1st repr. 1982, 2nd repr. 1991; ISBN 0-444-85021-X

13.  A.Iandelli and A. Palenzona, Crystal chemistry of intermetallic compounds 1

14. HR. Kirchmayr and C.A. Poldy, Magnetic properties of intermetallic compounds of rare earth
metals 55

15.  AE. Clark, Magnetostrictive RFe, intermetallic compounds 231

16. 1I. Rhyne, Amorphous magnetic rare earth alloys 259

17. P Fulde, Crystalfields 295

18. R.G. Barnes, NMR, EPR and Mdssbauer effect: metals, alloys and compounds 387

19. P Wachter, Europium chalcogenides: EuO, EuS, EuSe and EuTe 507

20. A. Jayaraman, Valence changes in compounds 575
Subject index 613

VOLUME 3: Non-metallic compounds — I
1979, 1st repr. 1984; ISBN 0-444-85215-8

21.  L.A. Haskin and T.P. Paster, Geochemistry and mineralogy of the rare earths 1

22. JE. Powell, Separation chemistry 81

23.  CXK. Jorgensen, Theoretical chemistry of rare earths 111

24.  W.T. Carnall, The absorption and fluorescence spectra of rare earth ions in solution 171

25. L.C. Thompson, Complexes 209

26. G.G. Libowitz and A.J. Maeland, Hvdrides 299

27. L. Eyring, The binary rare earth oxides 337

28. D.JM. Bevan and E. Summerville, Mixed rare earth oxides 401

29. C.P. Khattak and FEY. Wang, Perouskites and garnets 525

30. L.H. Brixner, JR. Barkley and W. Jeitschko, Rare earth molybdates (V) 609
Subject index 655

xi



xii

CONTENTS OF VOLUMES 1-31

VOLUME 4: Non-metallic compounds — II
1979, 1st repr. 1984; ISBN 0-444-85216-6

31. . Flahaut, Sulfides, selenides and tellurides 1

32. JM. Haschke, Halides 89

33. F Hulliger, Rare earth pnictides 153

34.  G. Blasse, Chemistry and physics of R-activated phosphors 237

35. M.J. Weber, Rare earth lasers 275

36. FK. Fong, Nonradiative processes of rare-earth ions in crystals 317

37A. 1W. O’Laughlin, Chemical spectrophotometric and polarographic methods 341

37B. S.R. Taylor, Trace element analysis of rare earth elements by spark source mass spectroscopy 359

37C. R.J. Conzemius, Analysis of rare earth matrices by spark source mass spectrometry 377

37D. E.L. DeKalb and V.A. Fassel, Optical atomic emission and absorption methods 405

37E. A.P.D’Silva and VA. Fassel, X-ray excited optical luminescence of the rare earths 441

37F. F'W.V. Boynton, Neutron activation analysis 457

37G. S. Schuhmann and J.A. Philpotts, Mass-spectrometric stable-isotope dilution analysis for lanthanides in
geochemical materials 471

38. 1. Reuben and G.A. Elgavish, Shift reagents and NMR of paramagnetic lanthanide complexes 483

39. 1. Reuben, Bioinorganic chemistry: lanthanides as probes in systems of biological interest 515

40. TJ. Haley, Toxicity 553
Subject index 587

VOLUME 5

1982, 1st repr. 1984; ISBN 0-444-86375-3

41. M. Gasgnier, Rare earth alloys and compounds as thin films 1

42. E. Gratz and M.J. Zuckermann, Transport properties (electrical resitivity, thermoelectric power and
thermal conductivity) of rare earth intermetallic compounds 117

43.  FEP Netzer and E. Bertel, Adsorption and catalysis on rare earth surfaces 217

44.  C.Boulesteix, Defects and phase transformation near room temperature in rare earth sesquioxides 321

45.  O. Greis and .M. Haschke, Rare earth fluorides 387

46. C.A. Morrison and R.P. Leavitt, Spectroscopic properties of triply ionized lanthanides in transparent host
crystals 461
Subject index 693

VOLUME 6

1984; ISBN 0-444-86592-6

47.  K.H.J. Buschow, Hydrogen absorption in intermetallic compounds 1
48. E. Parthé and B. Chabot, Crystal structures and crystal chemistry of ternary rare earth—transition metal
borides, silicides and homologues 113
49. P Rogl, Phase equilibria in ternary and higher order systems with rare earth elements and boron 335
50. H.B.Kagan and JL. Namy, Preparation of divalent ytterbium and samarium derivatives and their use in
organic chemistry 525
Subject index 567
VOLUME 7
1984; ISBN 0-444-86851-8
51. P Rogl, Phase equilibria in ternary and higher order systems with rare earth elements and silicon 1
52.  K.H.J. Buschow, Amorphous alloys 265
53.  H. Schumann and W. Genthe, Organometallic compounds of the rare earths 446

Subject index 573



CONTENTS OF VOLUMES 1-31 xiii

VOLUME 8
1986; ISBN 0-444-86971-9

54. K.A. Gschneidner Jr and EW. Calderwood, Intra rare earth binary alloys: phase relationships, lattice
parameters and systematics 1
55. X. Gao, Polarographic analysis of the rare earths 163
56. M. Leskeld and L. Niinistd, [norganic complex compounds 203
57. JR.Long, Implications in organic synthesis 335
Errata 375
Subject index 379
VOLUME 9
1987; ISBN 0-444-87045-8
58. R. Reisfeld and C.K. Jorgensen, Excited state phenomena in vitreous materials 1
59. L. Niinistd and M. Leskeld, Inorganic complex compounds II 91
60. J-C.G. Biinzli, Complexes with synthetic ionophores 321
61. Zhiquan Shen and Jun Ouyang, Rare earth coordination catalysis in stereospecific polymerization 395

Errata 429
Subject index 431

VOLUME 10: High energy spectroscopy
1988; ISBN 0-444-87063-6

62.
63.

64.
65.

66.
67.
68.

69.
70.

71.
72.

Y. Baer and W.-D. Schneider, High-energy spectroscopy of lanthanide materials — An overview |

M. Campagna and F.U. Hillebrecht, f~electron hybridization and dynamical screening of core holes in
intermetallic compounds 75

O. Gunnarsson and K. Schénhammer, Many-body formulation of spectra of mixed valence systems 103
A.J. Freeman, B.I. Min and M.R. Norman, Local density supercell theory of photoemission and inverse
photoemission spectra 165

D.W. Lynch and .H. Weaver, Photoemission of Ce and its compounds 231

S. Hiifner, Photoemission in chalcogenides 301

JF. Herbst and I.W. Wilkins, Calculation of 4f excitation energies in the metals and relevance to mixed
valence systems 321

B. Johansson and N. Martensson, Thermodynamic aspects of 4f levels in metals and compounds 361
F.U. Hillebrecht and M. Campagna, Bremsstrahlung isochromat spectroscopy of alloys and mixed valent
compounds 425

J. Réhler, X-ray absorption and emission spectra 453

F.P. Netzer and J.A.D. Matthew, Inelastic electron scattering measurements 547

Subject index 601

VOLUME 11: Two-hundred-year impact of rare earths on science
1988; ISBN 0-444-87080-6

73.
74.
75.
76.
77.
78.
79.

H.J. Svec, Prologue 1

F. Szabadvary, The history of the discovery and separation of the rare earths 33

B.R. Judd, Atomic theory and optical spectroscopy 81

C.K. Jorgensen, Influence of rare earths on chemical understanding and classification 197
JJ. Rhyne, Highlights from the exotic phenomena of lanthanide magnetism 293

B. Bleaney, Magnetic resonance spectroscopy and hyperfine interactions 323

K.A. Gschneidner Jr and A H. Daane, Physical metallurgy 409

S.R. Taylor and S.M. McLennan, The significance of the rare earths in geochemistry and
cosmochemistry 485

Errata 579

Subject index 581



Xiv

CONTENTS OF VOLUMES 1-31

VOLUME 12
1989; ISBN 0-444-87105-5

80. J.S. Abell, Preparation and crystal growth of rare earth elements and intermetallic compounds 1

81. Z.Fisk and I.P. Remeika, Growth of single crystals from molten metal fluxes 53

82. E. Burzo and H.R. Kirchmayr, Physical properties of R,Fe,,B-based alloys 71

83. A. Szytula and J. Leciejewicz, Magnetic properties of ternary intermetallic compounds of the RT,X,
type 133

84. H.Maletta and W. Zinn, Spin glasses 213

85. J van Zytveld, Liguid metals and alloys 357

86. M.S. Chandrasekharaiah and K.A. Gingerich, Thermodynamic properties of gaseous species 409

87. WM. Yen, Laser spectroscopy 433
Subject index 479

VOLUME 13

1990; ISBN 0-444-88547-1

88. E.I Gladyshevsky, O.I. Bodak and VK. Pecharsky, Phase equilibria and crystal chemistry in ternary rare
earth systems. with metallic elements 1

89. A.A. Eliseev and G.M. Kuzmichyeva, Phase equilibrium and crystal chemistry in ternary rare earth
systems with chalcogenide elements 191

90. N. Kimizuka, E. Takayama-Muromachi and K. Siratori, The systems R,0;—M,0,—~M O 283

91. R.S. Houk, FElemental analysis by atomic emission and mass spectrometry with inductively coupled
plasmas 385

92. PH.Brown, A.H.Rathjen, R.D. Graham and D.E. Tribe, Rare earth elements in biological systems 423
Errata 453
Subject index 455

VOLUME 14

1991; ISBN 0-444-88743-1

93. R. Osborn, S.W. Lovesey, A.D. Taylor and E. Balcar, Infermultiplet transitions using neutron
spectroscopy 1
94. E.Dormann, NMR in intermetallic compounds 63
95.  E. Zirngiebl and G. Giintherodt, Light scattering in intermetallic compounds 163
96. P Thalmeier and B. Liithi, The electron-phonon interaction in intermetallic compounds 225
97. N. Grewe and E Steglich, Heavy fermions 343
Subject index 475
VOLUME 15
1991; ISBN 0-444-88966-3
98. 1.G. Sereni, Low-temperature behaviour of cerium compounds 1
99.  G.-y. Adachi, N. Imanaka and Zhang Fuzhong, Rare earth carbides 61
100. A. Simon, Hj. Mattausch, G.J. Miller, W. Bauhofer and R.K. Kremer, Metal-rich halides 191
101. R.M. Almeida, Fluoride glasses 287
102. K.L. Nash and J.C. Sullivan, Kinetics of complexation and redox reactions of the lanthanides in aqueous
solutions 347
103.  E.N. Rizkalla and G.R. Choppin, Hydration and hydrolysis of lanthanides 393
104. L.M. Vallarino, Macrocycle complexes of the lanthanide (1) yttrium(1Il) and dioxouranium(VI) ions from

metal-templated syntheses 443
Errata 513
Subject index 515



CONTENTS OF VOLUMES 1-31 XV

MASTER INDEX, Vols. 1-15
1993; ISBN 0-444-89965-0

VOLUME 16
1993; ISBN 0-444-89782-8

105.
106.
107.
108.
109.

M. Loewenhaupt and K.H. Fischer, Valence-fluctuation and heavy-fermion 4f systems 1

L.A. Smirnov and V.S. Oskotski, Thermal conductivity of rare earth compounds 107

M.A. Subramanian and A.W. Sleight, Rare earths pyrochlores 225

R. Miyawaki and L. Nakai, Crystal structures of rare earth minerals 249

D.R. Chopra, Appearance potential spectroscopy of lanthanides and their intermetallics 519
Author index 547

Subject index 579

VOLUME 17: Lanthanides/Actinides: Physics — I
1993; ISBN 0-444-81502-3

110.

111.
112.
113.
114.

115.
116.

117.

M.R. Norman and D.D. Koelling, Electronic structure, Fermi surfaces, and superconductivity in felectron
metals 1

S.H. Liu, Phenomenological approach to heavy-fermion systems 87

B. Johansson and M.S.S. Brooks, Theory of cohesion in rare earths and actinides 149

U. Benedict and W.B. Holzapfel, High-pressure studies — Structural aspects 245

0. Vogt and K. Mattenberger, Magnetic measurements on rare earth and actinide monopnictides and
monochalcogenides 301

J.M. Fournier and E. Gratz, Transport properties of rare earth and actinide intermetallics 409

W. Potzel, G.M. Kalvius and J. Gal, Mdssbauer studies on electronic structure of intermetallic
compounds 539

G.H. Lander, Neutron elastic scattering from actinides and anomalous lanthanides 635

Author index 711

Subject index 753

VOLUME 18: Lanthanides/Actinides: Chemistry
1994; ISBN 0-444-81724-7

118.
119.

120.

121.
122.

123.
124.
125.
126.

127.
128.
129.

G.T. Seaborg, Origin of the actinide concept 1

K. Balasubramanian, Relativistic effects and electronic structure of lanthanide and actinide
molecules 29

J.V. Beitz, Similarities and differences in trivalent lanthanide- and actinide-ion solution absorption spectra
and luminescence studies 159

K.L. Nash, Separation chemistry for lanthanides and trivalent actinides 197

L.R. Morss, Comparative thermochemical and oxidation—reduction properties of lanthanides and
actinides 239

J.W. Ward and J.M. Haschke, Comparison of 4f and 5f element hydride properties 293

H.A. Eick, Lanthanide and actinide halides 365

R.G. Haire and L. Eyring, Comparisons of the binary oxides 413

S.A. Kinkead, K.D. Abney and T.A. O’Donnell, f-element speciation in strongly acidic media: lanthanide
and mid-actinide metals, oxides, fluorides and oxide fluorides in superacids 507

E.N. Rizkalla and G.R. Choppin, Lanthanides and actinides hydration and hydrolysis 529

G.R. Choppin and E.N. Rizkalla, Solution chemistry of actinides and lanthanides 559

JR. Duffield, D.M. Taylor and D.R. Williams, The biochemistry of the f-elements 591

Author index 623

Subject index 659



xvi CONTENTS OF VOLUMES 1-31

VOLUME 19: Lanthanides/Actinides: Physics — II
1994; ISBN 0-444-82015-9

130. E. Holland-Moritz and G.H. Lander, Neutron inelastic scattering from actinides and anomalous
lanthanides 1

131.  G. Aeppli and C. Broholm, Magnetic correlations in heavy-fermion systems: neutron scattering from
single crystals 123

132. P Wachter, Infermediate valence and heavy fermions 177

133.  1D. Thompson and J.M. Lawrence, High pressure studies — Physical properties of anomalous Ce, Yb and
U compounds 383

134.  C. Colinet and A. Pasturel, Thermodynamic properties of metallic systems 479
Author index 649
Subject index 693

VOLUME 20
1995; ISBN 0-444-82014-0

135. Y. Onuki and A. Hasegawa, Fermi surfaces of intermetallic compounds 1

136. M. Gasgnier, The intricate world of rare earth thin films: metals, alloys, intermetallics,
chemical compounds, ... 105

137. P Vajda, Hydrogen in rare-earth metals, including RH,,, phases = 207

138.  D. Gignoux and D. Schmitt, Magnetic properties of intermetallic compounds 293
Author index 425
Subject index 457

VOLUME 21
1995; ISBN 0-444-82178-3

139. R.G. Bautista, Separation chemistry 1
140. B.W. Hinton, Corrosion prevention and control 29
141.  N.E. Ryan, High-temperature corrosion protection 93
142. T Sakai, M. Matsuoka and C. Iwakura, Rare earth intermetallics for metal-hydrogen batteries 133
143.  G.-y. Adachi and N. Imanaka, Chemical sensors 179
144.  D. Garcia and M. Faucher, Crystal field in non-metallic (rare earth) compounds 263
145, J-C.G. Biinzli and A. Milicic-Tang, Solvation and anion interaction in organic solvents 305
146. V. Bhagavathy, T. Prasada Rao and A.D. Damodaran, Trace determination of lanthanides in high-purity
rare-earth oxides 367
Author index 385
Subject index 411

VOLUME 22
1996; ISBN 0-444-82288-7

147.  C.P. Flynn and M.B. Salamon, Synthesis and properties of single-crystal nanostructures 1

148. Z.S. Shan and D.J. Sellmyer, Nanoscale rare earth—transition metal multilayers: magnetic structure and
properties 81

149. 'W. Suski, The ThMn,,-type compounds of rare earths and actinides: structure, magnetic and related
properties 143

150. LX. Aminov, B.Z. Malkin and M.A. Teplov, Magnetic properties of nonmetallic lanthanide
compounds 295

151.  F Auzel, Coherent emission in rare-earth materials 507

152. M. Dolg and H. Stoll, Electronic structure calculations for molecules containing lanthanide atoms 607
Author index 731
Subject index 777



CONTENTS OF VOLUMES 1-31 xvii

VOLUME 23
1996; ISBN 0-444-82507-X

153.  JH. Forsberg, NMR studies of paramagnetic lanthanide complexes and shift reagents 1

154.  N. Sabbatini, M. Guardigli and 1. Manet, Antenna effect in encapsulation complexes of lanthanide
ions 69

155. C. Gorller-Walrand and K. Binnemans, Rationalization of crystal-field parametvization 121

156. Yu. Kuz’ma and S. Chykhrij, Phosphides 285

157.  S. Boghosian and G.N. Papatheodorou, Halide vapors and vapor complexes 435

158. R.H. Byme and E.R. Sholkovitz, Marine chemistry and geochemistry of the lanthanides 497
Author index 595
Subject index 631

VOLUME 24

1997; ISBN 0-444-82607-6

159. PA. Dowben, D.N. Mcllroy and Dongqi Li, Surface magnetism of the lanthanides 1
160. P.G. McCormick, Mechanical alloying and mechanically induced chemical reactions 47
161.  A.Inoue, Amorphous, quasicrystalline and nanocrystalline alloys in Al- and Mg-based systems 83
162. B. Elschner and A. Loidl, Electron-spin resonance on localized magnetic moments in metals 221
163.  N.H. Duc, Intersublattice exchange coupling in the lanthanide—transition metal intermetallics 339
164. R.V. Skolozdra, Stannides of rare-earth and transition metals 399

Author index 519

Subject index 559
VOLUME 25

1998; ISBN 0-444-82871-0

165. H. Nagai, Rare earths in steels 1
166. R. Marchand, Ternary and higher order nitride materials 51
167. C. Gorller-Walrand and K. Binnemans, Spectral intensities of f—f transitions 101
168.  G. Bombieri and G. Paolucci, Organometallic & complexes of the f-elements 265
Author Index 415
Subject Index 459
VOLUME 26

1999; ISBN 0-444-50815-1

169. D.F. McMorrow, D. Gibbs and J. Bohr, X-ray scattering studies of lanthanide magnetism 1

170. AM. Tishin, Yu.I. Spichkin and J. Bohr, Static and dynamic stresses 87

171. N.H. Duc and T. Goto, ltinerant electron metamagnetism of Co sublattice in the lanthanide—cobalt
intermetallics 177

172.  A.J. Arko, PS. Riseborough, A.B. Andrews, J.J. Joyce, A.N. Tahvildar-Zadeh and M. Jarrell, Photoelectron
spectroscopy in heavy fermion systems: Emphasis on single crystals 265
Author index 383
Subject index 405

VOLUME 27

1999; ISBN 0-444-50342-0

173.  PS. Salamakha, O.L. Sologub and O.1. Bodak, Ternary rare-earth—germanium systems 1

174.  PS. Salamakha, Crystal structures and crystal chemistry of ternary rare-earth germanides 225

175.  B.Ya. Kotur and E. Gratz, Scandium alloy systems and intermetallics 339

Author index 535
Subject index 553



Xviii CONTENTS OF VOLUMES 1-31

VOLUME 28
2000; ISBN 0-444-50346-3

176.  J.-P. Connerade and R.C. Karnatak, Electronic excitation in atomic species 1
177.  G. Meyer and M.S. Wickleder, Simple and complex halides 53
178. R.V. Kumar and H. Iwahara, Solid electrolytes 131
179.  A. Halperin, Activated thermoluminescence (TL) dosimeters and related radiation detectors 187
180. K.L. Nash and M.P. Jensen, Analytical separations of the lanthanides: basic chemistry and
methods 311
Author index 373
Subject index 401

VOLUME 29: The role of rare earths in catalysis
2000; ISBN 0-444-50472-9

P. Maestro, Foreword 1
181. V. Paul-Boncour, L. Hilaire and A. Percheron-Guégan, The metals and alloys in catalysis 5
182. H.Imamura, The metals and alloys (prepared utilizing liquid ammonia solutions) in catalysis I 45
183. M.A. Ulla and E.A. Lombardo, The mixed oxides 75
184. J. Kaspar, M. Graziani and P. Fornasiero, Ceria-containing three-way catalysts 159
185. A. Corma and J.M. Lopez Nieto, The use of rare-earth-containing zeolite catalysts 269
186. S. Kobayashi, Triflates 315
Author index 377
Subject index 409

VOLUME 30: High-Temperature Superconductors — I
2000; ISBN 0-444-50528-8

187. M.B. Maple, High-temperature superconductivity in layered cuprates: overview 1
188.  B. Ravean, C. Michel and M. Hervieu, Crystal chemistry of superconducting rare-earth cuprates 31
189. Y. Shiohara and E.A. Goodilin, Single-crystal growth for science and technology 67
190. P Karen and A. Kjekshus, Phase diagrams and thermodynamic properties 229
191.  B. Elschner and A. Loidl, Electron paramagnetic resonance in cuprate superconductors and in parent
compounds 375
192. A A. Manuel, Positron annihilation in high-temperature superconductors 417
193.  WE. Pickett and I.I. Mazin, RBa,Cu;0, compounds: electronic theory and physical properties 453
194. U. Staub and L. Soderholm, Electronic 4f state splittings in cuprates 491
Author index 547
Subject index 621

VOLUME 31: High-Temperature Superconductors — II
2001; ISBN 0-444-50719-1

195.  E. Kaldis, Oxygen nonstoichiometry and lattice effects in YBa,Cu;O,. Phase transitions, structural
distortions and phase separation 1

196. H.W. Weber, Flux pinning 187

197. C.C. Almasan and M.B. Maple, Magnetoresistance and Hall effect 251

198. T.E.Mason, Neutron scattering studies of spin fluctuations in high-temperature superconductors 281

199. JW. Lynn and S. Skanthakumar, Neutron scattering studies of lanthanide magnetic ordering 315

200. PM. Allenspach and M.B. Maple, Heat capacity 351

201. M. Schabel and Z.-X. Shen, Angle-resolved photoemission studies of untwinned yttrium barium copper
oxide 391



CONTENTS OF VOLUMES 1-31 Xix

202. DN. Basov and T. Timusk, Infrared properties of high-T, superconductors: an experimental
overview 437

203. S.L. Cooper, Electronic and magnetic Raman scattering studies of the high-T, cuprates 509

204. H. Sugawara, T. Hasegawa and K. Kitazawa, Characterization of cuprate superconductors using
tunneling spectra and scanning tunneling microscopy 563
Author index 609
Subject index 677



Handbook on the Physics and Chemistry of Rare Earths

Vol. 32

edited by KA. Gschneidner, Jr, L. Eyring and G.H. Lander

© 2001 Elsevier Science B.V. All rights reserved

Chapter 205

GIANT MAGNETOSTRICTION IN
LANTHANIDE-TRANSITION METAL THIN FILMS

NGUYEN HUU DUC

Cryogenic Laboratory, Faculty of Physics, National University of Hanoi,
334 Nguyen Trai, Thanh xuan, Hanoi, Vietham

Contents

Abbreviations
List of symbols
. Introduction
. Magnetoelastic phenomena
. Magnetostrictive constants in thin films
. Magnetism in amorphous lanthanide—
transition metal alloys
5. Giant magnetostrictive thin film materials
5.1. Thin film systems
5.1.1. R-Fe thin films
5.1.1.1. Tb-—Fe thin films
5.1.1.2. (Tb,Dy)-Fe thin films
5.1.1.3. Sm-Fe thin films
5.1.2. R—Co thin films
5.1.2.1. Tb—Co and (Tb,Dy)}-Co
thin films

BWN =

~N W NN

17
17
17
17
21
24
25

25

5.1.2.2. (Tby;Dyy7)(Fe; _.Co,),
thin films
5.1.2.3. (Tb,_ Dy, )(Feq45C0p55)2,1
thin films N
5.1.2.4. Sm—Co thin films
5.2. Giant magnetostrictive spring-magnet-
type multilayers
5.3. Magnetostriction of R-T sandwich films
6. Potential applications of magnetostrictive
microsystems
7. Summary and recent developments
Acknowledgements
References

29

33
36

37
41

43
46
50
50

Abbreviations

a amorphous
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n nanocrystalline

crystalline electric-field
extended domain wall
easy magnetisation direction

p polycrystalline
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List of symbols

A4 spin—spin coupling parameter t film thickness

B external magnetic field (u,H) Tc Curie temperature

B exchange field Z; number of nearest neighbours
b elastic coefficient a, Stevens factor

D magnetocrystalline coupling constant  «; (i=x, y, z) direction cosines of magnetisation
E Young’s modulus B; (i=x,y,z) direction cosines of measured
2r Landé factor magnetostriction

Jr total angular momentum for 4f jons r exchange integral

J quantum number of J 2} sperimagnetic cone angle

K anisotropy constant A magnetostriction

M; sublattice magnetisation v Poisson’s ratio

My, M+ magnetisations of R and T sublattices stress

M, spontaneous magnetisation X magnetic susceptibility

ny molecular-field coefficient

1. Introduction

Magnetostriction is a well-known phenomenon of magnetoelastic coupling which exhibits
a change in dimensions and a change in the elastic modulus of a magnetic substance
induced by a change in its magnetic state. Generally, the dimensions of a magnetostrictive
material change when the material is subjected to a change in magnetic field. This is
the (linear) Joule magnetostriction associated with the distribution of the orientation
of the magnetic moments. It results in a relative replacement of atoms due to the
modification of the electrostatic configuration. Another type is the (volume) spontaneous
magnetostriction associated with the change of the magnetic state by a temperature
variation. Magnetostrictive materials as well as piezoelectric and shape memory ones
are the transducer materials which directly convert electrical energy into mechanical
energy. They are useful in the manufacture of sensors, actuators, controllers, force and
displacement as well as other electro-acoustic devices. For these applications, transducer
materials in the form of thin films are of special interest as they are capable of cost-
effective mass-production compatible to microsystem process technologies. In addition,
magnetostrictive thin films are particularly promising for the microactuator elements like
cantilevers or membranes as they combine high energy output, high frequency and remote
control operation. Due to this potential, interest in such giant magnetostrictive thin films
has rapidly grown over the past few years. Owing to the specifications related with
microsystem applications, the materials research has focused upon thin-film materials
showing giant magnetostriction in combination with soft magnetic properties.

With regard to the Joule magnetostriction, the lanthanide metals and lanthanide—iron
intermetallic compounds have constituted very interesting systems for research. In 1971,
A.E. Clark at the Naval Ordnance Laboratory (NOL), now Naval Surface Warfare Center
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discovered that bulk TbFe; (Terfenol) has the highest room-temperature magnetostriction,
and his Terfenol-D (Tb, Dy, _,Fe,, where x = 0.3) alloy is still the best known and exploits
huge magnetostriction in combination with reduced magnetocrystalline anisotropy. (The
name he gave to these alloys — Terfenol- indicate the constituents: ter for Tb, fe for
iron, -D for dysprosium, and nol for the place where these alloys had been discovered)
(Clark and Belson 1972). As a tradition, research on the giant magnetostrictive thin films
have also been based on the lanthanide—iron alloys. However, progress has been obtained
with the development of lanthanide—cobalt alloys, and a record of magnetostriction of
1020x 107 has been achieved at the Laboratoire Louis Néel, Grenoble (France) on
the amorphous Th(Fe( s5C0g.45)2.1 thin film (Duc et al. 1996). Composite materials are
known to exhibit outstanding properties sometimes, which cannot be predicted from the
constituent behaviour. Actually, a very high magnetostrictive susceptibility has recently
been observed in TbCo/FeCo and TbFe/Fe multilayers.

Information on the magnetoelastic properties has been reviewed by Clark on “Magne-
tostrictive rare-earth RFe, compounds” (1980), by Morin and Schmitt on “Quadrupolar
effects in rare earth intermetallics” (1990) and by du Trémolet de Lacheisserie (1993)
on “Magnetostriction: theory and applications of magnetoelasticity” (1993). In case of
thin films, which is the topic of this review, the research on magnetostriction also
concentrates on the lanthanide—transition metal materials. However, additional attempts
to further lower the macroscopic anisotropy are based on the use of amorphous,
nanocrystalline or multilayered states of the R—Fe and R—(Fe,Co) alloys. For the
best comprehension of readers, it is necessary to present in this chapter not only
an introduction to magnetostriction, but also a brief summary of the magnetism and
magnetocrystalline anisotropy of amorphous lanthanide—transition metal compounds. This
chapter is organised as follows. Section 2 is devoted to magnetoelastic phenomena.
Problems in the determination of the magnetostrictive coefficients of thin films are
presented in sect. 3. In sect. 4, magnetism and magnetostriction in crystalline and
amorphous lanthanide—transition metal compounds are summarised, and the possibilities
to develop a giant magpetostriction in thin films are discussed. Section 5 presents an
overview on the research of magnetostrictive lanthanide-transition metal thin films,
sandwich and multilayer systems. Potential applications of magnetostrictive films in
microsystems are briefly discussed in sect. 6. Finally, summary and concluding remarks
are presented in sect. 7.

2. Magnetoelastic phenomena

The elasticity and magnetism in magnetic materials are explained by electrostatic

interactions between the nucleus and the electrons. Thus, the magnetoelasticity is strongly

related to these interactions. In order to describe the elastic effects, the following magnetic

interactions are usually taken into account:

— The dipolar interactions are responsible for the energy of the demagnetision field. The
minimization of this energy leads to the form effect, which is always small (<107).
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— The exchange interactions are isotropic to first order. They describe a coupling
between the magnetic moments and dominate the magnetic ordering in the materials.
The variation of these interactions with the interatomic distance is the reason for a
spontaneous deformation (i.e., the volume magnetostriction).

— The pseudo-dipolar exchange interactions, which are anisotropic and vary rapidly with
the increasing interatomic distance, are one of origins of the Joule magnetostriction.

— The crystalline electric-field (CEF) interactions are the principle origin of the
magnetocrystalline anisotropy. They cause a notable contribution to the (linear) Joule
magnetostriction.

These interactions are generally considered for bulk magnetic materials, even for

those which are ribbon-shaped and have a thickness of some micrometers, still very

substantial as compared with the interatomic distances. For thin films and multilayers,
the surface (and/or interface) magnetostriction is important. Up to now, however, it is
not clear which mechanism is responsible for the surface magnetism. But, since the
magnetostriction and magnetic anisotropy have, generally speaking, the same origin,
the non-linear contributions to the bulk magnetoelastic coefficients due to surface
strains and surface roughness effects are expected to be considerable. Principally, the
problem of surface magnetostriction can be developed in the spirit of the Néel model
of the surface anisotropy (Zuberek et al. 1994). Detailed theoretical calculations of
the surface magnetostriction, however, have been performed only in frames of the
dipolar model (Szumiata et al. 1993). This implies that surface magnetostriction is
an intrinsic property, which does not necessarily arise due to large surface strains.

The surface/interface contributions to magnetostriction will be discussed in sect. 5.2

for multilayers. Presently, however, mechanisms of the bulk magnetostriction will be

discussed and only the CEF interaction origin of the Joule magnetostriction will
be described.

The demagnetised state is determined by a local magnetic anisotropy. This anisotropy
is based on the CEF interactions, which couple the orbitals of the electrons with the
crystal lattice or atomic environment. As a consequence, the orbital moments and
the spin moments (through the spin—orbit coupling ALS) tend to orient along a well-
defined direction, referred to as the easy magnetisation direction (EMD). For an ordered
crystalline structure, the anisotropy establishes the parallel alignment of the moments up
to the macroscopic scale. It is responsible, through this mechanism, for the long-range
magnetic order.

For the case where the spin—orbit coupling is relatively week (~0.015eV per atom),
the spin moments with the stronger exchange interactions (~0.1eV) can easily be rotated
into the applied-field direction, but the orbitals are almost unaffected (fig. 1a). To the
first order, the anisotropy energy represents the change in the spin—orbit coupling energy
occurring when the spin moment rotates from the easy direction to the difficult one. In
this case, the anisotropy and then the magnetostriction is small. This is usually observed
in the 3d transition metals.

For the case where the CEF interactions are dominant, e.g., the case of the lanthanides
and their alloys, the electron orbitals tend to follow the local symmetry of the
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®
s, 1
(a)
o) ) weak
s, I’ spin-orbit coupling
®

(b)
negative Joule
magnetostriction

Fig. 1. Schematic representation of the phenomena of
magnetostriction. The atoms, schematised as positive charges,
() are displaced from their initial symmetrical position (open
positive Joule circles) to their final strained positions (solid circles) due
magnetostriction 1, the clectrostatic interactions with the aspherical electron

distribution.

environment. The spin—orbit coupling is strong and the rotation of the total moment J
forces simultaneously the rotation of the orbitals. This results in not only a change
in the magnetocrystalline anisotropy but also in a deformation of the crystal lattice.
Different deformations of the lattice, i.e., different (positive or negative) magnetostriction
are associated with different orientations of the 4f shell. As illustrated in fig. 1(b,c), the
magnetostriction is negative when the distribution of the charge density is prolate, whereas
the magnetostriction is positive when the charge density is oblate (see also sect. 4). This
process occurs at low temperatures in the lanthanides and even at room temperature in
the lanthanide—transition metal intermetallics.

For the Joule magnetostriction, the deformation reaches its limit value, A, at
the magnetic saturation. When the magnetic state is isotropic in the absence of
the field, one can measure a relative change of the length along the applied-field
direction, which corresponds to the magnetostrictive coefficient (Al/l) =4, =4 and
a relative change in the plane perpendicular to the field, which corresponds to
A, =LA, = %)LS. As the materials always present an anisotropic demagnetised state,
it is necessary to measure Al/l along two perpendicular directions to determine As.
In this case, A;= %(AH —A_) is independent of the demagnetised state of the magnetic
materials.

The magnetostrictive properties imply the symmetry of the crystal lattice when a piece
of material is present in the form of a single crystal. In that case, the length changes
observed at the magnetic saturation depend on the measurement direction as well as on
the initial and final direction of magnetisation of the single crystal. In cubic materials,
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Fig. 2. Magnetostriction modes for cubic and
uniaxial symmetries.

the magnetostriction is given by the phenomenological expression (Akulov 1928, Becker
and Déring 1939)

AUL= 20+ L5Aoo(a2f5? + oy B + a2 32 ~ &
+ 31111(ax/3xay/3y + ayﬂyazﬂz + axﬁxazﬂz)

In this expression, a; (i=x, y, z) represent the direction cosines of the magnetisation
direction with respect to the i-axes of the crystal and §; represent the direction cosines of
the measurement direction with respect to the crystal axes. The quantity Ay describes
the isotropic (volume) magnetostriction which depends on neither the magnetisation
direction nor the crystal direction. The magnetostriction constants Aoy (4111) represent
the change in length in the [100] ([111]) directions when the magnetisation direction is
also along the [100] ([111]) directions. These two magnetostriction constants describe the
anisotropic magnetostriction which transfers the lattice symmetry to tetragonal (449) or
rhombohedral (4;);). The magnetostriction modes for the cubic symmetry is shown in
fig. 2.
For uniaxial crystals, also included in fig. 2, the magnetostriction modes are given as:

— the a-magnetostriction describes the changes in the interatomic distance within the
basal plane (A}) and along the c-axis (AJ). In more detailled descriptions, the
o-magnetostriction is divided into terms with zero-order a-magnetostriction (A3 and
1(2”0) similar to A¢ in cubic crystals and with the second-order a-magnetostriction (l(l”z
and /1‘2”2) when the magnetisation rotates in the crystal under the effect of a magnetic
field during a spontaneous spin reorientation.

1
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— the y-magnetostriction (AY) represents an orthorhombic distortion in the basal plane
when the magnetisation direction does not coincide with the c-axis. The second-order
Yy-magnetostriction relates to A1g9 as A*? =32 A;gq.

— the e-magnetostriction (A1) describes a deviation of an angle between the basal plane
and the c-axis from the 90° arrangement. The second-order e-magnetostriction relates
to ),111 as l€’2= %),111.

3. Magnetostrictive constants in thin films

For bulk ferromagnetic materials, the magnetostriction is described by the function
of the magnetic field A(H)=Al/l, which corresponds to a relative deformation in one
direction. For thin films, the experimental determination of the magnetostriction is not
an easy task. First, the two dimensional character of thin films implies that only one
‘As’ magnetostrictive coefficient cannot describe correctly the physics of such magnetic
substances, since the symmetry may not be higher than uniaxial. This leads to the fact that
one must use at least four Joule magnetostriction modes, l‘f’z, A92, A2 and lﬁ’z which are
relevant to the cylindrical symmetry (see sect. 2). Moreover, magnetic films have always
been deposited on the planar surface of a non-magnetic substrate. In such a bimorph, the
observed strains, when applying a magnetic field, are not strictly Joule magnetostriction,
but it contains also contributions of the elastic properties of the substrate.

Various experimental methods have been developed for investigating the magnetoelastic
properties of thin films. Indirect methods are based on the stress dependence of any
magnetic properties, e.g., susceptibility or resonance frequency, while the most common
direct method was introduced as early as 1976 by Klokholm (1976, 1977) who observed
the deflection of the end of a bimorph when subjected to a magnetic field.

Assuming that the magnetic film is thin in comparison to the substrate, the deflection D
(= L-1%) at the distance L from the clamping edge to the measurement location (fig. 3) is
given by

o (LN E(-w)
D—§tf),s(ts> i @)

Here, ¢t is the thickness, £ is Young’s modulus, v is Poisson’s ratio, A is the
magnetostriction; f stands for film, and s for substrate. Numerical values of Eg and v,
are illustrated in table 1 for several magnetostrictive films and related substrates.

From eq. (2) A¢ can be calculated by

oD (4 E(1+w)
A=5 (L) Ee(1—v) @

The above cantilever-bending technique requires a sensitive displacement detection
[such as capacitance probe (Klokholm 1976, 1977), optical interferometry (Sontag and
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Fig. 3. (a) Fixation of a bimorph on its sample
holder and (b) measurement principle of the
deformation of any magnetostrictive bimorph
using the deflection of a laser beam. After Betz
et al. (1996a).

Young’s modulus (E) and Poisson’s ratio (v) for several magnetostrictive films and different substrates

Material E, (GPa) A Reference

a-R-Fe 40 0.4 Wada et al. (1997¢)
a-R-Fe 50 0.3 Quandt (1997)
n-R—Fe 80 0.3 Quandt (1997)
a-R—Co 80 0.31 Duc et al. (1996)
w 345 0.28 Wada et al. (1997¢c)
Ta 186 0.3 Wada et al. (1997¢)
Other metals ~ 200 0.31 Betz (1997)

Glass 72 0.21 Duc et al. (1996)
Si [100] 130.19 0.278 Betz (1997)

Si [110] 169.16 0.037 Betz (1997)

Tam 1986) or a tunneling tip (Wandass et al. 1988)] or angular detection (e.g., laser beam
deflection, Sontag and Tam 1986, Trippel 1977, Tam and Schroeder 1988).

Schatz et al. (1993) have proposed a formula which can be applied for thin films,
but again without any demonstration. The utilisation of the ‘Klokholm’ formula (i.e.,
eq. 3), however, is doubtful. Dirne and Denissen (1989) have modified this formula by
suppressing the (1 + v¢) term and adding a multiplying % without any explanation. Kaneko
et al. (1988) have argued that the term (1 — v;) should occur only for the case of a uniform
thermal stress and have dropped the ratio (1 + v¢)/(1 —v,). This modified formula gives
again a correction for A; in the order of % Nozieres (see du Trémolet de Lacheisserie and
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Peuzin 1994, 1996) found the magnetostriction coefficient for thick nickel films twice as
large as observed in bulk nickel. The same problem of calibration has probably led van de
Riet (1994) and Weber et al. (1994) to the recalculation of the Klokholm’s formula. Their
results are consistent with those reported independently by du Trémolet de Lacheisserie
and Peuzin (1994) that the true formula to determine the magnetostriction of thin films
is (also referred to as TL,P’s formula)

As =

oI

D (tf>2 E(1+v) @

tr \L) Er(1+v)
Equations (3) and (4) differ respectively by (1 — v) and (1 + v,). For substrates of Corning
glass, vo= %, hence for Stokholm’s formula (1 —v,)= %, while for TL,P (1 + v)= %. Thus,
A;s calculated from eq. (3) would be larger than A, from eq. (4), by a factor of %

Finally, we note that it is in general difficult to determine correctly the elastic
parameters Er and vy of thin films. This may introduce a large uncertainty in the
As value. On the other hand, the relevant parameters for technical applications, e.g., in
microsystems, are the magnetoelastic coupling coefficient %2 of the film and the elastic
parameters of the substrate, but not the magnetostriction of the film. du Trémolet de
Lacheisserie and Peuzin (1994) and Betz (1997) thus preferred to determine 5% rather
than A,. The magnetoelastic coupling coefficient "2 is simply derived by taking the
difference between the parallel and perpendicular deflections, Dy and D, and is given
as

E D||—DL§

br? = :
31+v) I* g

)

The two magnetoelastic coefficients measured along the two applied field directions are

2
b= L5 Difs ©)
3(1+v) L% ¢
where i stands for || and L and 5"2=b;~b_ in accordance with the definition for bulk
materials A"-? =A|—AL.
Nevertheless, in order to easily compare with the results traditionally reported in the
literature, it is possible to determine the magnetostrictive coefficients from b;.and 5" by
applying the formulas

bl %)
E

B2+ v)

ar? =
E¢

liz

[NSTLo8]

As=— (7a’b)

In the following sections, for instance in sects. 5.1.2 and 5.1.3, both the magnetoelas-
tic, b2, and magnetostrictive, A”>2, data will be reported. As an illustration, we present
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in fig. 4 a typical magnetostriction curve described with all the parameters A, A1, AP2,
b, b1 and b"»? for a vacuum-evaporated nickel film.

4. Magnetism in amorphous lanthanide—transition metal alloys

The lanthanide—transition metal compounds have been considered to be formed by the
association of the relatively narrow 3d band with a wider 5d band with higher energy. The
electronegativity difference between the constituents gives rise to a transfer of 5d electrons
towards the unfilled 3d band. Since the screening of the nuclear potentials by the electrons
is modified, the two bands draw together, leading to 3d—5d hybridisation states at the
top of the 3d band and at the bottom of the 5d one. This strong 3d-5d hybridisation
does not only result in the formation of the lanthanide intermetallics, but also determines
the physical properties of the existing compounds. In the compounds based on the
lanthanides and transition metals, it is found, as a general rule that, due to the hybridisation
between the 3d and 5d states, the 4f—3d spin—spin coupling is always antiferromagnetic
(Campbell 1972, Duc 1997). Taking into account the coupling between the spin and orbital
moments of the 4f electrons, one can explain the parallel and antiparallel alignments of the
3d(Fe,Co,Ni)- and 4f-moments in the light- (/ =|L—S|) and heavy- (J =L+ S) lanthanide
compounds (fig. 5).

As already mentioned, the lanthanide elements can be separated into two groups: the
light Ce, Pr, Nd, Pm, Sm, Eu, and the heavy Gd, Tb, Dy, Ho, Er, Tm, Yb. Within these
two groups, one can divide them once more into two subgroups according to the sign of
the Stevens factor «;. This division put on the angular distribution of the charge density
of the 4f electrons, which is in the oblate (&, <0) or prolate (&, >0) form (fig. 6). As
mentioned in sect. 2 (fig. 1), with the oblate distribution (a; <0), the magnetic moment
is perpendicular to the plate (e.g., Nd and Tb). In this case, the magnetostriction is
positive. When a; >0, i.e., the electronic density distribution in the prolate form, the
magnetic moment is aligned along the axis of a prolate spheroid, and the magnetostriction
is negative.



GIANT MAGNETOSTRICTION IN R-T THIN FILMS 11

My My M; My M, M,
(@ (b) (©
non-4f moment light lanthanide heavy lanthanide

Fig. 5. Schematic description of the compositions of, and interactions between, magnetic moment in
R-T compounds. F and AF denote ferromagnetic and antiferromagnetic spin coupling, respectively. The
hybridisation (hyb.), 4f-5d local exchange, and spin—orbital interactions (s.0.) are shown. After Duc (1997).

Light-lanthanide elements

J=|L-s|
ay<0 a;>0
Pr Nd Pm Sm Eu

Heavy-lanthanide elements

J=L+8

ay<0 a;>0 Fig. 6. Angular distribution of the

4f charge density of lanthanide atoms

@ @ @ @ @ €D for J,=J (effective moment parallel
Tb Dy Ho Er Tm Yb to the z-axis). After Thole cited by
Coehoorn (1990). In Ce, Pr, Nd, Tb,

Dy, Ho the charge density is oblate

(a;<0); in Pm, Sm, Er, Tm, Yb

gD @ it is prolate (o; >0). In Gd and

La Gd Lu Lu (L=0), the charge density has
spherical symmetry.

The huge magnetostriction is expected to occur in compounds which combine a
high lanthanide concentration with a high ordering temperature. This is the case in
the Laves-phase RFe; compounds. Magnetic and magnetostrictive properties of RFe;
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are presented in table 2. These compounds exhibit a magnetostriction which is always
larger along the [111] direction than along the [100] axis. The highest known room-
temperature anisotropic magnetostriction has been found in TbFe, (Clark and Belson
1972) as Aj11 =2.4x1073. SmFe; exhibits a 4,11 value of similar magnitude, but negative.
In DyFe,, the magnetostriction is somewhat smaller than in the other two compounds. This
difference has been related to the fact that the easy magnetisation direction in TbFe, and
SmFe, is [111], whereas it is [100] in DyFe,. For all these binary alloys, however, a
relatively large magnetic field is needed to achieve the technical saturation, due to the
rather large magnetocrystalline anisotropy energy. Clark has tried to minimise the fourth-
order anisotropy constant K4 by alloying two different binary RFe, compounds having
anisotropy coefficients of different sign. This was possible without dramatically reducing
the magnetostriction since in the Laves-phase RFe, compounds, magnetostriction arises
mainly from pseudo-dipolar interactions (/ =2), whereas magnetocrystalline anisotropy is
governed by higher order interactions (/ =4, 6). He succeeded in finding the technically
important Tbg 27Dy 73Fe; alloys (Terfenol-D) in which the magnetostriction at room
temperature is still sufficient, but the anisotropy is extremely low, because the fourth-
order contributions of Tbh and Dy almost cancel each other. Lanthanide contribution to
the anisotropic magnetostriction in RFe, is well expected within the framework of the
single-ion model, where giant magnetostriction as well as magnetocrystalline anisotropy
originate from the electrostatic interactions between the anisotropic 4f electron shell of
the R ion and the crystal field (Clark 1980).

In the crystalline RCo, compounds, the Curie temperature (7¢) has a value much lower
than in RFe,. Only in GdCo; T exceeds the room temperature (see table 3). For this
reason, these compounds are not interesting for application. However, the huge 4190 and
A111 magnetostriction observed in these compounds should be a point of great attention.
While GdAL,, GdNi; and GdFe, have a magnetostriction not larger than 8x10~°, GdCo,
exhibits at low temperatures a tetragonal distortion corresponding to Ajg9=-1.2x1073
(Levitin and Markosyan 1990). Similar or even larger |Aip9| values have been found
also for TbCo,, DyCo,, HoCo; and ErCo; (table 3). Additionally, neither the sign nor
magnitude of A,go follow the trend expected in the case of an R contribution. This
high Ao value was thought to have its origin from the Co atom. The A;;; value of
RCo;, however, is comparable with that of RFe,, showing the important role of the
R sublattice in the formation of this magnetostrictive mode. This seems to suggest that
in the RCo, compounds the main condition for the huge magnetostriction, i.e., the local
environment, is still satisfied. For applications one would like to increase the ordering
temperature of these alloys. Fortunately, this condition can be reached in the amorphous
state. This will be presented below and as will be seen in sect. 5, the room-temperature
magnetostriction of the amorphous RCo, alloys is comparable to that observed in the
amorphous RFe,.

The amorphous alloys are characterised by a structural disorder where each atom
constitutes a structural unit. In this state, the small mass density and the loss of the
periodicity enhance the localisation of the 3d electrons in the lanthanide—transition
metal alloys. In amorphous alloys, at a certain concentration, the 3d magnetic moment
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Table 3
Magnetic and magnetostrictive properties of the RCo, compounds: Curie temperature (7'¢), saturation magnetic
magnetization (M), easy magnetisation direction (EMD), Ao, and A;;; at 42K

GdCo, TbCo, DyCo, HoCo, ErCo, TmCo,
Te K) 398 235 137 78 32.4 5
Mg (ug/fu) 5.0 6.3 7.0 7.5 6.9 3.8
EDM [100] [111] [100] [110] [111] [111]
Asge (107%) —1200 -1200 —1900 —2200 —1000 750
Ay (107%) 100 4500 5000 500 —2550 -4100
Refs. [1,2,3] [2,3.4] [2,3] [2,31 [2,3,5] [4]
References
[1] Franse and Radwanski (1993) [4] Morin and Schmitt (1990)
[2] Markosyan (1988) [5] Andreev et al. (1985)

[3] Nakamura (1983)

is higher but the 4f—3d exchange interactions are somewhat weaker in comparison
with the crystalline alloys. These parameters, however, follow the same tendencies
with varying concentrations (Duc and Givord 1996). These results confirm again the
systematic variation of the 3d—5d hybridisation and their role in the magnetism of the
lanthanide—transition metal compounds. The decrease of the transfer and of the associated
hybridisation allow the conservation of the strongly ferromagnetic character over a large
range of the concentrations, i.e., there exists a large value for the critical lanthanide
concentration where the magnetism disappears in the amorphous alloys. These effects
lead to the enhancement of the Curie temperature when going from the crystalline state
to the amorphous state for the R—Co alloys: the ordering temperature of a-TbCo; is
comparable with that of a-TbFe, (T'c >400K) (see fig. 7) (Hansen et al. 1989, Hansen
1991). For the a-RFe compounds, however, the magnetic properties are not improved
by the amorphisation, but just the opposite. Due to the amorphous structure, the Fe—
Fe interatomic distance is distributed and the Fe—Fe exchange interactions can sometimes
be positive or negative. This leads to the effects of the frustration and freezing of the
magnetic moments in the Fe sublattice and to form the speromagnetism as observed for
Y _.Fe, (Coey 1978, Chappert et al. 1981).

Sperimagnetism occurs in two-sublattice structures like lanthanide—transition metal
alloys of composition R;_,T, where the 4f—3d exchange interactions are not modified
(Duc and Givord 1996, Danh et al. 1998), but the large spin—orbit coupling of the non-S-
state lanthanides gives rise to large local anisotropies (local easy magnetisation axis).
For the two classes of alloys distinguished with light and heavy lanthanides, we can
again divide the amorphous R-T alloys into four groups of sperimagnetic structures as
illustrated in fig. 8:

— an asperomagnetic LR sublattice with a collinear T sublattice (like Sm—Co),
— an asperomagnetic HR sublattice with a collinear T sublattice (like Tb—Co),



GIANT MAGNETOSTRICTION IN R-T THIN FILMS 15

T ; Sm Th
1
600 Gdl_xCOX , h
ThxCox \'L‘:
&
500F Gdy,Fe, (2) (b)
Tbl.xFex Sm - Tb
400
— Fe Fe
S
o 300
= © (d)
Fig. 8. Sperimagnetic structures in amorphous
Dy alloys: (a) Sm—Co; (b) Tb—Co; (¢) Sm—Fe;
2004 Yi-Fey (d) Tb—Fe.
J Ho..Fe,
100
~
\'( Gdl.xcux
\
0 T T T Y Fig. 7. Compositional variation of the Curie
0 0.2 0.4 0.6 0.8 1.0 temperature for amorphous R, T, . alloys.
X After Hansen (1991) and references therein.

- an asperomagnetic LR sublattice with a non-collinear T sublattice (like Sm—Fe),

— an asperomagnetic HR sublattice with a non-collinear T sublattice (like Tb—Fe).

In these sperimagnetic structures, the subnetwork magnetisations are reduced. The
influence of the exchange interactions and a random axial anisotropy on the average
magnetic moment can be described using the Hamiltonian (Harris et al. 1973)

H==%"A3JiJj= > DmJiY —griin Y BJ, @®)

where i,j=R, T, 4; is the exchange-coupling parameter, D is the magnetocrystalline
coupling constant, J is the total moment, and B is the external magnetic field. In this
case, the energy at T=0K can be expressed as

Ei = _(B + Bexch) JRCOSGi - DJI%COSZ((bi - 91); (9)

where the exchange interactions were treated in the molecular field approximation. 6;
and ¢; represent the angles between the direction of the magnetic field and the magnetic
moment with respect to the local easy axis, respectively. Neglecting R-R interactions,
the exchange field B is given as (Duc 1997)

Bexch = —ZrTARTSR/ UB,

with Zgt the number of T-nearest neighbours of one R atom.
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The reduced magnetic moment of the lanthanide sublattice m=(J,)/J can then be
calculated as

/2
m= / cos 0 sin ¢; dg;. (10)
0

With increasing magnetic field, however, the fanning angle of the asperomagnetic
structure is reduced and saturation can only be reached when the applied field significantly
exceeds the local anisotropy field (see fig. 9). Practically, for most amorphous R;_, T,
compounds, this limit cannot be reached even in fields up to 30 T. To solve this problem,
the strengthening of the R—T exchange field may help. Indeed, as will be presented in
sect. 5.2, this solution has successfully been applied to the a-(Tb,Dy)(Fe,Co) system,
where the R—(Fe,Co) exchange energy was thought to exceed both that of R—Fe and that
of R—Co (Duc et al. 1996, 2000a).

At T > 0K, besides the average of the spatial projection (identified with angle brackets),
one must also take account of the thermal average of the magnetic moment (identified
by an overline). Thus, the total average lanthanide magnetic moment is

S, cos O sin 6; exp(~Ei/k T) d6; diy

T
Jr) =J, ing; dg; - 11
()= /0 sing: ¢ f oy S0 O exp(—Ei/ka T) d6; dyy (h

The direction cosine for each lanthanide moment with respect to the field direction is
expressed as

cos’ 6; sin 6; exp(—E;/ks T) d6; dy,

b f
. By
-~ Y | | 12
o /0 sin ¢; d¢ Jo,,, sin 6 exp(~Ei/ksT) d6; dyy "

Equations (11) and (12) will be used to discuss the sperimagnetic structure of the
magnetostrictive Tb—Co alloys in sect. 5.2.
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5. Giant magnetostrictive thin film materials
5.1. Thin film systems

5.1.1. R—Fe thin films

5.1.1.1. Th—Fe thin films. Traditionally, the R—Fe based alloys are thought to be the
best candidates giving giant magnetostriction in the bulk as well as in film materials.
The common approach to amorphous R-Fe magnetostrictive thin films is to reduce the
macroscopic anisotropy to achieve the magnetostriction saturation in low magnetic fields.
The magnetic and magnetostrictive properties and magnetic anisotropy of the amorphous
binary Tb; _,Fe, films as a function of the Tb concentration have been the subject of many
investigations (Forester et al. 1978, Hansen et al. 1989, Hayashi et al. 1993, Quandt 1994a,
Grundy et al. 1994, Huang et al. 1995, Hernando et al. 1996 and Miyazaki et al. 1997).
Results of these investigations on the Th-concentration dependence of the magnetization,
the easy magnetisation direction (EMD) and the structural behaviours are shown in fig. 10.
Low saturation magnetisation around x =0.77 implies the compensation of the subnetwork
Tb- and Fe-magnetisations. Around this compensation point (0.8 < x < 0.65), the EMD is
along the film normal. The existence of this perpendicular anisotropy suggests potentials
for application as perpendicular magnetic and magneto-optic recording materials. The
origin of this perpendicular anisotropy, however, is still not well understood. Local
magnetic anisotropy in the R-T alloys results from the combination of the electrostatic
interaction between 4f cloud with its electric environment, and the large spin—orbit
coupling. The 4f-electronic cloud of Tb has the shape of an oblate ellipsoid with magnetic
moment perpendicular to the equatorial plane. If the macroscopic EMD of the sample is
along the film normal, the equatorial plane of the 4f cloud has to be preferentially in the
film plane. Such a configuration should correspond to either an excess of environment
negative charge along the polar direction or an excess of environment positive charge
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along the equatorial directions. The EXAFS and magnetic anisotropy studies performed
by Huang et al. (1995) and Hernando et al. (1996) have suggested that the origin of the
perpendicular anisotropy in a-TbFe thin films should be the excess of the positive charge
in the equatorial direction of the 4f cloud. They also show that Tb—Fe bonds mainly lie
along the in-plane directions for films with x < 0.7, where anisotropy and magnetostriction
arc high and stable. This supports a “point-charge” model for the explanation of the
structural origin of the anisotropy.

Magnetostriction curves measured in magnetic fields up to 0.7T applied parallel
to the film plane for several a-Tb;_,Fe, thin films are presented in fig. 11. For all
samples, except for x=0.944 which has the bcc-Fe structure, the field dependence of
the magnetostriction shows a relatively large random anisotropy. The values of the
magnetostriction in the as-deposited TbFe thin films collected from different sources
are summarised in fig. 12a,b. Although there is some scatter they show a compositional
variation of the magnetostriction, which is very similar to that observed for polycrystalline
Tb-Fe compounds. A magnetostriction maximum occurs around 0.55 <x < 0.67. In fact,
at uoH =0.7T, the largest magnetostriction of about 480x 107 was found at x=0.67
which corresponds to an alloy of the TbFe, composition (Miyazaki et al. 1997, see
fig. 12b). This confirms again the role of the optimal combination of the lanthanide
concentration and the magnetic ordering temperature (see fig. 7, sect. 4) on the giant
magnetostriction. The magnetostriction maximum shifts to higher Tb content with
decreasing the applied magnetic field and a magnetostriction maximum of 220x 1076 was
obtained at x=0.58 in o =0.1T.

The hard magnetostrictive property of the sample with x=0.67 is thought due to
its perpendicular anisotropy. In order to obtain a soft magnetostrictive behaviour for
this alloy, attempts to reduce the magnetic anisotropy have been undertaken. Altering
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the deposition conditions, e.g., by applying a r.f. bias voltage (Quandt 1994a), the
tensile stress obtained can lead to an in-plane magnetic easy axis and to dramatically
improved magnetostriction at low fields. Miyazaki et al. (1997), Wada et al. (1997a,b)
have also succeeded to enhance the low field magnetostriction, however, by varying
the substrate temperature and the heat treatments. Miyazaki et al. showed that the soft
magnetostrictive property of the Tb—Fe films can be improved by the heat treatments
just below the crystallisation temperature (7x) at about 600K. With these treatments,
however, a perpendicular magnetic anisotropy appears in the mixed state of amorphous
and crystalline structures (see sect. 5.1.1.2, fig. 17). In this case, therefore, the origin
of the recovery of the soft magnetostrictive behaviour is not due to the reduction of
perpendicular anisotropy, but the main reason is related to phase segregations (Miyazaki
et al. 1997). The role of heat treatment, here, is to separate the single amorphous phase in
the as-deposited state into two Tb-rich and Th-poor phases before the alloy is crystallised.
As already mentioned above, the Tb-rich phase is magnetically (and magnetostrictively)
rather soft. In this state, the weak magnetic character is mainly governed by this Tb-
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rich phase. With further increase of the annealing temperature, the Tb-rich phase may
decompose into a ThFe, Laves-phase and Tb oxides. Also, the Tb-poor phase may
decompose into a TbFe; Laves-phase and pure iron and/or its oxides. Therefore, after
crystallisation, the magnetic and magnetostrictive properties become very hard. From
X-ray diffraction data, however, only the TbFe, Laves-phase and Tb oxides were observed
to occur, see below in the following section.

The EMD of a magnetostrictive film is directly related to the film’s stress. The change
of the orientation of the film’s EMD can be determined by considering the minimum
of the magnetoelastic energy for an isotropic ferromagnet (du Trémolet de Lacheisserie
1993):

Eme =—30- Ascos® a, (13)

where ¢ is film stress and « is the angle between the directions of the magnetisation and
of the application of the stress.

For a material with a given saturation magnetostriction, the EMD depends on the sign
of the film stress ¢. Equation (13) implies an in-plane EMD for a positive product 0-Aq,
while a negative product results in a perpendicular anisotropy. In the case of positive
magnetostrictive Tb-based films, tensile stress is required for parallel anisotropy, and
compressive stress results in a perpendicular anisotropy. The sign and the magnitude of the
film’s stress were controlled by the fabrication conditions (Quandt 1994a), by the thermal
expansion coefficients of the substrate (Schatz et al. 1994) or by stress annealing (Duc
et al. 1996). Films deposited on silicon and on titanium substrates show tensile stress of
about 200 MPa whereas films on CuBe and on stainless steel exhibit compressive stress
of the same order.

The different magnetostrictive behaviours were explained by considering the nature
of the magnetisation processes (Schatz et al. 1994). A spin rotation induces a change
in magnetisation as well as magnetostriction. This corresponds to the the motion of
90°-domain walls. A magnetisation caused only by the motion of 180°-domain walls,
however, cannot lead to any magnetostriction. According to the rotation of the magnetic
moments out of the easy axis, the magnetostriction as a function of magnetisation and
magnetic field can be given as (Chikazumi 1964)

2
MH) _ (M(H)) ' (14

A‘S Mmax

For amorphous alloys described by the random anisotropy model (Cochrane et al.
1978) as well as for polycrystalline materials, the EMD is isotropically distributed. In
this case, spin orientation and domain walls are randomly distributed. The magnetisation
process therefore consists of two steps: (i) the motion of 180°-domain walls leading to
a magnetisation of M/2 without any magnetostriction, and (ii) the rotation of spins into
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the direction of the applied magnetic field. Instead of eq. (14), the relationship between
magnetostriction and magnetisation now becomes (Schatz et al. 1994)

MH) _ (2MH) 32
/15 - ( Mmax - ) .

(15)

Normalised magnetostriction as a function of normalised magnetisation for films with
perpendicular and parallel anisotropies is plotted in figs. 13a,b. It was derived that the
films with in-plane anisotropy show high magnetostriction at low fields due to the easy
rotation of the spins in the isotropic plane even if the motion of 180°-domain walls
does not contribute to magnetostriction. For the films with perpendicular anisotropy, the
magnetisation is governed only by rotations into the plane. In contrast to the rotations in
the isotropic easy plane, these rotations out of the EMD require larger external fields.

5.1.1.2. (Tb,Dy)—Fe thin films. By assuming that the same local environment in the
amorphous state is similar to the crystalline one, a further approach to lower the
remaining anisotropy is by eliminating the fourth-order anisotropy by substitution of
Tb by Dy (Williams et al. 1994, Wada et al. 1996, 1997a-d, Miyazaki et al. 1997).
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The well-known composition of the bulk Terfenol-D alloy is Tbg 3Dy 7Fe;. Recently,
however, Miyazaki et al. have succeeded to confirm the compensation of the magnetic
anisotropy in the a~(Tb,Dy)g4Feoss thin films also ocurrs at the 3:7 Tb:Dy ratio.
Room temperature magnetostriction curves for the a-(Tb; _,Dy,)o42Feqsg thin films are
presented in fig. 14. Note that with increasing x the value of A decreases and tends to
saturate with smaller magnetic field. In addition, the magnetostriction data measured at
toH=0.008, 0.05 and 0.7T are plotted as a function of x in fig. 15a. At uH=0.05
and 0.7T, A does not decrease monotonically with x but exhibits a broad peak around
x=0.7. This concentration dependence of A is rather similar to that of bulk polycrystalline
(Tby _,Dy,)Fe, compounds (see fig. 15b). It indicates the near-zero magnetic anisotropy
in a film of Terfenol-D composition. The atomic short-range order of sputtered amorphous
films, thus, can be considered as quite similar to that of crystalline bulk samples
and the same origin of the magnetic anisotropy as well as magnetostriction can be
expected for both film and bulk alloys. We will return to this aspect in the discussion
of a-(Tb,Dy)(Fe,Co) films in sect. 5.1.2.2.

Effects of the substrate temperature, of the annealing treatment on the microstructure,
magnetic domains and then on the magnetic and magnetostrictive properties of the
Terfenol-D films have been investigated by Wada et al. (1997¢,d). Their results showed
that a high magnetostrictive susceptibility (9A/0H) can only be observed in films formed
at substrate temperaturse below 405K. In these films, nanocrystalline structures with
grains below 5Snm were evidenced. The measured hysteresis loops and the observations
of the magnetic domains in applied magnetic fields seem to indicate a preferential
perpendicular magnetisation by spin rotations with low anisotropy in these nanocrystalline
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films (n-films). The films formed at temperatures between 410K to 600 K were found to
have grains with a size from 5nm to 10 nm. It was recently reported by Ried et al. (1998)
that samples annealed at 600°C for 10 minutes also have grains with a size around 10 nm
and exhibit an in-plane magnetostriction of 860x107%. For these grown polycrystalline
films (p-films), however, the results suggested that the magnetisation is governed by
the motion of domain walls at low magnetic fields. The change in the normalised in-
plane magnetostriction Aj/A; as a function of the normalised magnetisation of these
films is plotted in fig. 16. It can be seen that at low magnetic fields, the n-film shows
a much higher magnetostrictive response to the magnetisation than the grown p-film.
The parabolic dependence of the in-plane magnetostriction on in-plane magnetisation
observed for the n-film is in good agreement with the as-mentioned arguments and with
the experimental results for the motion of 90° domain walls, i.e., the rotation of spins with
perpendicular anisotropy into the plane (see also eq. 14 and fig. 13a). For the p-film,
almost no magnetostriction takes place up to M/M ., =0.2. This behaviour seems to
be the case, and was described by Schatz et al. (1994) (see also eq. 15), for random
distributions of spins.
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The appearance of a perpendicular anisotropy in the mixed state of both amorphous and
crystalline structure, where the magnetostriction becomes hard was reported by Miyazaki
et al. (1997) for the (Tbo3Dyo7)o33Feqs; films fabricated above 673K (400°C) (see
fig. 17). Study of the thermal stability and the reproducibility of those films was also
carried out. For films prepared with substrate temperatures above 673 K (400°C), the
magnetostriction changes remarkably after 3 months. This is due to aging effects, which
lead to the formation of the Laves phase (Tb,Dy)Fe, compound.

5.1.1.3. Sm—Fe thin films. A negative magnetostriction was actually observed in
amorphous Sm-Fe thin films (Hayashi et al. 1993, Honda et al. 1993, 1994). For
these films, the room-temperature magnetostriction increases rapidly in low fields due
to the in-plane anisotropy. The maximum absolute A-values of about 250-300x 10~6
at 0.1T and 300-400x107% at 1.6 T were obtained on films with 30-40at.% Sm.
Honda et al. (1994) have used these magnetostrictive films for the fabrication of
trimorph TbFe/polyimide/SmFe cantilevers (see fig. 43a, below). Applying a bias voltage,
it was again possible to alter the stress state to tensile stress, which resulted in a
perpendicular anisotropy due to the negative but increased saturation magnetostriction
(Quandt 1997). In contrast to Tb—Fe films, crystallisation of Sm—Fe films does not
result in a higher saturation magnetostriction, but only the hysteresis was found to be
significantly increased. Boron added to the SmFe, alloy improves the formability of
the amorphous state, reduces the local magnetic anisotropy energy (Polk 1972) and,
thus, can enhance the low-field magnetostriction. This was examined by Kim (1993)
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on the dc-sputtered (SmFe;)199_,B, system with a thickness of 0.3mm. In these
alloys, the saturation magnetisation decreases with increasing x, whereas the saturation
magnetostriction significantly increases. The highest saturation magnetostriction of
—670x107° at 1.0T with an effective magnetostriction of —490x107% at 0.03 T can
be obtained for the a-(SmFe;)926Bo 74 alloy. A similar result was also reported for
amorphous bulk (Sm,Tb)Fe,-B alloys (Fujimori et al. 1993, Shima et al. 1997).

5.1.2. R-Co thin films

5.1.2.1. Th—Co and (Tb,Dy)—Co thin films. The magnetostriction of a-Tb;_,Co,
(0.78 = x > 0.38) thin films was studied intensively by Betz et al. (1999) (see also Givord
et al. 1995, Betz 1997). These alloys are ferrimagnets. Their Curie temperatures are
above room temperature for x > 0.62. For x~0.67, T reaches approximately 500K
which is already higher than that of the a-TbFe;. Room-temperature magnetostriction is
shown fig. 18 for several a-Tb; _,Co, films. The magnetostriction is always positive. The
compositional variation of magnetostriction is shown in fig. 19. It is clearly seen that the
magnetostriction increases rapidly with the increasing Co content when the films become
magnetic at room temperature and reaches a maximum around x=0.71 (b =20MPa,
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b"*=23.5 MPa under tioH =1.9 T which corresponds to A =320x 107, 1¥2=400x 107
assuming Ey=80GPa and v¢=0.3). For comparison, the magnetostriction results for
a-TbFe measured at a field of 1.6 T by Hayashi et al. (1993) are also included in the
same fig. 19. These early published results were corrected by multiplying a corrected-
term (1 — v5)/(1 + v;) for the use of the former Klokholm’s formula (Betz 1997, Betz et al.
1999). It is also meaningtul to consider the magnetostrictive susceptibility 35/0H (and/or
0A/OH), which is of significance for applications. For the films under consideration, at
low applied magnetic field, however, the magnetostrictive susceptibility is maximum for
x=0.65. The fact that b** is larger for the a-Tb—Co system than for a-Tb—Fe is probably
due, on the one hand, to the higher Tb—Co exchange energies for the Tb—Co films even
though the Co moments are smaller than those of Fe. So the higher values of 4" can
be explained by the ferromagnetic Co—Co interactions which increase the magnetoelastic
coupling. On the other hand, it may be caused by the ordering temperature, which is higher
in the case of a-Tb—Co. Betz et al. (1999) thus have succeeded to show the similarity of
the compositional variation of the magnetostriction in both a-TbFe and a-TbCo alloys and
opened up a promising series of magnetostrictive- alloys for potential applications.

A biaxial anisotropy, which is characterised by the linear part between the saturation
and the hysteresis in the magnetisation loops was observed for as-deposited Tb—Co films.
This is due to the competition of the in-plane and the perpendicular anisotropy. As the
observed stresses are compressive and the magnetostriction of a-TbCo is positive, the
anisotropy tends to create an EMD along the film normal. In this case, however, the
biaxial anisotropy still appears because the stresses is not strong enough to dominate the
demagnetisation field. Within the biaxial anisotropy model and combining the egs. (7)
and (13), Betz et al. (1999) have deduced the stresses in a-TbCo films. Logically, a
decrease of o as a function of the film thickness (¢) (a roughly 1/¢ dependence, but with
a high initial stress) was found (fig. 20). If the in-plane stresses were isotropic, then only
a perpendicular component would be generated by this mechanism. We know, however,
that the stress is rather inhomogenous — perhaps due to the substrate clamping during the
deposition. This stress creates also an anisotropy between the different directions in the
film plane (see also Takagi et al. 1979).

The comparison between b)(4)) and b, (A1) indicates clearly the anisotropy state
of the sample. If the zero-field state is fully isotropic, then b =-2b, and if it is
isotropic in the plane, then b=-b . For a well-defined in-plane uniaxial system,
which is usually perpendicular to the sample length in the experimental set-ups (Duc
et al. 1996, Betz 1997), magnetisation reversal under a field applied along the easy
axis, occurs by the displacement of the 180°-domain walls. Neglecting the domain-
wall contributions, no magnetostriction is associated with this process. Thus, #, should
be zero and b =p*2. Figures 2la,b show the magnetostriction for the rf-sputtered
Tbg27Dy073(Cog g3Feq17), and Tbg27Dyq73Fe; films. Here we see that for the as-
deposited Tby 27Dy 73(Cog g3Feo 17)2, b ~—b, indicating an in-plane isotropy, whereas
the as-deposited Tbg 7Dy 73Fe; has already a certain initial anisotropy evidenced by
b1 =-0.12b). After field annealing at 250°C, opposite effects are observed: b|| increases
and b, is significantly reduced (b =0.25b, see fig. 21a), i.e., a well-defined in-plane,
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uniaxial anisotropy is created for Tbq27Dy.73(Cog.g3Fey 17)2, whereas the sample becomes
in-plane isotropic for Tbg 27Dyo 73Fe; (b =—b1, fig. 21b). This effect will be analysed in
more detail in sect. 5.1.2.2. Annealing effects under magnetic field, thus, are interesting
not only to relax the film stresses but also to create a uniaxial anisotropy in the Th~
Co films. In the case of R—Fe films, however, only the first effect plays a role. This effect
increases 5" in R—Fe films, however, it is not so interesting for applications as R—Co,
where the magnetostrictive properties are mainly improved in the preferential direction.
Field-annealing effects in the (Tb,Dy)(Fe,Co) systems will be discussed in sect. 5.1.2.2.

The maximum magnetostriction found in the amorphous state for both Th-Fe and
Tb—Co alloys is much lower than in the crystalline state. There are three reasons to
be considered for this difference. (i) The structure is not the same in the crystalline
and the amorphous state. Nevertheless, it is often argued that the local environment in
the amorphous state is reminiscent of that found in the crystalline one. As a starting
point for the discussion, differences in the local environment can be neglected. The
measured differences in magnetostriction between the crystalline and amorphous states
might then be attributed to the facts that (i) some compositions have a lower ordering
temperature in the amorphous state which means that the magnetocrystalline anisotropy
and so the magnetoelastic coupling coefficient is lower, and (iii) the sperimagnetic
arrangement of the Tb-moment in the amorphous case gives rise to a distribution of the
Tb-moments which lower the projected magnetisation and magnetostriction. In order to
verify the latter argument, Betz (1997) has compared the mean Th-magnetic moment
in the a-Tb; _,Co, and c-Tb;_,Co, alloys and determined the variation of the low-
temperature Tb-sperimagnetic cone angle 6 as shown in fig. 22. This result is comparable
with that published in the literature (Cochrane et al. 1978, Danh et al. 1998).
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In general, the lanthanide saturation magnetisation can be calculated by applying
eq. (11) and the magnetostriction of a sperimagnetic systern can be evaluated by using
the expression

M2 = (a2 - o

where )L}’r’nz is an intrinsic magnetoelastic coupling coefficient of the corresponding
collinear ferrimagnet and «, is the direction cosine for each lanthanide moment with
respect to the field direction, which was already introduced in sect. 4 (see eq. 12). In fact,

Betz (1997) has succeeded to calculate the magnetisation Mg and magnetostriction A2
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at 300K for a-Tb; _,Co, alloys. Although there is still a deviation between the calculated
and experimental results, their approach is important to understand the influence of the
sperimagnetic structure on the magnetostriction.

5.1.2.2. (Thg27Dyp.73)(Fe; -Coy); thin films. Up until now the optimisation of the
magnetostriction in thin films was focussed on the lanthanide concentration and on
the internal stresses. One of the crucial ways to obtain a larger magnetostriction at
room temperature, however, as mentioned in the preceeding section, is to enhance the
lanthanide magnetisation by increasing the ordering temperature and by diminishing
the sperimagnetic cone angle. For these attempts, Duc et al. (1996) have succeeded
by substituting Co for Fe in the a-R—(Fe,Co) alloys. The simple arguments were that,
in general, R—Fe exchange energies are larger than the equivalent R—Co interaction
energies (Liu et al. 1994, Duc 1997). This arises from the fact that the Fe moment is
significantly larger than the Co one, while the R-T intersublattice exchange constant
is approximately the same for T=Fe and Co. Fortunately, the T-T interactions tend
to be stronger in (Fe,Co)- than in either Fe- or Co-based alloys (Gavigan et al. 1988).
This results in an increase of T¢ for a given R:T ratio. The stronger R—FeCo exchange
energies should then lead to a closing of the sperimagnetic cone angle and thus to an
enhancement of the magnetostriction. Duc et al. (1996) have started a study on the
(Tbg27Dyo.73)(Fe; _xCo,), system, in which the Tb:Dy ratio of 1:2.7 was fixed as the
same as that of Terfenol-D. At low temperature, all these as-deposited compounds of
the composition (Tbg;7Dyo73)(Fei_xCoy), are magnetically rather hard. The coercive
fields reach their highest value of 3.4 T for x=0 then decrease rapidly with increasing
Co concentration down to about 0.5T for 0.67 <x<1.0. At 42K, the high-field
magnetic susceptibility (ynr) shows a minimum and the saturation magnetisation exhibits
a maximum at x =0.47 (see fig. 23). This compositional variation of Mg is in contrast to
the behaviour observed for the corresponding crystalline alloys where Mg always shows a
minimum in the middle of the composition range due to the enhancement of the 3d(Fe,Co)
magnetic moment. In the amorphous case, however, an increase in A34 will close the
sperimagnetic cone. The maximum observed at x = 0.47 reflects that, at low temperatures,
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the enhancement of A 34 is smaller than the associated increase in {Mty,). The observed
minimum of e also confirms the above arguments. At room temperature, the films
become magnetically rather soft. The strongest coercive field (of 0.015 T only) is found at
x=0.63. The room-temperature spontaneous magnetisation M, however, is independent
of the Co-concentration (see fig. 23).

Samples were annealed at temperatures between 425K and 525K in an applied
magnetic field of 2.2 T. The magnetic hysteresis loops before and after annealing are
presented in fig. 24 for x=1. For the as-deposited samples, the magnetisation reversal
process is progressive and isotropic with rather large coercive field. This property is often
observed in sperimagnetic systems where domains of correlated moments are formed due
to the competition between exchange interactions and random local anisotropy. These
domains, termed Imry and Ma domains (Imry and Ma 1975, Boucher et al. 1979), are
oriented more or less at random in zero field but can be reoriented relatively easily under
applied field. After annealing, there are a number of clear differences in the magnetisation
process. Firstly, the coercive field is strongly reduced, e.g., after annealing at 525K, uoH.,
is less than 0.002 T. Secondly, for x=1.0, there is now a well defined easy axis with an
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increased low-field susceptibility. These properties are characteristic of systems which
show uniaxial anisotropy. That such anisotropy is induced by annealing, suggests that
a process of single ion directional ordering (Néel 1953) has occurred, in which there
is a local reorientation of the Tb easy axis along the field direction. The composition
dependence of the uniaxial anisotropy is, however, more complex and will be discussed
further in connection with the magnetostriction data. Finally, the field annealing also
causes a reduction in Xy, indicating that the cone distribution of the Tb moments is
somewhat closed.

Different field-annealing effects on the magnetostriction of the two amorphous Fe-
rich and Co-rich (Tb,Dy)(Fe,Co), films were shown in fig. 21 (sect. 5.2.1.1). These
differences are evident across the whole composition range as summarised in fig. 25.
For the Co-rich alloys, b increases significantly after annealing while 5" remains
virtually unchanged. For the Fe-rich alloys we see the opposite effect, 5"* increases
significantly after annealing while ) remains virtually unchanged. The increase in 5"
may be associated to the decrease of the saturation field after annealing. In fact, the
largest magnetostriction of A¥?=480x107° and A, =250x107° is found in the middle
of the composition range (at x=0.47) and it can be obtained in rather low applied
magnetic-field of 0.06 T. Note that, due to the replacing Fe by Co the ordering temperature
in the c-Tb(Fe;_,Co,), was increased but no enhancement of magnetostriction was
observed (Dwight and Kimball 1974 and Belov et al. 1975). At present, the increase
of magnetostriction is considered as originating from the close of the sperimagnetic cone
angle due to the enhancement in M4 in the substituted a-R(Fe,Co), alloys. The analysis
is as follows. Introducing bfnf =127 MPa, the room temperature value of 5% in isotropic
polycrystalline (Tbg7Dyq.73)Fe, (du Trémolet de Lacheisserie, private communication)
into eq. (16) and assuming an uniform probability distribution of the easy axes within a
cone, the sperimagnetic cone angle 0 can be deduced from the obtained magnetostriction
data. In this case, it gives values of between 48° and 53° which are typical of those reported
in the literature (Coey et al. 1981, Hansen 1991, Danh et al. 1998). This variation in 8
implies that there is a variation in the average (Tb,Dy) moment as a function of x. Using
M (1opy)=7.27 g, the room-temperature value for (Tbg27Dyq73)Fe; (Clark 1980), one
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can deduce (Mtupy) =M ThDy)(0z), as a function of x, and this is plotted in fig. 26. From
the measured magnetisation data, the value of M4 as a function of x can also be evaluated
(see also fig. 26). Clearly, a similar composition dependence of A34 as observed in the
crystalline R—(Fe,Co) alloys is found and a maximum is reached for x = 0.47 where there
is sufficient Co to ensure good ferromagnetic T-T coupling as well as sufficient Fe giving
the larger magnetic moment.

Figure 27 shows the variation of b/b_ as a function of Co concentration. It clearly
indicates a systematic variation of the anisotropy before and after annealing when going
from the Co-poor alloy to the Co-rich one. The ratio of b /by decreases indicating that
the initial as-deposited uniaxial anisotropy is destroyed with increasing Co content in
the films, whereas its increase indicates that the induced uniaxial anisotropy becomes
better defined after annealing. These differing anisotropies seen in the as-deposited state
are more difficult to account for precisely, but it has often been noted that Fe-based RT-
compounds have an opposite anisotropy state compared to their Co-based counterpart
(Thuy et al. 1988). The differences in the effects of annealing under a magnetic field,
however, may be accounted for as follows. During the annealing process, it is the local
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internal molecular field that is responsible for the reorientation of the R-moments. The
external field merely saturates the material in a given direction. For Fe-rich alloys, the
sperimagnetic nature of the Fe sublattice distribution is conveyed to the R sublattice and
gives no net anisotropy. In Co-rich alloys, however, the strongly ferromagnetically coupled
Co sublattice is well ordered and its molecular field acts to orient the R sublattice in one
direction, giving rise to the observed uniaxial anisotropy. This variation in anisotropy
was illustrated by associating the field dependence of the magnetostriction with different
types of the magnetisation process as already mentioned in sect. 5.1.1.2 (i.e., eqs. 14
and 15). The results of this analysis are presented in fig. 28. The experimental data for
the (Tb,Dy)Fe, film are well described by eq. (15) for the case where the motion of
180°-domain walls leads to a magnetisation of My=Mp,,/2 without any contribution
to magnetostriction. With increasing Co concentration, A/Amax VS. M/Mmay curves shift
towards the line described by eq. (14). This further confirms that the Co substitution is
advantageous to the creation of a well-defined easy axis in this system.

It is well known that the substitution of Dy for Tb gives rise to the increase of the
magnetostriction at low magnetic fields through the reduction of the saturation field.
However, it is also accompanied by a reduction of the saturation magnetostriction. The
Co substitution in the R—(Fe,Co) alloys, coupled with the effects of field annealing, results
in an enhancement of both the low-field and saturation magnetostriction. Thus, it shows
a possibility to enhance the magnetostriction in this type of alloys by increasing the Tb
concentration. Indeed, a record giant magnetostriction of A2 =1020x107 at ygH=1.8T
with l“ =585x107% at (o =0.1 T in a-Tb(Feg 45C0q 55)2.1 . This will be discussed below.

5.1.2.3. (Tb;_Dy,)(Fep45Cogss5)2; thin films. Figure 29 shows the field dependence
of the magnetostriction for a-Tb(Fep45Coqs5)21 (Duc et al. 1996). Here we see that
a magnetostriction of A" (=1 -1 1)=800x10"¢ at 1.8 T is already observed for the
as-deposited film. In this state, b = %bH, indicating a certain initial anisotropy. After
annealing, b increases and b, is significantly reduced (in absolute magnitude) in
agreement with the fact that the easy axis becomes better defined. In addition, it is
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important to note that %2 actually increases after annealing at 250°C leading to the very
large magnetoelastic coupling coefficient of 60 MPa (i.e., A2 =1020x107) at saturation.
This result is particularly interesting as the magnetostriction was almost completely
developed at only 0.3 T. In comparison, the magnetostriction of Thy32(Feg 45C00.55)0.68
and Thbg32Co6s is presented in fig. 30. Clearly, the Fe substitution increases the
magnetostriction by a factor of 2. The temperature dependence of the magnetostriction is
shown in fig. 31 for the Tby 3¢(Fe 5C0g 5)0.64 film. The magnetostriction decreases linearly
with increasing temperature up to the ordering temperature which is about 423 K.
Figure 32 presents low-field magnetostriction data for a-(Tb;_,Dy,)(Feg45C00.55)2
thin films with different Tbh/Dy ratios after annealing at 250°C. It exhibits obviously a
decrease in the magnetostriction and saturation field with increasing Dy content but with
a maximum in the initial magnetostrictive susceptibility for x=0.73 as observed in other
Terfenol-D based alloys. As shown in fig. 33, the ratio b”/b . has also a minimum for this
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axis and after annealing at 250°C. After Duc et al. (1996).

composition, implying that the anisotropy is then less well defined. In the same figure,
the anisotropy constants K deduced from the magnetisation measurements are plotted.
Here, we see a partial anisotropy compensation for x=0.73 as found for crystalline
(Tbg27Dyg.73)Fez. This indicates that even in amorphous samples, in which the uniaxial
K, terms are expected to dominate due to the local distortions from cubic symmetry, there
is still a significant contribution from the K4 cubic anisotropy terms. It is interesting to
contrast this with the numerical simulations for a-TbFe, which have shown that the fourth-
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order anisotropy energy per atom was an order of magnitude smaller than the second-
order anisotropy energy per atom albeit the fourth-order term was of the same order of
magnitude as in the crystalline TbFe, Laves-phase (Kaneyoshi 1984). The present result
implies that K4 tends to be larger than expected and the local environment is reminiscent
of that in the cubic Laves phase.

5.1.2.4. Sm—Co thin films. A comparison of the magnetostriction of Sm—Co and Tb—Co
systems is shown in fig. 34 for Smg3,Cog¢3 and Tbg36Cog¢4- The Sm—Co alloy shows a
comparable behaviour as the Tb—Co one but with the opposite and a somewhat smaller
magnetostriction in absolute value. In addition, the Sm—Co alloy is magnetically harder
than Tb—Co: its magnetostriction saturates around 0.3 T and the coercive field is about
0.03 T. The high-field magnetostrictive susceptibility, however, is smaller in the case of
Sm—Co. It is particularly interesting to compare the Stevens factors, @;(09), of these
two alloys with the observed magnetostriction. The values of a;{0)) are +41.3x1072
and —66.6x1072 and the values of 572 at 300K are +11.0 and —~18.3MPa for the
corresponding Sm—Co and Tb—Co films, respectively. One finds that the ratio between
the operators is comparable with that between the two magnetoelastic coefficients:

~tha Smga7Cos3 J -10

il E

Tbo3¢Co0.6s 1

2 Fig. 34. Magnetostriction of Smy;;,Co,e; and
Thg 36C00.64-
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e (09)™ 70, (08)™| = 1.61 and [B[o/6mC0| = 1.67. A few amorphous Sm—Co

alloys have also been studied by Quandt (1994b). A (negative) magnetostriction somewhat
smaller (by 30-50%) than that of Tb-based alloys have been confirmed.

5.2. Giant magnetostrictive spring-magnet-type multilayers

Up to now, the giant magnetostrictive material research has been based on R-T
homogeneous alloys. For these alloys, as already described in the sect. 5.1, attempts
to reduce the driving fields required for giant magnetostriction are concentrated around
techniques for reducing the macroscopic anisotropy, e.g., to control the Tb:Dy ratio
in order to achieve compensation of fourth order anisotropy, to use amorphous or
nanocrystalline materials to reduce anisotropy, etc. Furthermore, the saturation field H
can be reduced by increasing the saturation magnetisation M, instead of decreasing
anisotropy constant K, as H,=K/2M,. For a given R concentration, which is optimised
on the point of view of giant magnetostriction, e.g., at the 1:2 R:T ratio, the possibility
to increase the T-sublattice magnetisation by substitution, for instance, will increase
slightly the total magnetisation in the R— alloys with R = light lanthanide. This, however,
will reduce the total magnetisation in the alloys with a heavy lanthanide (due to the
ferrimagnetic nature). An increase in the R concentration can increase M, however, this
results in a lowering of the ordering temperature. Thus, it is difficult to see how M can
be notably increased using homogeneous R-T alloys. This, however, can be achieved by
combining two different magnetic materials using a similar approach those developed for
the permanent “spring magnets”. For the spring magnets, one matches a material which
has a high magnetisation with another which possesses a strong coercive field. These
two materials are coupled magnetically. Here, multilayers are fabricated by combining
also two different materials, one with a large room-temperature magnetostriction (like,
e.g., a-Tb—~(T,T') alloys, T,T' =Fe, Co) and the other magnetically soft and with a high
magnetisation (like, for example, (T,T") alloys). The structure of this spring-magnet type
multilayer is illustrated in fig. 35. The thickness of these layers must be enough for
magnetic coupling but they must be thinner than the magnetic exchange length, for which
domain walls cannot be formed at the interfaces, i.e., it should range between 1nm to
20nm (Givord et al. 1993, 1996, Wiichner et al. 1995, see also sect. 5.3). In this state, the
3d-3d exchange interactions ensure that parallel coupling of the (T,T’)-magnetic moments
persists throughout the entire thickness of multilayers. Without creating domain walls at
the interfaces, the multilayer behaves as a unique material. Then, magnetisation processes

Magnetic moments  Magnetisation

e
=2 M — Fe-Co | | number of
periods n

—
The¥——_ M <+~ Tb-Co

Substrate

Fig. 35. Schematic of “spring magnet” type giant
magnetostriction multilayers.
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Fig. 36. Saturation magnetisation of TbFe/Fe and TbFe/FeCo multilayers as a function of the thickness of the
transition-metal sublayer in comparison with a simple model for exchange-coupled layers considering either
parallel or antiparallel coupling of the TbFe and the transition-metal layers. After Quandt and Ludwig (1997).

result from the average of the magnetic characteristics of each individual layer. Assuming
that the 3d—3d exchange interactions are infinite and the interfacial magnetic anisotropy
is neglected, it is possible to calculate the magnetisation, anisotropy and magnetostriction
of the multilayers from the corresponding values of the simple alloys and the individual
Tb-T (¢1p) and T (¢7) layer-thicknesses as follows (Betz 1997)

_ Mrtr — Mrotny

M

(M) = = )
KTtT+KTthb

K = 21T T To7ib

)= = (18)

)+ (BP2),, ¢
<bY,2>=( )TT ( )Tb iy (19)
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In the as-deposited composite Tb-T/T and Tb—(T,T")/([,T’) multilayers, Tb-based
layers were formed in the amorphous state while T or (T,T’) layers were found to
be nanocrystalline with a mean grain size being equal to the layer thickness (Quandt
and Ludwig 1997). In spite of the compressive stress, these multilayers exhibit an in-
plane EMD. Magnetisation of the TbFe/Fe and TbFe/FeCo multilayer series as a function
of the transition-metal sublayer-thickness is presented in fig. 36 (Quandt and Ludwig
1997, Quandt et al. 1997a,b). The experimental data can be compared with the theoretical
one for spring-magnet-type multilayers by considering either the parallel and antiparallel
coupling between the Tb—Fe and the T layers. As seen in fig. 36 the agreement between
the experimental data and the theoretical calculations strongly support the antiparallel
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coupling of the magnetisation of the layers due to the dominating Tb moments in the
ferrimagnetic TbFe layers and to the parallel coupling of the (T,T')- and Fe-magnetic
moments throughout the entire thickness of multilayers. The in-plane magnetisation loops
of a Tbg 4Feq ¢(4.5 nm)/Fe(6.5 nm) multilayer which was annealed at 280°C is plotted in
fig. 37 together with the corresponding loop of a giant-magnetostrictive TbFe single-
layer film. Tt reveals the strong increase of magnetisation of the multilayer film combined
with the reduced but (non-neglectable) hysteresis and saturation field. Figures 38 and 39
show the magnetostrictive hysteresis loops of the TbFe/Fe and TbFe/FeCo multilayers,
respectively. For both multilayer systems, high saturation magnetoelastic coefficients A¥2
(=4} —AL) of 29MPa (TbFe/Fe) and 42 MPa (TbFe/FeCo) were obtained at field as low
as 20 mT. Unfortunately, these saturation magnetostriction values are still lower than those
of the best TbFeCo single-layer films and also the uniaxial easy axis does not seem to be
well established in these systems. The magnetostriction improved in TbFe/FeCo compared
to TbFe/Fe multilayers is due to the magnetostrictive contribution of the FeCo layers,
which exhibits a saturation magnetostriction exceeding 100x 107 (Quandt and Ludwig
1997, Betz 1997). This may imply that the exchange field and the annealing effects are
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not effective in closing the Tb sperimagnetic cone angle in these multilayers as in the
single layer films. The reason may be associated to the antiparallel orientation between
the dominant magnetisation of the sample and the magnetisation of Tb, which creates a
rather strong demagnetisation field in the Tb subsystem. This demagnetisation field opens
the sperimagnetic cone, leading to the decrease of the magnetoelasticity. During field
annealing, the Tb moments remain antiparallel with the applied field. The Tb moments
are thus dispersed (instead of aligned). In order to avoid this antiparallel ordering, one
can use a light lanthanide element, for example Sm. At present, however, the question is
still open.

The magnetostriction of the multilayers is found to change as the thickness ¢ of the
magnetic layer is changed (Zuberek et al. 1987, 1988, Awano et al. 1988, Dime and
Denissen 1989, Nagi ct al. 1988). The changes in the magnetoelastic properties have
been attributed to magnetostrictive strains which are localised at the interface. These
strains lead to the linear variation of the effective magnetostriction with the inverse
layer thickness ¢!, Such magnetostrictive effects are called “surface magnetostriction”
(Szymczak et al. 1988). In addition, it is often claimed that the changes in elastic
and magnetoelastic properties of multilayers are due to the presence of interdiffusion
layers which are formed at the interfaces. In many multilayers as well as in the
magnetostrictive multilayers under consideration, the interface diffusion and considerable
surface anisotropy and magnetostriction have been neglected. For Gd/Fe multilayers,
however, a surfacial magnetostriction (Asy) of 10.2x107® which is larger than the
observed bulk magnetostriction (Apy = 6.5% 107%) has been found (Zuberek et al. 1995).
In fact, investigations on the SmFeB/TbFeB multilayers have shown that the strain
and stress are transferred effectively at the interface (Shima et al. 1997). In these
SmFeB/TbFeB multilayers, magnetostriction was varied with ratio of each layer thickness
and it was found that the magnetostriction is sensitively affected by Young’s modulus,
Poisson ratio and the thickness of the constituent layers. From a better understanding
of the nature of interfaces, we can expect better performance of these magnetostrictive
materials.
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5.3. Magnetostriction of R-T sandwich films

Sandwich films of the type RT/R'T/RT made by stacking coupled layers with a typical
thickness of 100 nm have been intensively studied at Louis Néel Laboratory in Grenoble,
France in the last decade (Dieny et al. 1990, 1991, Givord et al. 1993, 1996, Wiichner et al.
1995). Because properties such as magnetisation or anisotropy differ from one layer to
the next, the reversal of the magnetisation in each layer occurs at the different value of the
coercive field. When the reversal takes place in a given layer but not in the adjacent one,
a domain wall will be formed at the interface between the layers, in order to minimise
the exchange energy. Such a domain wall has the particular feature of extending over
the whole film surface and it was referred to as an extended domain wall (EDW). In
these systems the magnetostriction, which is fundamentally different to that observed in
the above mentioned multilayers, is associated with the creation of this domain wall.
Magnetostriction associated with domain wall formation has been known for a long time
as due to the progressive rotation of magnetic moments making up the domain wall.
Normally, this effect is small since the volume occupied by the domain wall is always
quite small and it contributes to the magnetostriction measured along the easy axis. In the
systems with EDWs, however, the domain wall can occupy an extremely large fraction
of the total volume of the sample.

The effects of EDW formation were investigated on the sandwiches consisting of Nd—
Co/Tb—Co/Nd—Co (system 1) and Tb—Co/Nd—Co/Tb—Co (system 2), in which the uniaxial
easy axis was well created by field annealing at 150°C and the Tb magnetic moment
is dominant in the Tb—Co layers at room temperature (Givord et al. 1996, Betz 1997).
In order to better understand the magnetisation process, the coupling between one pair
of layers was suppressed by a thin oxide layer at the interface. The configuration of
magnetisation and of the magnetic moments in zero-magnetic field is illustrated in fig. 40a
for the sandwich system 2.

Magnetostriction of the sandwich Tb—Co/Nd—Co/Tb—Co system is shown in fig. 41.
While the high-field magnetostriction exhibits the similar behaviour as observed in
the single Tb—Co layer films, the low-field magnetostriction measured along the easy
axis shows a rather complex field dependence with magnetostriction anomalies and, in
particular, extremely large magnetostrictive susceptibilities. (In the Nd—Co/Tb—Co/Nd—
Co sandwich system, a magnetostrictive susceptibility (0b/0uoH) of 556 MPa/T was
observed even at poH =2mT). The magnetisation loop at room temperature is shown
in fig. 42. for the sandwich Tb—Co/Nd—Co/Tb—Co system. Starting from the high-field
state, where the magnetisation of the system is well saturated in the applied field direction,
we see that the Co moments between layers are antiparallelly coupled and an EDW is
formed at the coupled interface (fig. 40b). As the field decreases, a (positive) critical
field (of 8.5mT) is reached, where the EDW at the Nd—Co/Tb—Co coupled interface is
suppressed by the reversal of the moment in the Nd—Co layer (fig. 40c). The reversal of
the uncoupled ThCo layer occurrs at —46 mT, and, finally, for the coupled TbCo at a higher
field of —96 mT due to the re-creation of an EDW (figs. 40d,e). Taking into account these
demagnetisation processes, the field dependence of the magnetostriction measured along
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the easy direction can be understood as follows. At saturation, the magnetostriction (which
can be either positive or negative) is maximum. As the field is reduced from saturation,
the magnetostriction decreases as the EDW becomes larger. At around 8.5mT, the EDW
is destroyed. This is associated with the Tb moments being better aligned along the field,
and a large change in magnetostriction is observed. When the external field changes its
direction, the cone of Tb moments being opposite to the applied magnetic field opens
up, leading to the observed decrease of the magnetostriction. At the coercive field for
reversal of the magnetisation in the uncoupled TbCo layer (—46 mT), a discontinuity in
the magnetostriction takes place since these Tb moments become more aligned along
the applied field. Further variation of the field makes the coupled TbCo layer again
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more disordered. Finally, at —95mT the EDW is re-created with an sudden increase
of the disorder in the magnetic configuration giving rise to a large transition in the
magnetostriction.

The sandwich system is a composite material, which gives evidence for the magneto-
striction of the domain wall. These systems are not optimised in magnetostriction. Only
their high magnetostrictive susceptibility is interesting.

6. Potential applications of magnetostrictive microsystems

Technical aspects and potential applications of magnetostrictive materials have been
presented by du Trémolet de Lacheisserie (1993). Different kinds of magnetostrictive
devices based on Terfenol-D were recently reviewed by Zhu et al. (1997) and Claeyssen
et al. (1997). Today, interest is mounting in physical micro-systems of reduced
dimensions, typically between 10 and 10° um. Such systems may satisfy the need to
perform functions which are not fulfilled by existing electronic circuits, i.e., sensing
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functions (micro-sensors) and functions of interacting with the environment (micro-
actuators). In cases where a simple motion is to be obtained, magnetostrictive amorphous
R-T thin films which combine several specific properties are very promising. Their
advantages with respect to their piezo-electric competitors are the larger deformations,
higher forces and energy densities, lower sound velocity and Young’s modulus, and low
operating voltage. Therefore, they can reach, as well as possibly drive, the considered
systems without a direct electric contact. The disadvantage is the coil which is difficult
to make small because of the field requirements. These problems can be solved by
developing films with giant magnetostriction at low fields. In addition, as magnetostrictive
devices using thin films are very small, the price of material is not a problem. Thus,
such microsystems could find large scale applications, for instance in electronics, optics,
medicine, the automobile industry, geophysical explorations, and ocean environmental
protection as well. At the moment, some devices are already used for specific applications.
We present here some typical examples, such as the micro mechanical switch, micromotor
and micropump, demonstrating the above-mentioned advantages of magnetostriction,
owing especially to the fact that the moving parts are wireless.

The simplest motion which can be thought of is realised by a bimorph bending (as
schematised in fig. 3) as a mechanical switch. In this case, although Sm~T films exhibit
less pronounced magnetostriction compared to the Tb—T thin films, the combination of a
negative- with a positive-magnetostriction film allows the fabrication of magnetostrictive
bimorphs which enhance the total deflection, and reduce the initial curvature of cantilevers
(fig. 43a, see Honda et al. 1994). A 3-mm long cantilever actuator is found to exhibit a
large deflection of above 100 um in a magnetic field as low as 0.03 T. With this cantilever,
a deflection of more than 500 um at resonant frequency in an alternating field of 0.03 T
has been reached.

One of the main drawbacks of the magnetostrictive actuators is their thermal drift. For
the bulk Terfenol-D actuators, it has been known that the thermal expansion (107 K1)
develops strains comparable to the magnetostrictive ones for A7 =150K. For a simple
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Fig. 44. Drift-free microactuator: (a) thermal deformation; (b) magnetostriction deformation. After Betz (1997).

rectangular bimorph cantilever as illustrated in fig. 43a, the strains due to thermal
expansion and to the magnetoelastic coupling are comparable only for AT=75K (du
Trémolet de Lacheisserie et al. 1998). The torsion-based, thermal-drift free microactuator
was invented (Betz et al. 1996b, Betz 1997). It is basically a unimorph structure
composed of one magnetostrictive film deposited on a passive substrate. The special
feature 1s a square shape maintained by hinges at three corners (fig. 44a,b). The useful
displacement due to magnetostriction is obtained at the fourth free corner, without thermal
displacement. The different deformed shapes are due to the anisotropy of magnetostriction
strains and the isotropy of thermal strains.

Various types of the so-called magnetostrictive “inchworm” type of motor have been
proposed and built. A two-leg travelling machine using a magnetostrictive bimorph
actuator with 7.5 wm-thick polyimide was fabricated by Honda et al. (1994), see fig. 43b.
In an alternating magnetic field, it can travel in one direction. The maximum speed of
approximately 5 mm/s was obtained around the mechanical resonant frequency of 200 Hz.
Similarly, a many-leg linear-motor was also fabricated using a micromachined Si(110)
substrate and TbFe films, see fig. 45 (Halstrup et al. 1996, Claeyssen et al. 1997). The
13 pm-thick TbFe films were deposed on both sides of the substrate. Applying a magnetic
excitation field of 15 mT at a frequency of approximately 750 Hz and a magnetic bias field
of 30 mT, this motor can be operated at a speed of 3 mm/s.

The world’s first magnetostrictive thin film micropump prototype was made of four
laser micro-machined Si(100) wafers in combination with a bimorphous TbDyFe(15 um)/
Si(100)(50 pm)/SmFe(15 um) membrane and cantilever-type passive valves (fig. 46)
(Quandt and Seemann 1996, Quandt 1997). The radial magnetic field circuit is directly
placed on the membrane to permit a good penetration by the magnetic field. The
micropump is operated using an oscillating rectangle pulse for the membrane actuation.
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F :
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Leg Magnetostrictive thin film
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ey

M Fig. 45. Many-leg linear magnetostrictive micromo-
. i tor. After Claeyssen et al. (1997).
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Fig. 46. Schematic cross-section of a magnetostrictive membrane-type micropump. After Quandt (1997).

At the frequency of 2 Hz a maximum yield of approximately 10 pl/min. of methanol or
an outlet pressure of 1 mbar can be reached.

7. Summary and recent developments

Thin films having giant magnetostriction at low fields and an ordering temperature
high enough for the applications as magnetostrictive microactuators have been the
goal of magnetostriction researches. Various attempts have been focused mainly on
amorphous Terfenol and Terfenol-D (TbDyFe;) alloys. However, the magnetostriction
of these amorphous alloys has been found to be one order of magnitude lower
than that of its crystalline counterpart. Magnetic investigations have shown that such
amorphous R-Fe alloys could never offer promising magnetostrictive performances,
due to the distribution of the signs of the Fe—Fe interactions and the Fe- and
R-sperimagnetic characters. Another great disadvantage of the amorphous R—Fe thin
films, from the point of view of application in microsystems is the comparatively low
Curie temperature (7¢ <400K for amorphous Terfenol-D films). The polycrystalline
Terfenol-D film processes a room temperature magnetostriction of A; =~ 1500x107% and
T¢=650K. This film is, however, not suitable for micro-mechanical applications due
to its comparatively high coercive fields. Material designs always require a combination
between the advantages of the crystalline films (giant magnetostriction and high 7¢) and
the good magnetic softness of the amorphous films (low coercivity). In this context, the
nanocrystalline structure is expected to be able to realise this objective (Schatz et al. 1993,
1994, Williams et al. 1994, Miyazaki et al. 1997, Wada et al. 1997¢,d, Ried et al. 1998,
Winzek et al. 1999, Farber and Kronmiiller 2000a,b). In these alloys, the dimensions of
crystallites are sufficiently large enough to allow the exchange coupling to be effective
but small enough to prevent the appearance of any macroscopic anisotropy energy. Thus
one may consider the material as an isotropic ferromagnet, in which the magnetostriction
is expected to be the same but the magnetocrystalline anisotropy has disappeared. By
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combining the annealing temperature and time, the magnetostriction value can be doubled.
Indeed, the best magnetic properties were obtained on the ‘cold grown’ (Tbg3Dyg 7)1 Fe,
(with x~0.3) films annealed at T, =600°C for 10 minutes with a grain size around
10 nm: a saturation magnetostriction A =860x 107 and poH. =120 mT (Ried et al. 1998).
In addition, high-temperature annealing is not desirable because of the formation of iron-
rich phases, like RFe; and RgFey;, with even less magnetostriction and higher magnetic
coercivity.

According to the random anisotropy model (Herzer 1990, Hofmann et al. 1992), a
further reduction of the crystal size will reduce the coercive field if the exchange length
is larger than the average grain size. Hence, technologies which at the same time enhance
grain nucleation and limit grain size must be applied to achieve a fine nanocrystalline
structure. For this purpose Zr and Mo have been chosen as additives in order to enhance
grain nucleation and to limit grain growth, respectively. Practically, the influence of
the Zr and Mo additives on the crystallisation and the magnetic properties was studied
by Winzek et al. (1999). Films with 3at% Zr, crystallised at 973K for 10 minutes,
showed A =430x 1076 at uoH = 1.0 T and poH, = 120 mT, which was a large improvement
compared to the starting alloys: A =230x 1076 and poH, =300 mT. These additives were
also thought to enhance the growth of the RFe; grains and to hinder the formation of
RFe; ones. It is assumed that the latter was responsible for the high coercivity values
above 150mT.

In general, it should be noted that a reduction of the average grain size of the cubic
Laves phases below 10 nm and, therefore, the coercivity values below 100 mT could not be
achieved in single layer films. Grain growth, however, enabled one to control nanometer-
scaled multilayers with interlayers of Nb (Fischer et al. 1999, Winzek et al. 1999). These
authors fabricated a multilayer system containing TbDyFe +Zr with a thickness of 5nm
separated by Nb-layers with an average thickness of 0.25 nm. The introduction of a partial
Nb layer in this multilayer structure was thought to cause reduced dimensions and increase
the amount of inner surfaces, while Zr is assumed to play a dominant role in forming
nucleation centers for the nanograins. After 10 min. annealing at temperatures from
873K to 973 K the magnetic phase transition temperature increased from T¢=333K to
592 K accompanied by an increase of the magnetostriction from 265x 1076 to 5201076,
while the coercive fields increased from poH. =35 to 75 mT, which lies distinctively below
100 mT. Research is in progress to prevent not only the growth of crystallites but also
aging effects.

In the amorphous state, however, it is preferable to replace the iron by cobalt because
the amorphous alloys near to the composition a-RCo, (named a-TercoNéel, where Néel
identifies the laboratory where the magnetostriction of this composition was studied
first; Duc 2001) have higher ordering temperatures and higher magnetostrictions than
the equivalent iron-based alloys. In fact, the magnetostriction has been optimised in
a series of thin films of the type a-(Tb,Dy)(Fe,Co),: the material Tb(Feg45C0qg55)21
showed a high record magnetoelasticity of }**=63.5Mpa and A"2=1020x10"6, which
is almost fully developed at low fields. The giant magnetostrictions obtained in this
series of alloys has been explained in terms of an increase in the 3d-3d exchange
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coupling within (Fe,Co) sublattice. Recently, Danh et al. (2000) and Duc et al
(2000b) have reported a value of the magnetoelastic susceptibility y; =1.8x 1072 T (or
X = 1100 MPa) for a-Tb(Feq 55C00.45)1.5. (denoted a-TerfecoHan, where Han stands for
Hanoi, the capital where studies on this composition have been carried out; Duc 2001).
Values of magnetostriction and magnetostrictive susceptibility which are interesting
from the applications viewpoint are summarised in table 4. It is clearly seen that this
magnetostrictive susceptibility is comparable to that of the magnetostrictive multilayers.

Even better performances were obtained from magnetostrictive multilayers of the novel
type of “Spring Magnets”, where the saturation field of the magnetostrictive, amorphous
Tb-FeCo is lowered by increasing the average magnetisation through exchange coupling
with the soft-magnetic Fe~Co layers. In addition to this, increasing magnetisation by
closing the cone angle in a sperimagnetic structure is also an efficient means of
increasing low field magnetostrictive susceptibility, since this reduces the saturation
field, and the magnetoelastic coupling is strongly correlated to the mean value of the
magnetic moments correlation function. This process can be achieved by increasing the
molecular field. Experimentally, the molecular field of R—T may be strengthening in
the neighbourhood of the strongly magnetic FeCo layer. In this case, layers must be
sufficiently thin, then, a noticeable volume of the R~T layer may be submitted to the
large molecular field. In the last two years, important progress has been achieved in
magnetostrictive multilayer research. Ludwig and Quandt (2000) reported the possibility
of controlling the orientation of the magnetic easy axis by magnetic annealing and,
thus, were able to enhance the magnetostriction in the desired direction. An induced
uniaxial anisotropic multilayer TbFe/Fe can also be created by deposition under a
magnetic polarisation field. High amplitude flexural and torsional oscillation modes
were observed for these films (Le Gall et al. 2000). Duc et al. (2001a) reported a
large magnetostricitive susceptibility and discussed the so-called working point for the
magnetostrictive multilayers in microactuator devices.

In attempts to prepare the magnetostrictive multilayers consisting of nanocrystalline
magnetostrictive layers with soft magnetic interlayers, Farber and Kronmiiller (2000b)
have studied TbDyFe/Finemet multilayers (Finemet is a nanocrystalline FeSiBNbCu
soft magnetic alloy). The contribution of the individual layers to the magnetoelastic
couplings was deduced from their magnetoelastic data, where an opposite contribution
of the Finemet (b2 =15) with respect to that of the TbDyFe (b"?>=-18) was found.
In the TbDyFe/Fe multilayers, however, the magnetoelastic coupling has the same sign:
b¥-2 =22 and —6 for TbDyFe and Fe layers, respectively (Farber and Kronmiiller 2000b).

Attempts to reduce poH. also imply the possibility of shifting the working point
to lower fields. For this purpose, Quandt and Ludwig (1999) have prepared the
TbFe/FeCoBSi multilayers. It was shown that the FeCoBSi layers improved the magnetic
softness of the multilayer. Recently, Duc et al. (2001b) have succeeded in preparing
Th(Feg.55C00.45)1.5/(Yo2Feps) (i.e., a-TerfecoHan/n-YFe, Duc 2001) multilayers with
HoH.=0.5mT. Initially, this multilayer consists of the amorphous TbFeCo and not-
well crystallised FeCo layers. In this state, a soft magnetic and magnetostrictive
character with a coercivity toH.=3 mT and a parallel magnetostrictive susceptibility
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Table 4

Comparison of the magnetoelastic data for magnetostrictive bulk and thin-film materials
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Materials b"? (MPa) A2 (1079) 8b,/0B (Mpa/T) References
Bulk crystalline

Terfenol-D Tby 5, Dy, +Fe, 101 2400 568 [1]
Single layer films

a-TbFe, -19.4 321 20 [2]
a-Tby 7Dy, - Fe, -17.2 300 50 [3]
1-Tby . Dy, s Fe, 490 800 [4]
a-TbCo, 245 400 155 5]
a-Tby ,Dy, 1,C0, -15.1 260 190 [3]
a-Tb(Fey 45C0g55)2 —63.5 1040 300 [6,7]
a-Th(Fey 55C0.45)1 5 —65.9 1080 1100 8]
a-Tby 23 Dyg73(FegusCop.s5)2 -20.15 330 430 [6,7]
a-SmPFe, 25.9 ~380 9]
a-(StmFe,)g0 26B0 74 456 ~670 [10]
a-SmCo, 11.0 ~161 40 [7]
a-Sm(Feq ssC0p 1)1 54 274 -320 76 [11]
Multilayers

Tb, ,Fe, ;/Fe 20 300 [12]
Tby ;Do 73 Fe,/Fe -12 650 [13]
Tby 37Dy, 73 Fe,/Finemet 300 [13]
Tb(Feq55Cog,45)1.5/Fe -39 3040 [14]
Thy 4Feq ¢/FegsCog s —28 410 1000 [12]
Tby 37Feq 63/Feq.65C0g 35 -31.1 600 4000 [12]
Tbyg27Feq 73/Feq.75Cop 25 =27 348 4800 [12]
Thy 15 Feq g2/Feg 75Cog 25 —44.5 890 [12]
Tb(Feq 55C0p.45)1.5/Feg 85C0p 15 32 530 7850 [15]
Sandwich system

Ndg55Cog 75/ Tby 35 C0y 75/Ndg 35C0y 75 -152 248 560 [8]
Thy,25C0g 72/Ndy 25 C0g 75/ Ty 25 C0p 72 -16.5 270 117 [7,8,16]

References
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[3] Duc et al. (2000a)
[4] Ried et al. (1998)
[5] Betz et al. (1999)
[6] Duc et al. (1996)
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[8] Duc et al. (2000b)
[9] Honda et al. (1994)
[10] Kim (1993)

[117 S. David, unpublished data

[12] Quandt and Ludwig (1997)
[13] Farber and Kronmiiller
(2000b)
[14] Duc et al. (2001a)
[15] Duc et al. (2001b)
[16] Givord et al. (1996)

X 3|, max =3-8%1072 T~! had been achieved. This magnetostrictive softness was strongly
improved by heat treatments: poH.=0.5mT and x;; = 13x 102T! in a field of 1.8 mT.
These novel properties are associated with the development of YFe nanostructure layers.
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Aside from technical considerations, we must stress that studies on magnetoelastic
effects in thin films also present a fundamental interest. The magnetoelastic coupling
is quite dependent on the symmetry of the material. At the surface of any alloy, the
symmetry is broken since there are no neighbouring atoms. The surface contribution
to the magnetoelastic coupling, thus, must be considered. This contribution is usually
negligible in bulk materials, but it is no longer true for thin films where surface
effects are essential. In particular, for magnetostrictive multilayers the nature of
the interfaces is critical; their contributions to the magnetic and magnetostrictive
properties nceds to be considered. In this context, a general consideration of the
magnetoelasticity in the heterogeneous magnetic materials (including nanoscale thin films,
multilayers, superlattices, nanocrystalline magnetic alloys and magnetic granular films)
may be useful. As noted above the contributions of interfaces to the magnetic and
magnetostrictive properties have been experimentally verified in heterogeneous magnetic
systems. However, the magnetoelastic interactions as well as magnetic properties of these
materials are complex and need further experimental as well as theoretical studies. At the
moment, only phenomenological models can describe their properties.

Finally, significant improvements in the field of giant magnetostrictions have allowed
the design and test of some prototypes of microactuators and motors taking advantage of
a wireless magnetic excitation.
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1. Introduction

Muon spin rotation/relaxation/resonance (ULSR) spectroscopy has become an important
tool for probing local static and dynamic magnetic properties. In over two decades
a quite substantial body of USR data has been collected from rare-earth and actinide
materials, the latter, however, mostly restricted to samples containing uranium. To our
knowledge no special review of USR in f transition elements and their compounds exists.
A comprehensive review on uSR studies in magnetic materials has been published
by Schenck and Gygax (1995) and contains information on rare-earth and actinide
magnets. The main emphasis is on samples showing long-range magnetic order, i.e.,
ferromagnets (FM) or antiferromagnets (AFM). More recently a very concise review
by Dalmas de Réotier and Yaouanc (1997) under the title Muon spin rotation and
relaxation in magnetic materials has appeared. Its emphasis is to show with pertinent
examples the possibilities offered by SR for gaining information on magnetic properties
of various types. This is achieved on a high and comprehensive level. The paper only
offers an overview on magnetic LSR studies after 1993 (i.e., of work not contained in the
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review by Schenck and Gygax 1995) in the form of a table. Another review by Seeger
and Schimmele (1992) entitled uSR in magnetically ordered materials concentrates on
magnetic materials of the transition (3d) elements. In particular, the question of site
occupation by the muon in those materials is discussed in detail there. Hartmann (1989)
has briefly reviewed the basic aspects of Positive muons as a probe in magnetism. The
latest addition to this theme is an article by Schenck (1999) entitled Static magnetic
properties of metallic systems explored by USR-spectroscopy. It is not a review, but
discusses the theme on selected examples in good detail. Reviews on special aspects
of compounds with f transition elements exist, such as uWSR in heavy-fermion systems
(Schenck 1993, Heffner 1994, Luke et al. 1994a, and especially Amato 1997) and high-
T. superconductors (Nishida 1992, Uemura 1992, 1997, S.L. Lee 1999, Uemura and
Cywinski 1999). We shall cover heavy-fermion and related compounds with respect to
their often quite unusual magnetic behavior, but will not attempt a complete review of
high-7; materials containing f transition elements. Usually the rare-earth constituent has
little influence on the superconducting properties (with the notorious exception of Pr). We
will address the acute question of how cuprates containing rare-earth elements move from
magnetism into high-7; superconductivity. On this subject, USR is able to give important
insights.

The fundamental difference between 4f and 5f magnetism is the possibility of a
substantial delocalization of the 5f wave function in the light actinides. uSR is not
particularly well suited to give information on this aspect and, to our knowledge,
the question how USR reacts to highly delocalized magnetic moments has not been
treated theoretically. In consequence, few investigations have been carried out with the
declared goal to compare related actinide and rare-earth magnets and, in contrast to
other contributions within this series of monographs, we cannot report results under the
governing theme of evaluating differences between 4f and 5f magnets. However, we think
a review on USR magnetic studies of f element materials to be of use to the scientific
community dealing with the properties of rare-earth and actinide materials. Several new
aspects of magnetism have been discovered, especially in the realm of strongly correlated
electron systems. Although we attempt a broad coverage of the subject we shall not
list or comment on all data which have appeared in the literature. Often the early work
which had been important in establishing the field has been superseded by more recent
data. Since readers with expertise in other specializations in magnetism may not be
familiar with this technique, we begin with a brief description of USR, the experimental
requirements and the physical meaning of the spectral parameters before we enter into
a discussion of relevant data. We would be most happy if some of the readers would
see advantage in performing WSR measurements in their fields of interest and join our
growing community.

We had included in the original text of this review the literature (to the best of
our knowledge) published up to the end of 1999 and some not-yet-published preprints
that came to our attention. Delays in publication allowed us to update the article with
publications having appeared in 2000. Their discussion is usually added at the end of the
appropriate (sub)sections.
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2. The pSR technique

In this section we provide an overview of the technical aspects of USR spectroscopy
without going into details. The aim is to bring the reader to some understanding of what
is involved in a WSR experiment and what is meant by the termini technici which he will
encounter when studying original WSR literature.

2.1. General aspects

Basically, USR is the measurement of the temporal development of the spatial orientation
of the spins of muons which have been implanted in the material of interest with all
spins initially fixed in one direction (complete muon spin polarization). The three names
covered by the acronym WSR, namely muon spin rotation, relaxation or resonance, refer
loosely to different means of observation.

When speaking of Muon Spin Rotation one emphasizes the measurement of coherent
Larmor precession of the ensemble of muon spins in the magnetic field present at the site
of the muons embedded in the sample. The spin rotation frequency is a direct measure
of the magnitude of this field. To produce a precessional motion the field must have a
component perpendicular to direction of the muon spin. Usually, this can be achieved by
applying an external magnetic field in this direction, and Muon Spin Rotation is often
synonymous with transverse field uSR.

Muon Spin Relaxation refers to the observation of incoherent motions of the muon
spins which result in a loss of polarization with time. This will occur if the magnetic
field sensed by the ensemble of implanted muons is broadly distributed. If the local
field each muon sees in addition fluctuates randomly during a muon’s life we observe
what is called “dynamic depolarization”, but also a stationary distributed field causes
depolarization by phase incoherence (“static depolarization”). These two cases must be
clearly distinguished. The situation corresponds to the two relaxation times 7' (spin-
lattice) and 7% (spin—spin) in NMR. Muon Spin Relaxation measurements can be carried
out without observing spin rotation and thus are possible in zero applied field or with a
longitudinally applied field (i.e., a field applied parallel to the muon spin direction at the
moment of implantation). Longitudinal field measurements are the most appropriate way
to obtain a clear distinction between static and dynamic muon spin depolarization. Muon
Spin Relaxation hence mostly refers to zero or longitudinal field pSR.

The term Muon Spin Resonance defines a NMR-type technique. In the presence of
a static external field one induces muon spin flips by the application of resonant radio
frequency (Kitaoka et al. 1982, Kreitzman 1990, Hampele et al. 1990, Nishiyama 1992,
Scheuermann et al. 1997, Cottrell et al. 1997) or microwave field (Kreitzman et al.
1994). The resonance condition is detected via a loss of muon polarization. As in NMR,
frequency shifts and linewidth are the sensitive parameters.

There are still other means to carry out USR experiments. Most notably among them is
the so-called (Avoided) Level Crossing Resonance (LCR or ALC, Kreitzman 1986, Kiefl
1986, Heming et al. 1986, Kiefl and Kreitzman 1992, Leon 1994). In this review we will
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discuss only Muon Spin Rotation/Relaxation measurements since the other techniques
have not yet been applied to the materials under consideration. LCR has its main impact
on muon radical chemistry. Muon Spin Resonance experiments are most important for
the study of semiconductors.

In principle, uWSR can be performed either with positive or negative muons. The latter
behave like heavy electrons and will be captured into Bohr orbits by the atoms in the
sample material. They will quickly reach the 1s ground state, whose orbital radius,
however, is comparable to nuclear radii. Negative muons thus sense predominantly the
effects of the protonic charge distribution and the result is primarily of interest to nuclear
physics. In addition, the w~ will be captured quickly by the nucleus, meaning that its life
time is considerably shortened compared to the free muon lifetime (~2.2 us), especially
for atoms with large Z. Some aspects of u~SR on oxygen are of interest to the study
of high-7; superconductors (Nishida 1992) but in general, condensed matter physics or
chemistry studies are carried out exclusively with positive muons. They act chemically
like ions of a light isotope of hydrogen. As will be discussed in some detail further below,
the u* comes to rest at a site between the atoms (interstitial site in crystalline materials),
since it is repelled by their nuclear charge. In consequence, it senses the magnetic field
present near, but outside, the atoms. In the following, when speaking of pSR without
further specification we always refer to positive muons.

The magnetic field at the site of the muon in a magnetic compound is, at least in part,
created by the dipole moments on neighboring paramagnetic atoms or ions. As stated, we
can gain information on the magnitude of the field from the muon spin rotation frequency
and also (to a limited degree) on the spatial arrangement of the moments. From muon
spin relaxation times we gain knowledge on the dynamics and the couplings of these
atomic moments. Consequently, one of the important features of uSR is its capability to
serve as a microscopic probe of magnetism.

Competing microscopic methods in magnetism are the hyperfine methods such as
Mossbauer spectroscopy, Perturbed Angular Distribution, NMR or EPR. All these
techniques measure the magnetic field at the nucleus of a probe atom, this being
quite often the magnetic atom in a compound. EPR, like optical spectroscopy, actually
measures the disturbance of electronic states by the electron—nuclear hyperfine coupling,
and the hyperfine coupling constant is completely dominated by the magnetic field at
the nucleus. pSR senses the interstitial field, a quite different quantity. Furthermore,
the muon normally possesses no electron shell of its own in conductors and also
in most magnetic non-metals. This is another basic difference from the hyperfine
methods, where the field at the nucleus is either entirely created, or at least strongly
influenced by, the electronic shell of the probe atom. In certain materials, notably in
semiconductors, the muon may capture an electron forming muonium, which, however,
is too sensitive to magnetic fields to be useful in the study of magnetic materials
(see also sect. 2.4).

Relative to Mdossbauer spectroscopy, which is probably the most important hyperfine
technique for the study of magnetic materials, one has no limitation in temperature in
SR (no Lamb—Mdssbauer factor). Also, WSR can be applied to liquids and gases, but
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this is of course of little consequence in magnetism. A comparison between Mdssbauer
spectroscopy and [LSR can be found in Asch et al. (1988a).

One of the advantages of PSR compared to NMR is the possibility of measuring
relaxation rates of paramagnets in true zero field. The extremely high resolving power of
microwave resonance techniques often causes the signal to be lost in disordered magnetic
systems (strong inhomogeneous line broadening), while WSR, since it is mainly sensitive
to interstitial dipolar fields rather than nuclear hyperfine (contact) fields, is still capable of
detecting a spectrum. Finally, it should be pointed out, that for LSR no limitation exists
as to the type of atoms contained in the sample material.

Clearly, the most important method for gaining information on intrinsic properties of
magnets is neutron scattering, which is primarily a probe of long-range correlations. lLSR,
a local probe, cannot directly obtain a spin structure the way neutron diffraction can, but
the dipolar contribution to the field at the muon site (see sect. 3.1) is strongly dependent on
the spatial arrangement of the surrounding moments. Hence the uSR spectrum provides
a consistency test on any spin structure derived by neutrons. Differences may well exist,
however, because WSR is a much more local probe, which needs no large coherence
length. Consequently, USR is particularly sensitive to short-range order and other forms
of disordered magnetism.

Magnetic scattering of photons can in principle provide similar information on
magnetic structures as neutron diffraction. With neutrons, the cross sections for nuclear
(lattice structure) and magnetic (spin structure) scattering are roughly of equal magnitude,
but the magnetic photon scattering cross section is many orders of magnitude smaller than
that for charge scattering. Only the development of powerful synchrotron X-ray sources
has allowed this obstacle to be overcome and studies of magnetism via X-ray scattering
have emerged in recent years (see, for example, Isaacs et al. 1989 and Hannon et al. 1989).
A special case is X-ray resonant magnetic scattering (XRMS) where the photon energy
is set exactly on an absorption edge energy. This enhances the magnetic scattering cross
section by six orders of magnitude or more. The My and My absorption edges of the
actinides are particularly favorable, so this technique has been used largely for the study of
actinide compounds to date. XRMS has the additional advantage that it is both element
and site (through the slight variation of edge energy) sensitive. This method can be a
competitor for WSR because it also allows the detection of weak magnetism (i.e., moments
of the order 102up or less) as found, for example, in heavy-fermion compounds (Isaacs
et al. 1990, 1995). In contrast to SR, it is at present impossible to deduce the size (even
the order of magnitude) of the moment from XRMS data. Nonetheless, the spin structure
involving such small moments can be found. It also allows (especially in conjunction with
a related method, X-ray magnetic dichroism), at least in principle, separation of orbital
and spin contributions to the moment, which is a rather fundamental question of actinide
magnetism. USR can give no information in this respect.

There is also a considerable difference in the time window for the study of spin-
dynamical processes when comparing USR to other methods (see fig. 1). A brief
discussion of the different time windows in the various nuclear techniques has been given
by Dattagupta (1989). It is of special importance that nSR, as shown in fig. 1, bridges the
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gap between neutron scattering on the one side, and bulk magnetic measurements (i.e.,
ac susceptibility) on the other (Uemura 1989, Karlsson 1995). It is possible to relate the
muon spin relaxation rate to the general scattering function S(g,@) (Lovesey et al. 1990).
USR as a largely local method integrates over ¢ space. This is of course a serious loss
of information. On the other hand, SR measures at @ — 0, a region not accessible to
neutron scattering.

Studies in magnetism are but one application of uSR. Other fields where SR has
given important information is the diffusion of light interstitials, especially with regard
to quantum diffusion in metals, semiconductors and insulators (Kehr et al. 1982, Kondo
1986, Kadono 1990, Prokof’ev 1994, Storchak et al. 1996, Karlsson 1996). Other very
active fields are applications to chemistry with emphasis on chemical kinetics especially
in connection with radical formation (Brewer et al. 1975, Walker 1983, Fischer 1984,
S.EJ. Cox and Symons 1986, Roduner 1990, 1999, Fleming and Senba 1992) and also
the study of hydrogen states in semiconductors (Chow et al. 1995). uSR in life sciences
is discussed by Nagamine (1999) in an article on Exotic applications of muons.

From the point of view of the physics involved, uSR is closely related to NMR
(Slichter 1978). De Renzi (1999) offers in a recent review a detailed comparison between
NMR and pSR using well selected examples. From the point view of apparatus and
detection schemes, USR is more akin to nuclear or particle physics experiments. Reviews
covering the WSR technique are numerous (e.g.: Brewer et al. 1975, Karlsson 1982, 1995,
Chappert 1984, Schenck 1985, S.F.J. Cox 1987, Schatz and Weidinger 1992, Davis and
Cox 1996, S.L. Lee et al. 1999), but since the technique has advanced, the older ones
have lost some of their relevance. Tri-annually, a special international conference on USR
is held. Its proceedings were published in the journal Hyperfine Interactions up to the
1996 conference in Nikko (Japan). Proceedings of the 1999 conference (Les Diablerets,
Switzerland) have appeared in Physica B (Roduner et al. 2000). Although pSR emerged
in the early 1970s, its application to magnetism became more widespread in the 1980s,
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Table 1
Some properties of the muon

Property Symbol Value Units

Rest mass m, 206.77 m, (electron masses)
0.1126 m, (proton masses)
105.66 MeV/c?

Mean life T, 2.197 us

Charge [N +e (elementary charge)

Spin S, #/2

g-factor &u 2.00233

Magnetic moment s, 4.84 x 107 U (Bohr magnetons)
8.88 Uy (nuclear magnetons)
3.18 Y, (proton moment)

Gyromagnetic ratio Y/ 27 135.54 MHz/T

particularly with respect to spin-dynamical studies. Disordered and frustrated magnets,
spin glasses, critical phenomena, Kondo-lattice and heavy-fermion systems, the interplay
of magnetism and superconductivity, especially in high-7;, superconductors and related
materials, are some of the subjects being actively studied with uSR.

2.2. Properties of the muon

The muon, when discovered in cosmic ray studies by Neddermeyer and Anderson (1938),
was thought to be the Yukawa meson which transmits the strong forces between nucleons,
but about 10 years later it became apparent that it is not the particle postulated by
Yukawa (which is in fact the pion or 5T meson). Within the standard model, the muon is
a fundamental particle. As such it is a point-like object without internal structure. With
its neutrino it forms the second generation of the family of leptons, the first family being
the electron and the third the tauon, always together with their neutrinos. Fundamental
particles come in particle—antiparticle pairs. By convention, the u* is the antiparticle and
strictly speaking, we are concerned with “antimuon spin rotation/relaxation”. A short
review of the history of the muon has recently been given by T.D. Lee (1994). Due to its
past, the muon is still on occasion referred to as the w meson. This is of course wrong
since mesons are composite particles containing a quark and an antiquark. The properties
of the muon of interest here are summarized in table 1.

One finds the muon to be ~200 times heavier than the electron and ~10 times lighter
than the proton. The finite mean life of the muon is long from the point of view of timing
resolution of modern electronic circuits and poses no detection problem. The muon carries
electric charge and spin. Consequently it has a magnetic dipole moment which is small
compared to the moment of the electron but larger than the protonic moment. The size of
its magnetic moment makes the muon an ideal probe for the relatively weak interstitial
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fields in materials. The Larmor precession frequency of S, in the field B, at the muon
site 1s given by:

Ju = (W/27) - By (1)

The USR signal can typically be followed over 57, (ie., ~11 ps). Assuming that S,
must make at least one half turn in this period, one obtains a minimum observable field
value on the order of a mT. Good WSR spectrometers can resolve a precession period of
2-5ns!, putting the maximum observable field in the range of 3—5 T. Similar arguments
put the limits for muon spin relaxation rates between 0.001 and 100 ps™! under favorable
conditions. It must be emphasized that the latter numbers refer to the decay rate of the
muon spin polarization. In magnetism one is interested in the fluctuations of the magnetic
moments in the sample which drive, via magnetic coupling, the muon spin depolarization.
The average fluctuation period of the moments provide the correlation time for the local
field at the muon, which causes muon spin relaxation. Observed relaxation times and
the underlying correlation times need to be connected by an appropriate model. We shall
discuss these aspects whenever the need arises.

2.3. Muon generation and decay

Muons take part in numerous elementary particle reactions. For WSR applications, the
decay of pions is the source used. That means for positive muons

T — w+v,  with 7; =26 ns. )
Pions in turn are produced in medium energy nucleon—nucleon collisions. For example:
p+p— T +p+n 3

Typically, one directs a beam of protons with a kinetic energy in the range 0.5-1 GeV
onto a target of light nuclei such as Be or C.

Pion decay is mediated by the weak interaction and full parity violation comes into play.
In particular, the neutrino (here v, ) always has lefi-handed chiral symmetry, meaning that
its spin Sy (being #/2 like that of the muon) is oriented in the opposite direction to its
linear momentum (py). The pion has spin zero. Conservation of momentum in its decay
(eq. 2) requires that the neutrino (v,) and the muon (u*) are ejected 180° apart in the
rest frame of the pion. Since the orientation of Sy is fixed to (Sy T! py), the same must
hold for the muon (S, 1| p,.). We thus get perfectly spin polarized muons with their spin
directed opposite to their line of flight. The situation is illustrated in fig. 2. Under certain
circumstances (to be discussed in the next section) the pion rest frame is identical with
the laboratory frame (“surface muon” beam). The linear momentum given to the muon
from pion decay at rest is 29.8 MeV/c which corresponds to a kinetic energy of 4.1 MeV.
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Fig. 2. Spin and momentum of decay products
of the pion seen in the pion rest frame.

The decay of muons once more involves weak interactions and full parity violation.
For the positive muon one has

W — e +ve + ¥, )]

The situation here is more complex than in pion decay since there is now a three particle
final state. The easily detectable signature of muon decay is the emitted positron (e*).
As in nuclear ff-decay (also governed by the weak interaction), the kinetic energy of the
positron (electron) is distributed continuously between £ = 0 and E = Ey,,x, where E.x
is the decay energy arising from the mass difference of initial and final particles. In the
case of muons, Enax = 52.3 MeV. The prominent effect of parity violation in muon decay
is the anisotropic spatial distribution of the emitted positrons (see Commins 1973). The
probability dP(©, £, ) of finding a positron with energy between E and E + dE at a time
between ¢ and ¢ + dr in solid angle d€2, located at the angle & with respect to the muon
spin at the moment of decay is given by

dr

— —t/ Ty
oar g~ CExHE,O). (5)

C(F) is the energy distribution function and W (E, ) is the angular distribution function
of the decay positrons. The latter can be expressed as

W(E, ©) =1+ ay(E)cos O, (6)

and is the quantity essential for USR. The factor ay is called the initial asymmetry and
is strongly dependent on positron energy. The positron detectors used in uSR usually
are not sensitive to the energy of the particle detected and thus one integrates from
energy zero to En,, with C(E) as the weight function: this gives ay = % In practice,
the initial asymmetry is often somewhat smaller (typically ay =~ 0.2) due to a number of
experimental conditions. The resulting angular distribution is shown as a polar diagram
in fig. 3.

Even for ayg = 0.2 one has a substantial spatial asymmetry. It means that a detector
counts 40% more positrons when the muon spin is oriented in its direction compared
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Fig. 3. Polar diagram of the angular distribution of positrons from muon
decay. The pattern with g, = 1 results if only positrons near £,,, are
counted; the pattern a, = % when all positron energies are sampled with
equal probability. The distributions are rotationally symmetric around
the muon spin direction (z-axis).

to the opposite spin direction, which is a very large effect indeed. It easily allows us to
pinpoint the muon spin orientation at the moment of decay. Since the initial orientation (at
t = 0, that is at the birth of the muon) is known, a measurement of the time distribution
of the decay positron rate with a fixed detector position directly reflects the temporal
development of the muon spin motion. This is what uSR is about.

In summary, parity violation in weak interactions provides an easy means to obtain
a beam of perfectly polarized muons via pion decay and thus fixes initial muon spin
orientation. In the decay of muons, parity violation comes into action for a second time in
allowing the determination of the final muon spin orientation by a fairly simple counting
experiment.

A modern survey on muon production and related subjects including an outlook on
further developments is available from Eaton and Kilcoyne (1999).

2.4. Muon implantation

The interest of the uSR physicist (or chemist) lies in determining how the muon spin

moves due to its coupling to internal fields after the muon has been implanted into the

material under study. One directs the beam of polarized muons onto a sample thick and
large enough to stop all impinging muons. The proper selection of sample size depends

on beam characteristics and will be discussed in sect. 2.5.

Implantation involves the slowing down of muons from MeV energies to thermal
energies which is an intricate process not fully understood in all details. The different
steps involved are reviewed by Brewer et al. (1975). We shall forgo a discussion and just
point out two basic features which must be satisfied:

(1) The perfect polarization of the muons should not be disturbed in the deceleration.
This is realized in most cases, especially in metals.

(2) The slowing down time must be very short compared to the mean life of the muon.
Again this condition is well satisfied, the time span to achieve thermalization being
100 ps or less in condensed matter.

At high incoming energy the muon is slowed down by ionizing collisions with atoms.
This phase is well described by the Bethe—Bloch formalism which allows, in good
approximation, calculations of the range of muons in matter. The time between subsequent
collisions is so short that S, has no chance to precess even in a strong local field and
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hence keeps its initial orientation. At energies of a few keV the positive muon forms
muonium, the hydrogen-like bound (u"e™) state.

As mentioned, in semiconductors and insulators, muonium may remain stable until
thermal energy is reached. In such cases the WSR experiment is performed on the
interaction of muonium in matter. The hyperfine coupling between muon and electron
makes muonium far more sensitive to magnetic fields than a bare muon (vacuum muonium
has an effective Larmor frequency of 13.9 GHz/T compared to 135.5 MHz/T for the bare
muon. Muonium-like states in solids can have values as “small” as 1/2 of the vacuum
value). We shall not go into a discussion of SR studies involving muonium. The already
mentioned reviews of UWSR spectroscopy (especially Brewer et al. 1975, S.EJ. Cox 1987,
Davis and Cox 1996) describe the situation in detail. Most recently a review on “muonium
states and dynamics” has appeared (S.FJ. Cox 1999). One point needs mentioning: in
paramagnetic materials, muonium-like states (if present) result in precession frequencies
or muon spin depolarization rates higher than a PSR spectrometer can resolve (see
discussion in sect. 2.2). Such signals are simply lost, meaning that they do not contribute
to the initial asymmetry which, in consequence, is reduced accordingly. This is referred
to as “missing fraction”. Even when muonium is stable as the stopped state, the time
spent as muonium during slowing down is so small that no significant change in muon
spin orientation occurs.

In conductors (which are the prime concern of this review) the positive charge of the
muon is shielded substantially by a conduction electron cloud and muonium is not stable.
In this case we end with a 100% polarized positive muon at thermal energy embedded in
the sample material. Due to its positive charge, the u* is repelled by atomic nuclei and
usually finds the position which has a minimum of potential energy between the atoms,
that is, in a crystalline lattice, an interstitial site. The site taken up by the muon in a
crystal is a priori not known. This is not as serious as an outsider first believes. Much
basic information on magnetic behavior of the sample material can be drawn from the
USR spectra without knowledge of the muon site. Of course, for a quantitative analysis
of the strength of internal fields as well as a discussion of spin structures, the site must
be known. We shall discuss in sect. 3.6 means to determine the muon stopping site.

Thermal energies may be enough to initiate muon diffusion, especially in elemental
metals with simple crystal structures. That is to say, the muon hops from one interstitial
site to a neighboring one on a time scale less than a us. It is often trapped after some
diffusional motion at a lattice imperfection. The study of muon diffusion has already
been mentioned as a major application of USR spectroscopy. From the point of view
of magnetic studies, muon diffusion is usually an undesirable complication. It is good
practice for magnetic studies to check on the mobility status of the muon, at least in the
temperature regime of interest.

The muon carries charge and spin and hence is not a completely innocuous probe.
The question of how much materials properties are altered by the presence of a muon
appears regularly, especially in situations where USR senses an unusual behavior that
defies simple explanation. The positive charge of the muon will repel surrounding atomic
nuclei. This results in a local distortion of lattice symmetry. It usually deepens the
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interstitial potential, an effect known as “self-trapping”. The distortion may also alter the
local crystalline field interaction, an effect considered, for example, by Campbell (1984).
In principle, local magnetic properties sensed by the muons could be influenced via such a
mechanism. A most pronounced feature arises from the fact that in conductors the positive
muonic charge will attract a screening cloud of conduction electrons. The spin of those
electrons contributes to the contact magnetic field at the muon site (see sect. 3.1) which,
in consequence, is enhanced over the normal value present without a muon. The latter can
in principle be measured by neutrons. The muon and the neutron result on interstitial spin
densities may be different by a factor of two (see Hartmann et al. 1986). The presence
of a muon may also locally change the band structure, an effect which had to be taken
into consideration, for example, in connection with the WSR Knight shift in Sb (Lindgren
et al. 1986) and for the hyperfine fields at muons implanted in ferromagnetic metals such
as Fe, Co and Ni (Kanamori et al. 1981, Lindgren et al. 1987, Akai et al. 1992). Whether
the presence of a muon influences and locally alters the spin structure of an ordered
magnet is an open question. Such an effect is conceivable if the spin structure results
from different competing interactions of nearly equal strength. The additional electric field
gradient produced by the lattice distortion caused by the muon may upset this balance.
There is no clear evidence of such muon-induced effects in materials with electronic
magnetism, except perhaps singlet—ground state systems (sect. 5.1). In the majority of
cases the muon senses the intrinsic magnetic behavior of the material studied, but it often
emphasizes features not seen by other methods.

Finally a word concerning radiation damage. The muon as a rather light particle causes
little damage in general. Also, the intensities of muon beams are weak from the point
of view of radiation damage dosages. In a local picture, the muon comes to rest a fair
distance away from the region of strong ionization, which occurs at the early part of its
track. In addition, the charge recombination time in metals is very short compared to the
muon life time. In good insulators or especially in molecular crystals some concern may
arise as to the question of local radiolysis remaining at time scales comparable to the
muon life time. Recently pSR measurements studying this problem have appeared (e.g.,
Storchak et al. 1995a,b). A recent review on the subject is available (Storchak 1999).

2.5. Muon beam characteristics

Muon beams used in WSR can be distinguished by their time structure (pulsed vs.
continuous) and also by the muon momentum or energy (surface vs. decay-channel
beam lines). The two differing features, time structure and muon energy, are completely
independent of each other. There exist, for example, pulsed surface beams and
pulsed decay-channel beams. Their different properties render the various beam types
advantageous for different applications. We discuss first the time structure.

At pulsed beam facilities the protons hitting the muon production target are bunched
into pulses. Requirements to be met are:
(a) the pulse width must be short compared to 17,
{(b) the repetition period must be long compared to 17,,.
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Fig. 4. Raw muon spin rotation spectrum (analogue plot) observed out to very late times on a pulsed muon

beam (RAL-ISIS). Note the logarithmic vertical scale. Surface muons are stopped in pure Ag. Also visible .

is the distortion at early times due to the finite muon pulse width. (The data shown were taken at the time

of commissioning the facility. Meanwhile, pulse structure has been improved and the time span over which
distortion occurs is cut in half.)

The two pulsed muon facilities available currently (KEK in Japan and RAL in England)
meet these conditions well. They have pulse widths somewhat less than 100ns and
repetition rates of 20 and 50 Hz, respectively. The pion life time (7; = 26ns) is short
compared to the proton beam pulse width, therefore the muon beam possesses roughly
the same time structure as the proton beam. Details on these facilities can be found in
Nagamine (1981), Nagamine et al. (1994), Eaton et al. (1988, 1994) and Borden et al.
(1990). The RAL facility offers more intense muon beams. The advantage of a pulsed
beam is a less severe restriction on muon rate (discussed in the next section) and the
fact that, after the pulse has arrived, the beam line is “quiet”, that is, no further particles
will impinge on the sample. The result is, the recorded muon spectrum is free of random
background, which allows the extension of the measurement to very late times (approx.
107,). At this point only few muons have survived, the signal intensity is extremely weak
and can be observed only against a negligible background intensity. Figure 4 depicts a
muon spin precession pattern (explained in sect. 3.2) followed out to 22 us. The price
paid for this impressive feature is the spectral distortion at early times and a limitation
in time resolution of spectral- features due to the muon puilse width (now about 100 ns at
ISIS). In fig. 5 the :uSR spectral response (initial asymmetry) is plotted against the spin
precession frequency for the ISIS pulsed muon beam. Clearly, the upper limit is around
8 MHz. As shown by Cottrell et al. (1997), this limit can be overcome in principle by
using radiofrequency fields.

In general, pulsed beam measurements will not give information on fast relaxing
(depolarizing) signals or spin precession patterns with higher frequency. In addition
to gaining detailed information -on very slowly relaxing patterns, pulsed uSR allows
the experimenter to apply, synchronous with the muon pulse, certain environmental
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conditions to the sample, which can not be kept up continuously. The most important
cases are the application of RF fields in a muon spin resonance experiment (Nishiyama
1992, Scheuermann et al. 1997) or light, to study for example, photon excitations in
semiconductors (Kadono et al. 1994). Scheuermann et al. (1997) report on the combined
synchronous application of RF and illumination with light. Also, pulsed magnetic fields
have been applied (Motokawa et al. 1990).

In a continuous beam the muons arrive at the target randomly without any dominating
time structure. (The proton accelerator, typically a multiple-sector cyclotron, accelerates
protons in bunches coupled to its RF-frequency, being about 50 MHz. The beam extraction
techniques blur this time structure, so that usually it is hardly noticeable.) The time
resolution is determined by detector construction and the electronic circuits used to verify
the proper sequence of signals (muon in, positron out). It is usually around 0.5 ns. With
special efforts 100 ps can be reached (Holzschuh et al. 1981). This shifts the frequency
response relative to a pulsed beam (which is shown in fig. 5) by more than two orders
of magnitude, into the range of 100 MHz. But the beam is always “on” and the signal
to background ratio gets poor at late time in the histogram. The typical limit for the
observation of a WSR spectrum is up to 4-5 7, about one-half the time range available
with a pulsed beam. In addition, as will be discussed in the next section, the electronic
circuitry needed in case of a continuous beam limits the maximum allowed count rate
of muon decay events. The two prominent uSR facilities featuring continuous beams
are TRIUMEF, Canada and PSI, Switzerland. Details on their facilities can be found in
Arseneau et al. (1997) and Abela et al. (1994), respectively.

For continuous muon beam data, there is also a short time after the muon stop (z = 0)
for which the data are distorted and cannot be used. Often called “initial dead time”,
this period is usually less than 30 ns, and with some care in setting up the counters and
electronics can be reduced to as little as 5ns. While often of little consequence in many
USR experiments, the size of the dead time limits the maximum relaxation rate that can be
measured, and disordered magnetic states with rare-earth moments often generate muon
relaxation times of less than 10 ns, so initial dead time is an important consideration in
the experiments described in this review.
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A new design of a pSR facility called “MORE” (at PSI) brings to continuous beams
the long time ranges of observation typical for pulsed beams (see Abela et al. 1999).
The principle is briefly outlined in the next section. Figure 6 shows a comparison of
spectra with the MORE function on and off (labeled “conventional”). In time range it
is comparable to the spectrum shown in fig. 4. It offers, in addition, the good frequency
resolution of continuous beams and is hence especially advantageous for the study of
weakly depolarizing high-frequency spin precession patterns.

We now shift our attention to beams with different muon energies.

A surface muon beam uses pions that decay at rest in the laboratory frame. Then, as
stated, the muon has the kinetic energy of ~4 MeV and 100% spin polarization (opposite
to the direction of flight). The advantage, relative to decay channel beams to be discussed
further below, is that little sample material is needed to stop the muons, typically around
100 mg/cm?. The distribution of range at 4 MeV impact energy is roughly 20% of range.
In sect. 2.7.4 we shall discuss means to improve the situation further, so that even smaller
samples, especially small single-crystal specimens, can be used. The surface muons
emerge from pions stopped in the production target. Since the emitted slow muons are not
very penetrating, they must originate from pions that have come to rest near the surface of
the target hence the name: “surface” muons. Unfortunately, stopped negative pions will
undergo rapid nuclear capture before they decay into muons. In consequence, surface
beams are possible only for positive muons. The name does not imply that surfaces of
samples can be studied with such muons. The required stopping thickness of 200 mg/cm?
means deep bulk. True surface studies require muons in the eV regime. Low-intensity
“ultra-slow muon beams” are now becoming available (see sect. 2.7.5).

A surface beam is contaminated with other particles, especially positrons. Due to their
lower mass the positrons are much faster than the muons at a fixed momentum. They are
filtered out of the beam by a velocity separator using crossed electric and magnetic fields.
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Increasing both fields together, the separator can also serve as a spin rotator, allowing the
muon spin to be turned (prior to implantation) perpendicular to its linear momentum.
Such an arrangement offers the advantage that a magnetic field applied along the beam
axis is transverse with regard to S, and induces spin precession without deflecting the
beam by exerting a Lorentz force on the muons. This is a necessity if transverse fields
in excess of some 10mT are applied. A typical surface beam line is shown in fig. 7.

In a decay channel beam, high-momentum pions (~200MeV/c, corresponding to
E,; ~ 100 MeV) are extracted from the production target and allowed to decay in flight.
Beam line geometry collects only those muons ejected either along (forward muons)
or opposite (backward muons) to the direction of the pion momentum. In both cases,
the muons have a high momentum along the original flight direction of the pions in the
laboratory frame. The typical muon energies are around 100 MeV (forward) and 40 MeV
(backward) which is at least one order of magnitude higher than for surface muons.
The stopping range for backward muons is typically 1-2 g/cm?. However, not all of this
matter needs to be part of the sample. In roughly the first half of the stopping range the
muons are only slowed down but rarely come to rest. Therefore, an appropriate thickness
of “degrader” (e.g., polyethylene) is placed in front of the sample. The final angle of
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acceptance for muons emerging from pions decaying in flight reduces the degree of muon
spin polarization to = 75%. This, in turn, leads to a reduction in initial asymmetry.
For backward muons the spin points in the direction of flight, for forward muons in the
opposite direction. Forward decay muons are rarely used nowadays for condensed matter
studies, although much of the earlier work (before ~1970) was successfully done on such
beams. Backward muons can be used in cases where a long penetration length is tolerable
or even required, as for example in high-pressure studies.

In modern facilities, the decay channel for the pions is a superconducting solenoid,
about 8 m long producing a field around 5 T. This forces both the pions and the muons
to helical trajectories. The decay path length in the laboratory is shortened, beam
optics is improved, and beam contamination reduced. The muon momenta are much too
high to construct a velocity filter (and also the degrader helps to remove positrons).
Accordingly, traveling-beam spin rotation is not possible and deflection by transverse
fields is comparatively small. Decay channel beams can be switched to deliver either
positive or negative muons.

The standard beam spot area is ~3 cm? for both a surface or a decay channel beam.
For the former roughly 0.5 g of material is needed, for the latter about 5g to carry
out a WSR study with ease. Special equipment and considerable experimental effort
allows a reduction of the sample diameter to 0.5cm and of the sample thickness to
50mg/cm? (surface beam) thus gaining nearly an order of magnitude with respect to
material needed.

2.6. The recording of USR spectra

The basic layout of a uSR spectrometer (without electronics) is shown in fig. 8. Its
performance will be discussed for the case of a (continuous) surface beam, a nonmagnetic
sample and a transversely (to the beam axis) applied external field generated by a pair
of Helmholtz coils. The sample may be placed inside a cryostat (or an oven, etc.) with
appropriate windows (i.e., thin mylar) for muon transmission. The beam is collimated
roughly to sample size by lead collimators. A thin transmission plastic scintillation
detector, labeled “M” (for muon counter) is placed upstream of the sample. When an
incoming muon passes through M, the detector delivers a signal which establishes zero
time (¢y) and starts a digital clock (TDC = time to digital converter). It is assumed that the
sample is big enough to stop all impinging muons. A special technique for small samples
will be discussed in sect. 2.7.4. Located downstream behind the sample is a scintillation
detector for decay positrons labeled “Dg” (for forward detector). When Dr registers a
decay event (positron), it sends a signal to the TDC which stores the elapsed time span
t— 1o as a digital (time channel address) number. This procedure is repeated for a large
number of incoming muons. After an appropriate time of data collection all registered
decay events are stored in their appropriate time channels and then transferred into
computer memory. In this fashion one obtains the time histogram Nr(t) of the temporal
dependence of decay positron count rate in the forward counter. One uses typically ~4000
time bins and Np(f) can be modeled as a continuous function.
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Fig. 8. Schematic of a WSR spectrometer. With a pulsed beam the M-counter is not needed. Collimators placed
after the M counter are only suitable for decay-channel beams. Further explanation in the text.

Let us first assume that the external field is switched off. Furthermore, we have assumed
that internal fields do not exist (nonmagnetic sample). Thus, no magnetic interaction
works on S, which remains stationary. Under those circumstances Ng(¢) simply reflects
the muon decay process:

Ne(t) = N()eit/ru.

Now the field is turned on. Using the coordinate system presented in fig. 8, we have
S, || (-z) and By, || x (since B, is assumed to be the external field only). It follows that S,
precesses in the (y,z)-plane. The angular distribution W (®) of the emitted positrons is
coupled to the motion of ;. At time zero, S points away from Dy and Ne(¢) o< (1 — ap).
Half a precession period later, S, points towards Dy and Ng(#) o« (1 + ag). The count
rate Np(¢) will thus be modulated with the amplitude a; and the muon spin precession
frequency f,. One finds

Ne(t) = Noe "™ [1 — agG(¥) cos(27tf, t + D)]. (7)

The phase angle @ takes care of a possible angle between the detector axis and
the direction of initial muon spin polarization. It mostly appears when a geometrical
misalignment of the detector exists. In rare cases it can have a deeper origin (i.e., a delayed
formation of a magnetic state). A muon spin relaxation function G(#) has been added for
completeness. It allows for a possible loss of degree of polarization with time (e.g., by
incoherent spin motion). For the case under discussion (B, = B,,,) one has G(t) = 1.
A time histogram, as given by eq. (7), was shown in fig. 4.
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In principle, we have now properly recorded a pSR spectrum. In practice, one often
improves the situation by placing a second positron detector Dy (backward detector)
upstream from the sample (with a central hole for undisturbed transmission of the beam).
The same electronics as described for D is used for Dg. Thus one obtains

Na(t) = Noe ™ [1 + apG(2) cos2afut + )], (8)
since the precession phase is shifted by 180°. Forming the backward—forward ratio

— t
% = A1) = ayG(2) cos2tfyt + B), ©)
gives directly the time-dependent count rate asymmetry .A(¢), usually referred to as the
“uSR asymmetry spectrum” (this is an idealized discussion; some corrections will be
presented in sect. 3.5). An example is shown in fig. 9. For simplicity we shall leave out
the phase constant @ in the future. The procedures for analyzing a SR spectrum will
be outlined later in sect. 3.5, after having discussed the fundamentals of the parameters
which determine the spectral shape. Some researchers label the forward and backward
counters oppositely, which leads to a change of sign in eq. (9).

One additional important condition must be ensured by electronic circuitry. In a
continuous-beam experiment, only one muon at a time can be allowed in the sample
to ensure a proper correlation between “start” and “stop” pulses. Since the muons arrive
at random times it is possible that the M counter will be triggered a second time before
a stop pulse is recorded. Such events must be rejected by an additional logical circuit
called the “muon gate”. It is set by the M counter pulse and reset after ~5 muon life times,
independently whether a “stop” pulse has been recorded or not. If a recorded “stop” pulse
were to reset the gate, early decay events would have a higher probability of detection
and distortions in the time histogram would result. If the M counter is triggered during
the time the muon gate is on, a “veto” pulse is generated which prevents the acceptance
of any stop counts until the gate is reset. As a consequence, one must keep the muon
beam intensity low enough that double triggers within 5 7, are rare events. Clearly, one
does not want the muon gate time to be too long: it presents a true dead time of the
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counting system. In conventional continuous beams it is therefore inefficient to have time
histograms which extend to very late times in the histogram (more than 10 us). Also
the background produced by “chance correlations” between start and stop pulses cause
spectral distortion at late times (see fig. 6). Under the conditions described, one typically
collects a total of 6 to 8 million decay events in time histograms per hour.

For a pulsed beam the counting logic is somewhat different and simpler. The M counter
is not needed, the start signal can be derived from the proton pulse extraction. With each
pulse a large number of muons (typically 10°) enter the sample, but all at the same time
(with the uncertainty of the pulse width). The TDC must accept multiple stops and record
the proper time bin for each such event. After about 107, the TDC is stopped, its contents
transferred to the histogramming memory and reset. The apparatus then waits for the
next muon pulse. No muon gate is needed and the spectrum can be recorded out to late
times without penalty. The restriction in count rate (muon pulse intensity) is given by
the maximum rate the positron detectors and their circuitry can handle. About 70% of
the muons implanted by one pulse decay within the first 2 us, and the counters will be
overloaded if too many muons are contained in each pulse. The problem can be eased
somewhat by dividing Dr and Dy into several independent detectors, each with its own
pulse-handling circuit. 16 to 64 segment detectors are common. Such an apparatus is
shown in fig. 10. The counts recorded by each segment must be stored separately. Final
addition is done by the data analysis program. 10 to 20 million decay events per hour in
the uSR spectrum can be obtained.
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We mentioned the MORE apparatus which offers some of the features of pulsed beam
data collection for continuous beams. The acronym MORE stands for Muons On REquest.
Its basic feature is a fast-switching electrostatic beam deflector (for surface muons only)
which extracts one muon out of the beam and sends it towards a USR spectrometer. After
107, the system is ready for the next muon to be extracted. This ensures that at any
time only one muon is in the sample and the muon gate circuitry is not needed. Time
resolution is not blurred by a finite pulse width when compared to a pulsed beam, but
count rates are lower. The system runs parasitically on a beam line which delivers surface
muons to a conventional spectrometer when the beam deflector is off (which is most of
the time).

Whatever facility is used, collecting a WSR spectrum is not instantaneous, but requires
time since the accuracy of the data is governed by the usual counting statistics. If a
total of n counts has been collected in one time channel the uncertainty of that value
is v/n. With the rates quoted one needs counting times from 0.5 to 1 hour to have a
satisfactory ratio between signal and statistical noise, especiaily at later times in the
histogram. In case of weak or very complex USR signals this observation time can
become up to an order of magnitude larger. This discussion of spectrometer operation
should make clear to the reader that the required counting time for a spectrum can not
be shortened by further increasing the muon beam intensity. In order to perform a uSR
experiment one must apply at the facility for the beam time one considers essential for
the studies envisioned. Usually available beam times are oversubscribed and a peer review
committee scans the applications (once or twice a year) and recommends beam time
(often less than applied for). In addition, particle accelerators are complex machines and
beam time losses due to equipment malfunctions occur. As a result USR data sets are
sometimes not as complete as one would like and WSR investigations often extend over
long time periods.

To conclude this section we show in fig. 11 the layout of a modern (pulsed beam) USR
facility (ISIS). The (800 MeV, 200 nA) pulsed (50 Hz) proton beam from the synchrotron
accelerator hits first a thin muon (pion) production target (~5mm carbon), then the thick
(and strongly cooled) spallation neutron target (either uranium or tungsten) and is finally
stopped in a beam dump. Heavy radiation shielding (not shown) is required around the
experimental facilities. The neutron target is surrounded by several neutron beam lines
with their instruments. They are of no interest here. Two muon beam lines are situated on
both sides of the carbon target leading to the “EC MUON FACILITY” and the “RIKEN
PROJECT”. The “EC” beam line is a pure surface muon beam. Near the end of the
beamline a switchyard directs muon pulses aiternately to three different WSR beam ports
(called MuSR, EMU and DEVA), which thus operate simultaneously. Located just in front
of the pulse switching system is the velocity filter (separator). The “RIKEN” beam line
possesses a superconducting decay channel (located just after the first bending magnet)
and therefore can also deliver higher energy decay channel muons. Switching devices
distribute the muon pulses to three different ports as well. The two muon beamlines
operate independently of each other. More details on the ISIS muon facilities can be
found in the article by Eaton and Kilcoyne (1999).



uSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 81

70 MeV Linac

Q

OSIRISG® RIS
Ay
VESTA
CRISP //POLARIS Synchrotron
ROTAX SURFDLOQ (TOSCA) 800 MeV
o \"i 1 HET = §RIKEN Project

PRISMA Xy 2 /4

Fig. 11. A modern pSR facility: the setup at the ISIS neutron spallation source of RAL. This is a pulsed

muon facility running parasitic on the neutron source. It is at present the most intense pulsed muon facility in

operation. The neutron target with its spectrometers is at the far left side, the muon production target is more
to the center of the drawing. KARMEN is a neutrino facility. For furter details see text.

2.7. Special applications

It is the purpose of this section to show that uSR spectroscopy can be adapted to a wide
variety of experimental conditions. We have mentioned earlier the special features offered
by a pulsed muon beam, such as the synchronous applications of light and/or RF pulses.
Many new adaptations of uSR spectroscopy are still under active development and the
field becomes richer and more versatile constantly. The most exciting new prospect is
probably the “ultra-slow muon beam” which will be discussed briefly in subsect. 2.7.5.

2.7.1. Extreme temperatures

We have already pointed out that there is no limit on sample temperature imposed by the
SR method per se. The vast majority of uSR experiments are carried out between 300 K
and ~3 K using conventional cryostats.

Low-temperature facilities reaching base temperatures of 10-50mK with the use of
dilution refrigerators (see Lounasmaa 1974) are also common to most uSR facilities. To
keep beam heating low, surface muon beams are best used. A stream of 10° particles/s
impinging on the sample, each particle depositing ~5MeV, result in a heat load of
~100 nW. This in principle allows even lower temperatures to be reached, but no urgent
need for such extreme temperatures has been seen.

High-temperature data up to ~1200K have been reported in connection with studies
on iron above the Curie temperature (Herlach et al. 1986). These types of experiments
include muon spin resonance data (Hampele et al. 1990) with a surface beam. The main
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problem with incorporating a heating device is the need for thin windows (so that surface
muons can enter). The system used is described by Majer et al. (1988). The relatively
high Curie temperatures in perovskites and orthoferrites also demand the use of heated
samples, as will be discussed in sect. 6.2. In summary, elevated temperatures to ~1000°C
pose no severe experimental problem in WSR studies. One must be aware, however, that
at such elevated temperatures the muon is likely to diffuse, especially in metallic lattices.
One also has the problem of temperature-generated vacancies which may trap diffusing
muons (see for example Herlach et al. 1986).

2.7.2. High magnetic fields
The usual uSR port uses Helmholtz-like coils for the generation of static transverse or
longitudinal magnetic fields. The field range is typically up to 0.4 T. As mentioned earlier,
transverse fields above 0.01 T cause severe beam defiection in case of a surface muon
beam, so a spin rotator is mandatory. It allows the field to be applied along the beam axis
even for a transverse field measurement. For decay muon beams the restriction of field
magnitude in transverse geometry is less severe. Transverse fields of about 0.8 T have been
used in connection with stroboscopic USR spectroscopy (Camani et al. 1978, Klempt et al.
1982, Schenck 1985). Those fields were generated by electromagnets and the stroboscopic
methods were mainly undertaken to determine the rather minute muonic Knight shift
in diamagnetic metals. The demand on field uniformity is high in transverse geometry
(<1075 to avoid inhomogeneous line broadening (signal damping)). Electromagnets
cannot be easily configured for longitudinal geometry since this requires a bore in at
least one of the pole shoes for transmitting the beam into the field region. It is difficult to
analyze transverse field spectra for fields in excess of ~1 T because the spin precession
frequency approaches the spectrometer time resolution limit. Even at fields exceeding
~0.2T the analysis of TF spectra can turn out to be difficult. A special technique for
high transverse field data using a rotating reference frame has been described by Riseman
and Brewer (1990). Higher fields can be produced by superconducting Helmholtz coils.
They are always placed longitudinal to the beam momentum. Setups for LF measurements
cover the range up to 2-5T, although time differential measurements usually become
difficult above ~2 T because of poor performance of the positron scintillation detectors.
The highest fields are more useful for LCR (or ALC) measurements where only time
integral counting is required (see Kieff and Kreitzman 1992).

The highest fields in a SR study have been used by Motokawa et al. (1990), employing
a pulsed resistive solenoid. Clearly, this technique also calls for a pulsed muon facility.
The experiments were carried out at the BOOM facility in Tsukuba, Japan. The maximum
field intensity was 16 T, the pulse length 1 ms and the repetition period 2 s. The application
of very high fields is of interest for the study of magnetic phase diagrams and of magnetic
moment fluctuation rates in paramagnets in the fast fluctuation limit (see sect. 3.2.3).
Only one very high field study on a R compound has been carried out (PrCo,Si; by
Nojini et al. 1992 — see sect. 5.5.2) to date. Unfortunately, the data are of very limited
accuracy. The (basically very powerful) method has not been pursued further although
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much more intense pulsed muon beams are now available. The field limit could certainly
be increased by a factor of two. The general disturbance of surrounding electronics by
the intense electromagnetic pulses poses a serious problem at general USR facilities.

2.7.3. High pressure

The application of high pressure reduces the separation of neighboring atoms and
therefore causes changes in overlap of their outer electronic orbits. Clearly, this is an
important parameter in magnetism in general and in 5f magnetism in particular, where
overlap strongly influences the localization of the electrons responsible for magnetic
properties. High-pressure measurements have been pursued with vigor in nearly all areas
of experimental condensed matter physics.

USR spectroscopy unfortunately can not be extended easily to high pressures. Whatever
way pressure is applied, the beam must pass through a fair amount of material before
reaching the sample. Only decay channel muons can be used, which, in turn, demand
fairly large sample sizes. Furthermore, it is important that hydrostatic conditions prevail,
since internal stress in the sample will produce lattice defects which may trap muons and
also can cause wide distributions in internal fields which then cause rapid damping of the
KSR signal (see sect. 3.2). The most widely used Bridgeman opposed anvil technique is
problematic for USR spectroscopy.

The easiest solution is an oil pressure cell. This has been used for the study of the
volume dependence of the local field in the transition metals Fe and Ni (Butz et al. 1980).
The pressure range was 0.7 GPa (7 kbar). The most serious drawback of such a setup is
its limitation in temperature. Even at moderately low temperature the oil will freeze.

Rare-carth and actinide magnetism studies call for low temperatures. The solution then
is a gas pressure cell. Such a system using compressed He gas as the pressure transmitting
medium has been developed by Butz et al. (1986). It 1s now stationed at PSI with some
modifications (Kratzer et al. 1994a).

The gas high-pressure system is designed for pressures up to 1.4 GPa. Helium solidifies
in the low-temperature—high-pressure regime. Solid helium, fortunately, can not support
significant shear forces and consequently the all important hydrostatic conditions are
not seriously violated. Helium compression is achieved in two steps. First, the gas is
compressed to 0.3 GPa and stored. This is followed by a pressure intensifier which
is a piston system with an area ratio of 63:1, driven by a water-cooled hydraulic oil
compressor. After equilibration the pressure is stable for several days. All high-pressure
components are mounted inside the isolated area which is only accessible if the high
pressure is released (via an electro-pneumatic valve).

A typical high-pressure cell made from CuBe is shown in fig. 12, top. Its central
bore has 7mm diameter and ~70 mm length. The pressure limit was 0.9 GPa, i.e., less
than the design limit of the gas pressure system. The pressure cell is cooled by a
closed cycle refrigerator with a base temperature ~12 K. Stammler et al. (1997) describe
a new combined cryostat/furnace system which allows temperatures between 4K and
~800 K employing a cell made from a titanium—aluminium—vanadium alloy. For applying
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Fig. 12. Top: High-pressure cell (CuBe) used in the studies of rare-earth metals and intermetallic compounds
up to 0.9 GPa (9kbar). Bottom: ZF-uSR spectrum of FM gadolinium metal inside the CuBe high-pressure cell.
The oscillating signal (see also inset) is the spontaneous spin precession pattern of Gd. The Gaussian relaxation
spectrum comes from muons stopped in the cell walls. After Schreier et al. (1997) and Kalvius et al. (20001).

transverse fields the usual Helmholtz coil arrangement is used. Weak longitudinal fields
are available from two small air coils. Even under favorable conditions, at least 50% of
the uSR signal arises from the cell. It is thus important that the sample and cell signal can
clearly be separated. In transverse field measurements this requires a noticeable Knight
shift of the sample precession frequency. In zero field one either needs spontaneous spin
precession from the sample (ordered magnet) or at least a fairly rapidly depolarizing
signal. An example of a ZF measurement under high pressure on a FM sample (Gd
metal) is shown in the lower panel of fig. 12. It demonstrates well the large background
signal on which the sample signal rides. High-pressure studies with this system have
been carried out on the elemental rare-earth metals and some intermetallics. They will
be discussed in sects. 4 and 5. Recently, succesful tests have been carried out with a
small clamp-cell device which can be inserted into the standard cryostats of the uSR
spectrometers (D. Andreica, private communication; see also Kalvius et al. 2000f). The
disadvantage is that the cells must be removed for pressure changes. Higher pressures
and lower temperatures than available at present should be possible.

USR measurements under uniaxial stress have also been reported but not for 4f or
5f materials. For example, in studies of Fe metal, Kossler et al. (1985) used a compressed
air-driven piston at room temperature while Fritzsche et al. (1990) glued their sample to a
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metal backing (Al or W) having markedly different thermal expansion coefficient. When
cooling to low temperatures (2.7 K) strain was induced.

2.7.4. Small samples

The usual beam spot diameter of ~20 mm requires, even for a low-energy (surface) muon
beam, samples of several 100 mg with the corresponding surface area. For novel materials
this is often a prohibitive requirement, especially if single crystals are to be studied.
Basically, uSR does not require single-crystalline samples, but often special features are
only exhibited when single crystals are used. The uSR method works well with a sample
consisting of a mosaic of small single crystals if these are available in corresponding
numbers. The difficulty then is that the orientation of the crystalline axes must be known,
at least roughly, for all the specimens.

Collimation of the beam hardly works beyond a reduction of ~50% in “illuminated”
area. The collimator must be placed some distance in front of the sample to avoid that
forward or backward detectors pick up positrons stemming from muons stopped in the
collimator. The divergence of the muon beam and especially scattering of muons by the
collimator and also in the start counter, the cryostat windows ezc. break up the collimated
beam again in the case of surface muons.

One fairly simple solution is to surround the small sample with material in which
implanted muons are quickly depolarized or in which muonium is formed, whose
precession frequency (especially if sizable transverse fields are applied) is well beyond
the time resolution of the spectrometer. Powdered high-quality y-Fe, O3 is a material of
choice. Still, this leads to a poor signal/background ratio in the WSR spectra and hence
to a severe loss in data accuracy.

It is more effective to sense muons that do not stop in the sample and to veto
the corresponding events by electronic means. The basics of such a system, originally
developed at TRIUMF (Kiefl et al. 1994, Arseneau et al. 1997) is shown in fig. 13.

The sample, which is considerably smaller than the bore of the beam collimator
(~10mm dia.), is mounted on a thin mylar foil on top of a cup-shaped scintillation
detector (veto counter). The mylar is essentially transparent to the incoming muons. Thus,
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: - — Fig. 13. “Low-background” WSR spectrometer
L, for small samples. After Kiefl et al. (1994).

Explanation in the text.
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all muons which are not stopped in the sample will trigger the cup-shaped counter. Its
detection pulse is used to veto the start pulse from the muon counter (Ty;). The positron
telescopes will register decay positrons only if the two detectors L; and L, or R; and
R, respectively, are triggered in coincidence. This leads to a restricted acceptance cone
as shown in fig. 13 and excludes positrons originating from muons decaying in the cup
detector. The whole system (except the photomultiplier of the veto counter and the L. and
R telescopes) are mounted inside the exchange gas vessel of an axial cryostat. As shown
the system is set up for TF measurements with left (L) and right (R) positron telescopes.
It can be adjusted to ZF measurements when using a spin rotator. Since events not coming
from muons stopped in the sample are altogether suppressed, the beam intensity can be
increased (if possible) so that usual counting rates are achieved even for small samples
and essentially background free spectra of high quality can be obtained. Kiefl et al. (1994)
used a high-T; single-crystalline sample (YBCO) of only 36 mm? and ~50 mg total mass.
Arseneau et al. (1997) describe a more elaborate system mountable in a vertical
cryostat. A variation of the scheme described has been used by Chakhalian et al. (1997)
(denoted as “uSR x 2”) for simultaneous recording of Knight shift data (see sect. 3.2.1)
from a sample under study and a reference material (e.g., Ag). The inside detector (S)
is placed so that muons stopped in the sample trigger S and M in coincidence. An
anti-coincidence trigger of S and M identifies a muon stopped in the reference material
surrounding the sample. The coincidence and anti-coincidence events are routed to
different sections of the histogramming memory. “Cross talk” between the two spectra is
negligible and variations in Knight shift of less than 100 ppm could readily be resolved.
The ideal solution to the small sample-problem is of course a very narrow muon beam.
The demands on beam optics are high and not easily fulfilled under the general conditions
of primary beam and production target size. Its construction certainly would be costly.

2.7.5. Low-energy muons

While the method just described definitely improves the situation for comparatively thin
samples as well, there are limits as to the electronic suppression of start signals triggered
by muons not stopped in the material under study. If the sample is rather thin, the more
proper approach is to use muons with reduced stopping length, i.e., with lower energy.
By setting the muon momentum selector magnet appropriately, a standard surface muon
beam (muon momentum ~30MeV/c) can be tuned down to about 20 MeV/c before all
useful intensity is lost. This method has been used in the study of amorphous DyAg
(Kalvius et al. 1986), where the sample was a sputtered film of 50 um thickness. By
tuning to 22 MeV/c about 70% of the muons were stopped in the sample (which had a
large surface area). Torikai et al. (1994) reported on measurements of magnetic MnSb/Sb
multilayers using the same technique. They obtained a useful spectrum for a sample
consisting of 40 layers of MnSb (1 monolayer)/Sb(49 A), sandwiched between two 500 A
layers of Sb grown epitaxially on a polyamid surface with a beam tuned down to
18 MeV/c. The corresponding low muon energy tolerated no windows between production
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Fig. 14. Left: Apparatus for low-energy (LE) WSR at PSI. Normal surface muons enter from the right and
are moderated by a condensed gas target. The LE muons are separated from the non-moderated muons by
the electrostatic mirror. The mirror turns the linear momentum but not the spin which is now perpendicular
to the line of flight. The beam passes the trigger detector, is accellerated (or decellerated) to the appropriate
energy (1-30keV) and focused onto the sample. The whole system is in ultra-high vacuum in order to maintain
surface cleanliness of the moderator and the sample. Right: Depth dependence of B,,, — B,,q (see text) at 20K in
B; =10.4mT for a 700nm thick film of YBa,Cu;0,_;. The dotted curves are calculations based on a London
model for different field penetration depths A. Afier Morenzoni (1998) and Niedermayer et al. (1999).

target and sample. This experiment surely represents the limit for conventional muon
beams, but shows that extreme situations can be handled.

Real surface, interface or thin film studies (i.e., measurements on only a few
monolayers) require a beam of “ultra-slow muons”, i.e., muons with energies in the
keV range. Such beams are under development at present at KEK, ISIS (both pulsed)
and PSI (continuous). Two rather different approaches are used. Morenzoni et al. (1994,
1996, 1997), Morenzoni (1997, 1998) at PSI generate practically 100% polarized muons
of ~10eV by moderating muons from a standard surface muon beam (~4MeV) by a
thin film (~100nm) of a van der Waals gas (e.g., Ne, Ar, Ny) condensed on a surface
at cryogenic temperatures. The moderation process is fast (~10ps) and preserves muon
spin polarization. Efficiency, however, is still small (~10~%). The moderated muons are
the source of a new beam of ultra-slow muons which is transported and tuned (1-30keV)
by electric fields. An intricate technical problem is the (transmitting) muon start counter.
The low-energy muon spectrometer now installed at PSI is shown in fig. 14 (left). It
has recently been commissioned for scientific measurements, but beam intensity is still
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low (some 10%s™'). An example of a typical measurement now possible is shown in
fig. 14 (right). The study is concerned with the change of field distribution generated
by the flux lattice of a type II superconductor in the Shubnikov phase near the surface
(Niedermayer et al. 1999). The variation of internal field within the triangular flux
lattice produces a distinctive asymmetric distribution of the field sensed by the muons. It
exhibits a tail towards high fields coming from regions close to the vortex core, a cusp,
which corresponds to the most probable field Bg,y at the saddle point between adjacent
vortices and a sharp cut-off on the low-field side (Riseman and Brewer 1994). One finds
Bgaq < Bey. According to calculations based on a London model, the overall width of the
field distribution diminishes and Bg,g moves towards the value of the externally applied
field as the sample surface is approached. By varying the muon kinetic energy between
30 and 3keV one is able to probe layers of the sample between 135 and 18 nm. From
measured TF spectra, the field distribution sensed by the implanted muons was derived
by Fourier transforms. Figure 14 (right) depicts the variation of Bey; — Bs.g as a function
of implantation depth of the low-energy muons for a 700 nm thick film of YBa;Cu3O7_
covered by 70 nm of Ag. The dotted curves are the model calculations for different values
of the London penetration depth. The agreement is excellent. The data set gives a fine
impression of the depth selective measurements now possible. A rather detailed survey
on the PSI system, on the behavior of low-energy muons and on recent applications has
been prepared by Morenzoni (1999).

A basically similar low-energy muon system is installed at ISIS. The pulsed beam
circumvents the start counter problems, but beam intensity is even lower.

The group at KEK (Nagamine et al. 1995, Miyake et al. 1995, 1997) produces ultra-
slow muons by first generating thermal muonium at the surface of a hot tungsten target
placed in the pulsed primary proton beam. They then resonantly ionize the muonium
by synchronously pulsed intense light from an UV laser. The resulting thermal p* are
electrostatically collected and form the pulsed ultra-slow muon beam with about 50% of
muon spin polarization preserved. The . spin is adjusted perpendicular to the beam axis.
Test spectra have been obtained for a 10 nm Au sample. Intensity is still very low.

In summary, ultra-slow muon beams are now available to the experimenter. This
expands USR to the acute research fields of surface-, interface- and multilayer physics.
Magnetic multilayers are of course of prime interest in lanthanide magnetism.

3. nSR magnetic response
3.1. The local field at the muon site

In the standard semiclassical formulation, the magnetic influence of the material on the
muon is represented by an effective field B, which acts on the spin §, of the muon at
its interstitial site. By, can be expressed as the vector sum of various contributions, but
this separation into different terms is mostly artificial and only a convenience. It must
be emphasized that the muon sees only one resultant field independent of its sources.
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First we separate By, into B, coming from outside the sample and Bj, originating from
magnetic dipole moments inside the sample

B, = B,y + B (10)

B, is a field usually generated by Helmholtz coils. By is produced by the fields of
(i) magnetic dipole moments on (paramagnetic) atoms in the magnet, (ii) nuclear dipoles,
and (iil) by conduction electron spin polarization at the muon site. Of course, nuclear
dipole moments are normally three orders of magnitude smaller than atomic moments and
in magnets we may in general forget the nuclear fields. But under special circumstances
the depolarizing influence of fields from atomic as well as nuclear moments can become
comparable and then proper data analysis requires both to be taken into account (see
sect. 3.4).
We separate the internal field into

Bii = Beon +Bdip~ (11)

Both terms originate from the same set of dipoles. By, is the direct dipolar field of the
moments surrounding the muon. We will return to it shortly. The term B, is called
the Fermi contact field and is produced by the net spin density of conduction electrons
in contact with the muon. The spin polarization of the conduction electrons in turn is
induced by the dipole moments on lattice sites. One finds

Beon = _%.uO He 6:ce(nT - nl); (12)

with 1 the electron’s magnetic moment, and #n' (n') the density, at the location of the
muon, of conduction electrons with spin Je “up” (“down™). Spin polarization means
nl = n'. By is often also called the “hyperfine field”, a nomenclature coming from
NMR. Clearly, B, will be absent in non-conductors.

The a priori calculation of B, is a difficult task. In solids one must start from a
band structure algorithm. As discussed in sect. 2.4 those calculations need to take the
presence of the muon into account. In addition, the positive charge of the muon increases
the conduction electron charge density around its site. In practice, B.,, most often is a
parameter to be determined experimentally, for example by measurements of the muonic
Knight shift (see sect. 3.2.1). Even then, it is not trivial to connect B, with the size of
the atomic dipolar moments present.

The field generated by a magnetic dipole /i at the vector distance r from the muon site
is given by

to) 3r(E-r)fir 1)

50~ () = )

The total dipolar field Bg;, felt by the muon can then in principle be calculated by carrying
out the appropriate lattice sum Zj Bj(rj) over the whole crystal. Although simple in
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Fig. 15. The Lorentz construction.
The case shown refers to a sample
fully magnetized by an externally
applied field. Symbols in the Lorentz
sphere: solid circle and arrow, para-
magnetic ion; open circle and arrow,
implanted muon on interstitial site;
broken lines, dipolar field lines; dots,
conduction electron density.

principle, the calculation of dipolar sums often presents difficulties since they converge
rather slowly. However, modern computational techniques make the direct solution of
dipolar sums possible.

One often makes use of a concept developed by Lorentz instead. Most of the sample
is considered a uniformly magnetized continuum. Around the point of interest a sphere
(called the Lorentz sphere) is carved out of the continuum (see fig. 15). The dipolar
contribution to By of dipoles inside the sphere (called By, is calculated as a dipolar
summation but the summation extends only over a rather small number of ii;. A useful
tensorial technique to evaluate B has been described by Meier et al. (1978), Meier
(1984) and Seeger and Schimmele (1992). The rest of the sample is approximated by the
Lorentz field B, produced by fictitious magnetic “surface charges” on the inner surface
of the Lorentz sphere and by the demagnetizing field Bgem produced by similar charges
on the outer surface of the sample. Obviously Bgyem vanishes for a truly infinite sample.
We have

Bdip = B(/ﬁp + Bigr + Bem, (14)
and in summary for the local field:

Bu = Bcon +B(Ijip +Bior + Byem +Bapp~ (15)
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One finds B,;= %MOMdom where My, is the magnetization of the domain in which the
Lorentz sphere is situated. Strictly speaking this result is true only for non-conducting
compounds since in metallic ferromagnets an additional (but usually small) contribution
to My, arises from conduction electron polarization which is of course not part of
Bgp. The demagnetizing field can be expressed as Bgem= —H,/N'Ms where N is the
demagnetization tensor (a quantity depending on the geometrical shape of the sample)
and Ms is the total sample magnetization. For a spherical sample N = % Using such
a shape and enforcing My,m =Ms by fully saturating the material, magnetically reduces
eq. (15) to

B, = B, + Beon + Bapy, (16)

which represents a significant simplification.

In general B4, is a troublesome quantity (especially for a polycrystalline sample
consisting of oddly shaped grains) since it produces non-homogeneous fields which
substantially increase (Bﬁ) and hence static damping. Of course, a contribution by B e,
can be avoided altogether by measuring in zero field. This is the standard procedure in case
of ordered magnetism (see sect. 3.3). If ferro- or ferrimagnetism is present one must be
sure that the sample shows no remanent magnetization. In paramagnets the magnetization
is usually small for the fields used in uSR. It can be a problem, however, for Knight shift
measurements in strong paramagnets such as the heavy rare earths.

The crucial point in the Lorentz construction is how to select the size of the
Lorentz sphere. Its radius must be large compared to interatomic distances, otherwise
the dipolar sum strongly depends on the sphere’s volume. On the other hand it must
be less than domain dimensions in order to have a unique definition of M 4uy. These
conditions can, however, be fulfilled quite well. Finally, we point out that the Lorentz
construction has originally been developed for ferromagnets. No macroscopic or domain
magnetization exists in antiferromagnets under ZF conditions and both the Lorentz and
the demagnetization fields are not present. An antiferromagnet, however, has a well-
defined susceptibility. In consequence a magnetization develops in the presence of an
external field (spin canting). Then Bj,; and Bg., must be taken into account.

By, and B, differ in their directional dependences. While B, will point into (or
opposite to) the direction of Mgyem, this is in general not the case for Bgj,. Symmetry
arguments show that Bﬁip always vanishes if cubic symmetry exists for the location of
surrounding dipoles with respect to muon site. Furthermore, any isotropic distribution of
dipoles (i.e., a powder sample) leads to Bfﬁp =0 when one averages over the whole crystal.
One must not forget, however, that B, =0 does not imply (Bﬁ) =0! In addition, due to
their difference in spatial dependence, the vanishing of B[ﬁp does not necessarily mean
that B, also vanishes. We return to this problem in sect. 3.3.

One can imagine influences of the muon also on By;p. Firstly, the muon distorts the
lattice around its position (self-trapping, small polaron). This can change the dipolar sum
over the first neighbor shell. Secondly, the muon may not be that well localized at » = 0,
even if it does not diffuse from site to site. The muon could have an extended wave
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function ranging over the whole interstitial site or it may carry out jump motions within
the interstitial hole (caged diffusion). A certain averaging of Bfﬁp(r) is the most obvious
consequence (see Meier 1984). Whether an overlap of the muon wave function with the
electronic wave functions of neighboring atoms can also influence the magnitude of their

magnetic moment is an open question.

3.2. uSR spectroscopy of dia- and paramagnets

The purpose of this and the next section is to familiarize the reader with the basic features
of uSR spectra of magnetic materials and the parameters which determine their shape.
We shall stay on very general grounds. In actual magnetic studies the situation may be
considerably more complex. The discussion primarily follows the original development
of USR spectral theory which, as already stated, closely followed the NMR analogue.
It is thus geared to interaction with nuclear moments. This is in fact the situation that
prevails in diamagnets. The extension to electronic moments is not always straightforward.
Paramagnets are a simple case, because in general the electronic moments can be viewed
as approximately point-like, independent dipoles. One important difference is that nuclear
dipoles can in most situations considered to be static, but electronic moments are usually
dynamic. Nuclear spin relaxation times are seldom shorter than 107, so their correlation
time is much longer than the muon life time. In contrast, electronic spin fluctuation
frequencies in free paramagnets are beyond the GHz regime and therefore reside in the
fast fluctuation limit, which will be discussed below. The extension to ordered moments
is more complex and not fully solved in the more exotic cases. We shall treat the basics
for ferro- and antiferromagnets in the following section and spin glass behavior in sect. 8.
Special cases will be discussed as the need arises.

In a material containing dipolar moments (either electronic or nuclear) the muon
at its resting place (to be discussed in sect. 3.6) experiences an effective magnetic
field B, (either static or fluctuating in time), as discussed in the previous section.
The individual members of the muon ensemble that generates the PSR spectrum (see
sect. 2.6) do not see exactly the same field By, even if all muons come to rest at
one type of internal site. This is due to small changes in the local surroundings, in
particular with respect to the field generated by nearby dipoles with different spatial
orientation. By B, we denote in the following the mean field sensed by the muon
ensemble (for clarity we no longer use the notation (B,)). We will introduce, where
necessary, an appropriate parameter which describes the distribution of fields around its
mean By,. In addition to getting information on the magnitude of B, and its distribution,
a major objective of USR in magnetic materials is the measurement of the muon spin
relaxation function which then can be related to the dynamics of the spin ensemble in
the sample material. We turn now in succession to USR spectra obtained in the three
fundamental experimental geometries, excluding muon spin resonance and level crossing
data. A review on “USR relaxation functions in magnetic materials” appeared recently
(Uemura 1999).
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3.2.1. Transverse field measurements (Knight shift)

“Transverse field” (TF) means that the applied field is oriented perpendicular to the
initial muon spin polarization. As mentioned, this does not necessarily mean that the field
is oriented perpendicular to the muon beam. With a surface beam, it may be oriented
along the beam momentum when the muon spin has previously been turned by a spin
rotator (see sect. 2.5). We restrict this discussion (except for some short remarks) to the
strong-field limit, that is to say, we assume that the local quantization axis for muon
spin and its surroundings is determined by the externally applied field alone. Then only
the secular term in the Zeeman interaction of the local moments with B,,, need to be
considered (details can be found, for example in Schenck 1985, chapter 2.3.1). Sensing
a transverse field, the muon spin will precess in the plane perpendicular to the field axis,
which generates the asymmetry spectrum

A(t) = aoG«(t) cos(2mf,1). a7

The asymmetry A(f) has been defined by eq. (9). The spin precession frequency f, is
directly proportional to the magnitude of By:

Jo =/ 2m)By,. (18)

We shall discuss the information contained in f, below. G, (?) is the transverse muon spin
relaxation function as indicated by the index x (the z-axis is commonly fixed parallel to
the muon spin).

In the case of a dense system of randomly oriented moments, the field distribution can
be assumed to have Gaussian shape. Truly random orientation is certainly fulfilled for a
nuclear moment system (except at extremely low temperatures, which are out of the reach
of uSR). For electronic moments it is strictly true only for a free paramagnet. This field
distribution is added to B,,, and in summary B, is distributed. The width of this field
distribution can be characterized by its second moment, the so called polycrystalline Van
Vieck moment, originally derived for nuclear moments:

oy = (2) L S i = (o) Ly S (19)

where [ is the nuclear angular momentum, y; the corresponding gyromagnetic ratio and
#; is the distance to the ith dipole from the muon site. An analogous expression could be
used for electronic moments. In general one can write

= (), @

with (Bﬁ) being the width of the (Gaussian) field distribution. This leads to the transverse
field relaxation function

G.(1, T) = exp {—ozrz [(%) 1 +exp(—%>”, @1

which is commonly referred to as Abragam relaxation. 1/7 is the fluctuation rate of B.
Inherent assumptions as to the relaxation process are hidden in eq. (21). The derivation
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by Abragam (1961) is based on a Gaussian-Markovian process meaning that the field
correlation function takes the form

(Bu(t) By(O)) = & ! 2
u(®) - By( )>—W€XP -z ) (22)

u

As seen from eq. (17), the relaxation function G,(#) is the envelope of the spin precession
pattern cos(27tf,?). Its form is shown in fig. 16 for 7 as the parameter. In the static limit
(7 — o0) we have pure Gaussian relaxation

Gi(t) = exp [-10%]. (23)

In the fast fluctuation limit (z — 0), the decay of muon spin polarization becomes
exponential:

Gy (t) = exp[—0?1t] = exp[—At]. (24)
According to eq. (20) one finds

A=0*t=y (B})T. (25)
One often denotes o as the szatic and A as the dynamic relaxation rate. They are usually
given in us~! (corresponding to 10° rad/s). One notices, especially from fig. 16, that the
damping becomes weaker with rising fluctuation rate. This effect is known in NMR

as motional narrowing. Static (Gaussian) relaxation of muon spin precession is also
sometimes called inhomogeneous broadening, again borrowing from NMR. We illustrate
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Fig. 17. Transverse field uSR spectra showing the limiting cases of (a) static (Gaussian) and (b) full dynamic
(exponential) depolarization. From Karlsson (1995).

the limiting situations of static and dynamic damping with the two spectra shown in
fig. 17.

According to eq. (21), transverse field measurements allow, in principle, separation
of the static field width (ox 0) from the fluctuation rate (1/7) in an intermediate case.
In practice, this is rather difficult and the combination of zero and longitudinal field
measurements are more powerful in this respect, as will be shown further below. In the
static limit (T — oo) we can extract the second moment of the field distribution (see
eq. 20). In the fast fluctuation limit only the product 627 appears (eq. 24) and independent
information on one of the two quantities is needed.

One basic assumption leading to eq. (21) was the Gaussian shape of the field
distribution. We had stated that this requires a dense system of moments. In dilute systems
(if less than ~10% of the surrounding atoms have a moment — see Kittel and Abrahams
1953) the field distribution is close to a Lorentzian shape (Walstedt and Walker 1974).
A Lorentzian has no second moment and the distribution width must be characterized by
its half width at half maximum. It will not show motional narrowing: whether the local
field is static or fluctuating, the experimenter will observe exponential relaxation, whose
relaxation rate is basically insensitive to the field fluctuation rate 1/7. In this case not
much reliable information can be extracted from TF data. Dilute moment systems are
therefore usually studied with ZF- and LF pSR.

We now discuss the information obtainable from the muon spin precession fre-
quency f,. The strong-field limit means that the external field is large compared to internal
field contributions and f;, is mainly determined by Bj,,. Furthermore, for a truly random
distribution of internal fields we expect their mean to be zero. The applied field, however,
causes (a perhaps very weak, but still finite) magnetization of the sample and thus destroys
the full randomness of moment orientation. As a result, a small internal field adds to the
applied field. The resulting spin precession frequency Vl‘jbs = yuB, is slightly shifted from
the value VE = YuBapp expected if the external field alone were present. This is known as
the muonic Knight shift. One defines the Knight shift constant

BIL
Bapp.

K= (26)
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B, is obtained from the uSR spectrum but B,,, must be determined separately with
high precision (e.g., with a NMR probe or by a uSR measurement on a diamagnetic
material where the deviation of K from 1.0 is known to be very small). The Knight
shift is a measure of the interstitial susceptibility. It is expected to follow the bulk
susceptibility but deviations can occur under certain circumstances. As an illustration
of normal behavior we show in fig. 18 the frequency shift as function of temperature for
PrAl, in the paramagnetic regime.

As discussed in sect. 3.1 the internal field has two components, the dipolar and the
contact (hyperfine) field. In the polycrystalline average (and if the bulk susceptibility
is isotropic), the dipolar contribution averages to zero. The Knight shift then allows a
determination of the contact field magnitude. For more details on muon Knight shifts,
the reader is referred to Schenck (1985) chapter 4.1, or Schenck (1999).

For single-crystalline samples, the dipolar field also contributes to the Knight shift
(even in the simplest case an applied field lifts cubic symmetry), leading to an angular
dependence K(@). Furthermore, the Van Vleck equation (eq. 19) is not valid in this case.
One major reason is that nuclear spins / will not only feel the Zeeman interaction, but may
in addition experience quadrupolar coupling if the atom (nucleus) possesses a quadrupole
moment. The damping constant is then dependent on the magnitude of the applied field
and on its direction with respect to the crystalline axis (Hartmann 1977). This effect, as
well as measurements of K(©) have been used to gain information on the muon stopping
site (see also sect. 3.6).

The fact that a paramagnet in an external field shows a macroscopic magnetization
means that Bj,; and By, must be taken into account. Their contributions to K are
usually of no interest and one corrects the shift for these effects in order to obtain the
“true” Knight shift. These corrections are not always straightforward and can limit the
accuracy of Knight shift measurements (for more details see Schenck and Gygax 1995
or Feyerherm et al. 1995).

In fig. 19 we show an example of an angularly dependent Knight shift. The sample
is a single crystal of paramagnetic CeBg (a heavy-fermion compound) which has a
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cubic crystal structure and hence an isotropic susceptibility with Curie—Weiss behavior
arising from the 4f electrons of Ce. The crystal was rotated around (110) with the field
perpendicular to this axis. The observed dependence K(@) is fully compatible with the
muon resting on the crystallographic (%00) site, which splits magnetically into (00%) and
(%00), (0%0), giving rise to the two signals with intensity ratio 1:2. The difference between
Vex and the average over v,,(@) will generate an isotropic Knight shift in a polycrystal.

Special detection schemes for small Knight shifts such as the stroboscopic (Camani
et al. 1978) and the SR x 2 methods (Chakhalian et al. 1997) have been developed.

3.2.2. Zero field measurements
In a diamagnet we have only nuclear moments (if any at all). Their effect on muon spin
depolarization is analogous to that of paramagnetic moments, only that local fields of
nuclear origin are usually, but not necessarily, weaker and static. We immediately turn
to the more important case of a paramagnet, where, for simplicity, we assume nuclear
moments to be absent for the time being. Their inclusion will be treated in sect. 3.4.
Furthermore, the muon will be assumed stationary at its interstitial site.

We start out with a dense system of moments, i.e., a Gaussian field distribution. In
addition we first treat the fully isotropic case, that is, each of the three spatial components
of By, shows the same field distribution

P(By) = P(B:) - P(B)) - P(B:), (27
with,
2B2
P(B) = 72_’;*—_2 exp {—ZLA;] ‘ 28)

The assumption of isotropy is certainly valid for powders and polycrystals, on which most
USR experiments are performed. As is well-known, this leads to a Maxwellian distribution
of field magnitude

27, 1B f
pos =y 252 e [—;A—z} . 29)
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The width of the distribution of local magnetic field is A/y,, where A? is given, if
quadrupole interactions (e.g., caused by non-cubic crystalline electric field, see sect. 5.1.1)
can be neglected, by

2

2_ (Mo 4 2., .2 -6
a2 = () ia+ o y,yu;r,, (30)

This is 5/2 times the Van Vleck width given in eq. (19), since both longitudinal and
transverse components must be taken into account and also the strong-field limit does
not apply.

The local fields acting on the muon spin are randomly oriented, which holds for a
paramagnet in the absence of B,p,. In consequence, the mean vector field (B,,) vanishes
and we will not observe a spin precession pattern and the SR spectrum takes the simple
form

A(f) = ag G, (). (31)

This does not imply that spin precession does not take place. But it is not coherent and
thus will only show in a loss of signal amplitude as described by G,(¢). The appropriate
spin relaxation function G,(¢) for stationary fields was first derived by Kubo and Toyabe
(1966) for NMR (where it has little practical use) and is known in WSR as the (static,
Gaussian) Kubo—Toyabe function (Kubo 1981)

G.(H) =1+ 2(1-AF)exp [-14%]. 32)

Its characteristic shape is presented as the solid line in fig. 20c. The polarization first
drops, as time increases, from its initial value 1 to a single minimum before recovering to
1/3 at late times. As we shall see in more detail below, the “1/3 asymptote” is characteristic
of ZF-uSR in the case of static dipole moments (and a stationary muon). When everything
is static, each muon sees a unique local field for its entire life and in the isotropic average
1/3 of the muon spins will be parallel to this field and not evolve in time. This is clearly
expressed in the first term of eq. (32).

We have mentioned that the dilute limit calls for a Lorentzian distribution of field
components

Yu a

P(B;)= EW’

(33)
where a/y, is the field distribution’s half width at half maximum (HWHM). The
corresponding static Lorentzian Kubo—Toyabe function has the shape

G,() = 1 + 2(1 - at) exp[-at], (34)

and is shown as a dashed line in fig. 20c. Differences from the Gaussian function are
the exponential shape at early times and a more shallow minimum. The “1/3 asymptote”
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magnitude; (c) shows the resulting static Kubo-Toyabe
functions. Solid lines refer to Gaussian, dashed lines to
Lorentzian field distributions. B* is the most probable field and
HWHM the half width at half maximum of the distributions.

characteristic for a static field distribution is of course maintained. A truly Lorentzian
distribution in field is a somewhat unphysical assumption since it allows the presence
of arbitrarily large fields. In the real world the Lorentzian distribution must be truncated
at some large finite field which might cause some deviations of the ideal Kubo—Toyabe
shape.

For single-crystal samples the assumption of isotropy in field distributions is not valid
and G,(¢) will change. Clearly, the long time asymptote will no longer be at 1/3 but
will depend on the orientation of crystalline axes relative to the direction of initial muon
spin orientation. The overall shape, however, does not change drastically, but depth and
position (in time) of the minimum will also be affected. The general case has been
treated by Turner (1986) but is mathematically very involved. The special case of uniaxial
symmetry is discussed by Solt (1995). In practice the standard Kubo—Toyabe formalism
has been used nearly exclusively. The real field distribution may neither be Lorentzian
nor Gaussian and again the form of G,(¢) will be altered, but the non-relaxing long-time
asymptote is preserved when the local fields are static. Special field distributions will be
discussed as the need arises, mainly in sect. 8.
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Fig. 21. Zero-field dynamic Gaussian Kubo—Toyabe functions for different field fluctuation times. The curves
are labeled by the value of 7 - A (in rad). The calculation used the strong-collision model. In the Gaussian—
Markovian approach G,(f) decays minimally slower.

Kubo (1981) also treated the dynamic case that occurs when the muon sees a local
field that fluctuates randomly with an average rate 1/7 either due to fluctuations of the
field-generating moments, or to muon diffusional motion, or both. Different models for
the relaxation process were assumed, for example the Gaussian-Markovian relaxation
already mentioned (which is perhaps the proper model for fluctuating moments) and the
strong-collision model where the Markovian feature (i.e., no memory of the previous
step) is maintained but instead of using a Gaussian decay of field correlation, it changes
instantaneously to the new value. This latter model is usually applied to muon diffusion
where the jump time between sites is short compared to the residence time at one site.
The differences in G,(¢, ) for the two treatments are small. A closed expression for
G,(t, 7) is not available, but fig. 21 shows the result for a Gaussian field distribution
obtained from numerical solutions. For slow fluctuations (7 > 1/A) the main effect is
that the 1/3 asymptote decays and the minimum gets shallower while the shape at early
times is hardly altered at all. In the static case G.(¢) reflects dephasing of precessional
motion due to the random field distribution. The lost polarization can be recovered by time
inversion as commonly used in pulsed NMR (also see Kreitzman et al. 1988). Dynamic
depolarization is a true relaxation process which can not be inverted, since spin entropy
has increased. Hence the 1/3 asymptote can no longer be maintained at later times. For
faster fluctuations (7 < 1/A) the minimum vanishes altogether and the relaxation function
approaches exponential shape G,(¥) = exp(—Ar) with increasingly lower relaxation rates A.
This is again a manifestation of motional “narrowing”. The pure Lorentzian Kubo—Toyabe
function will show in the dynamical situation only a loss of the 1/3 asymptote and
with it, of the minimum as presented in fig. 22. Dilute spin glasses display Lorentzian
field distributions at low temperature, yet do motionally decouple at high temperatures,
requiring special treatment of the dynamics, as will be discussed in sect. 8.

A Gaussian field distribution (or something close to it) is the more commonly
experienced situation and motional narrowing is usually observed. In the slow fluctuation
limit, the decay of polarization in ZF is faster than in TF. ZF measurements for slow
dynamics also allow a more unambiguous separation of static width and fluctuation rate
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compared to TF data (Abragam relaxation). In the fast fluctuation limit the two relaxation
functions become alike and in both cases the product AT or 0?7 enters, making the
separation impossible. The connection between ZF and TF relaxation is discussed in detail
by Hayano et al. (1979).

Let us briefly return to fig. 21. The rate A = yZ (B}) 7 of the exponential relaxation
in the fast fluctuation regime (7 - A < 1) decreases as the fluctuations become faster
(smaller 7) due to motional narrowing. In the slow limit, however, the decay of the
1/3 asymptote is the main effect and for later times one has G.(¢) ~ (1/3) exp(—Axri)
with At = (2/3)7! (Hayano et al. 1979). Note that in this slow limit the decay rate Axt
is independent of the width of the distribution of the local field (in contrast to the fast
fluctuation case). It sometimes happens that the early part of the Kubo-Toyabe function
(up to - A = 5) depolarizes so rapidly that it is hidden in the spectrometer dead time. All
that is then visible is the Kubo—Toyabe tail decaying exponentially with Axr given above.
In this case, the relaxation rate decreases when fluctuations become slower. In the static
case one gets Axr = 0, i.e., the 1/3 asymptote. These two limits of the relaxation regimes
must not be confused. The problem of fast and slow relaxation regimes is well-known in
NMR (see Slichter 1978, ch. 5). In the pSR case, we shall meet this problem once more
when discussing the spectral response of ordered magnets in sect. 3.3.

The actually observed relaxation function in the fast limit does not always follow strictly
an exponential decay. In practice a “power exponential” relaxation is often used

G.(1) = exp[ (1)1 (35)

Whether this is more than a convenient parameterization is debatable. The “stretched
exponential” in eq. (35) has no direct relation to stretched exponential relaxation of bulk
magnetization (see Campbell et al. 1994). As will be discussed in sect. 8 the only clear-
cut case is the highly dilute spin glass. It was shown by Uemura et al. (1984) that above
the glass transition temperature root—exponential relaxation occurs, that is p = 0.5. That
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Fig. 23. Left: Zero field spectra of polycrystalline DyAg at two temperatures within the paramagnetic regime.

The Néel temperature is ~ 60 K. The two spectra are shifted vertically for clarity. Right: Temperature dependence

of the relaxation rate A derived from fits of an exponential decay of polarization to spectra of the type shown

in the left hand panel. Typical is the sharp rise on approach to the magnetic transition temperature. The line is
a guide to the eye, but fits to a critical power law are often possible. After Kalvius et al. (1986).

treatment does not allow a variation of p with temperature, which has occasionally been
observed. Basically, power-exponential relaxation indicates the presence of a distribution
in muon spin relaxation rates, but whether this reflects a similar distribution in fluctuation
rates of the moments that generate the internal field, is an open question. We shall return
to this point once more in sect. 8.2.1.

The typical goal of ZF studies of paramagnets is to obtain information on the
temperature dependence of their spin dynamics. Of special interest is the approach to
a magnetic phase transition, where slowing down of spin fluctuations often occurs. If
one assumes that the field distribution (i.e., (Bﬁ)) is independent of temperature (not
necessarily true but a reasonable first approximation), then the change in relaxation rate A
is inversely proportional to the spin fluctuation rate. This further assumes that the situation
remains in the fast fluctuation limit, which is the case in a typical paramagnet. As an
example, fig. 23 shows ZF spectra of polycrystalline DyAg at two temperatures within the
paramagnetic regime. The increase in relaxation with lower temperature is quite apparent.
This is a high-moment paramagnet; in weaker paramagnets the spin fluctuations often
become so fast at elevated temperatures that total motional narrowing occurs, making the
damping of the uSR signal unmeasurably small.

3.2.3. Longitudinal field measurements

The term “longitudinal field” (LF) refers to an external field applied along the initial
direction of muon spin (the z axis). LF measurements are most useful in cases where a
Kubo-Toyabe-like relaxation function is observed in ZF. The applied LF competes with
the internal field distribution, trying to hold the muon spin in its original direction (thus
trying to prevent relaxation). If the longitudinal field B) fulfills the condition

A
By > Bips = —, (36)
Yu
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Fig. 24. Longitudinal field spectra for a Gaussian (left) and a Lorentzian (right) field distribution. The Gaussian

case refers to spin freezing around 8.5K in CePtSn, a concentrated spin system (Kalvius et al. 1995a); the

Lorentzian case to a dilute Cu(Mn) spin glass below its glass transition temperature of 10.8 K. The values of

the longitudinal fields are (from top to bottom): 640, 320, 160, 80, 40 and 0G (Uemura et al. 1981). In both
cases the set of spectra unambiguously proves that the spin systems are static.

and if the internal field distribution is static, then the muon spin mostly senses only the
parallel-oriented B . Consequently, it will not evolve much in time (except for small
oscillations at very early times). The shape of the static Gaussian LF Kubo-Toyabe
function G.(¢,Br) is shown in fig. 24 at left and the corresponding Lorentzian Kubo—
Toyabe function at right. No algebraic expressions for the LF Kubo-Toyabe functions
exist. The curves given in fig. 24 were obtained by numerical calculations.

Suppressing spin depolarization by a longitudinal field is often referred to as
longitudinal field decoupling. The Lorentzian function is harder to decouple than the
Gaussian. The dependence of the long time asymptote on By is a good test to distinguish
between the Lorentzian and Gaussian case. (The other difference is primarily at early
times and can be difficult to determine experimentally).

As already stated, in dynamic relaxation the fluctuating field increases spin entropy and
the corresponding loss of polarization is irretrievable. In the slow-fluctuation limit we can
still achieve partial decoupling with LF, but the long-time asymptote decays in time. In
the fast-fluctuation limit, By will exert only a weak influence. In the most-likely case of a
Gaussian field distribution, we observe exponential decay of polarization G, = exp(—At)
and the dependence of the damping constant on By is given by the well-known result (see
Slichter 1978, ch. 5)

M0)

ABL) = 1+ (YuBLT)?

37

This is Lorentz-type dependence on applied field. An example is shown in fig. 117. For a
50% reduction in relaxation rate one needs a longitudinal field of strength By, = 1/, 7.
For T = 1075 (a fluctuation frequency of 1GHz, which is still low for a typical
paramagnet) a field of ~10T is required. If such measurements can resolve a change
in A with By, then they provide a value of 7 independent of A. The combination with
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AM0) = )’&AZT allows determination of both A and 7. Thus there is a desire for very high
fields (see sect. 2.7) which is largely unfulfilled to date.

While eq. (37) is often presented as very genmerally applicable, it is in fact not
correct when local field distribution is Lorentzian. As noted in the previous section,
standard strong-collision dynamics do not decouple a Lorentzian Kubo-Toyabe (fig. 22,
no motional narrowing). This odd behavior requires rather special circumstances to occur
(triple-k ordering in USb and DyAg, sect. 5.2, singlet ground state PrP, sect. 5.1.2).

Recall (above) that in ZF, fast field fluctuations in a Gaussian distribution result in
muon spin relaxation at a rate determined solely by A%/v, so that ZF (in that limit) cannot
separate the distribution width from the fluctuation rate, but LF in principle can. For a
Lorentzian distribution, the ZF fast-fluctuation limit relaxation rate A(0) — 4a/3 depends
only on the width of the distribution. LF provides the only way to measure the local-field
fluctuation rate, if the apparatus can generate a field large enough that the muon Larmor
frequency in it is comparable to that fluctuation rate. Then longitudinal field does cause
decoupling, but as (Noakes et al. 2000)

ALor(0)

1+ (WBL1)?

(see the discussion of PrP uSR in sect. 5.1). In fig. 25 we show the ZF and LF curves for
strong-collision-dynamic relaxations of different speeds for the Gaussian and Lorentzian
Kubo—Toyabe cases.

For dilute spin glasses, the field distribution is Lorentzian, but the dynamics are
not of strong-collision form, because observations show that as temperature (and with
it, fluctuation rate) rises, there is motional narrowing of the ZF relaxation. A special
treatment of dynamics, developed by Uemura and collaborators, is used, as discussed in
sect. 8.1. In this case, neither of egs. (37) or (38) apply. Keren (1994b) has developed
expressions for the non-exponential relaxation that occurs in simultaneous LF and rapid
fluctuations for such dilute spin glasses.

In ending this discussion of the influence of longitudinally applied fields, it is important
to point out that two very fundamental assumptions were made throughout, namely (i) the
fluctuation rate 1/7 itself is not altered by the application of the field, and (ii) neither is
the static field width A. Both assumptions are usually fulfilled for nuclear dipoles and
this is the case for which the Kubo-Toyabe formalism was developed originally. For
electronic dipoles the situation is not so clear cut. Close to a magnetic phase transition,
for example, spin correlations can be affected by applied fields and that would influence
temporal behavior as well as the resultant local field produced at the muon site. Very little
information is available on that subject. We discuss a case later in sect. 5. In general,
measurements in longitudinal geometry (either ZF or LF) put a rather stringent demand
on a true zero (perpendicular) field condition because very low frequency spin precession
induced by a weak external field (i.e., when less than 1/4 of a period is visible within
the time range of the SR spectrum) is difficult to distinguish from slow relaxation. The
surroundings of a beam line are not favorable to this, as stray fields are abundant. It is

Aor(BL) = (38)
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mandatory to have a three dimensional coil arrangement around the sample to compensate
such stray fields.

3.3. uSR spectroscopy of ordered magnets

The dominant feature of ordered magnetism (ferro-, antiferro- or ferrimagnetism) is the
appearance of a spontaneous magnetization (in AFM, the staggered sublattice magneti-
zation) when the temperature is lowered below the magnetic transition temperature (7c
or Ty). The atomic dipole moments (or at least one of their spatial components) are
now aligned along a crystalline direction (the easy axis). From the point of view of pSR
this means that the moments surrounding the muon at its stopping site have preferential
orientation and a resultant field B, =0 will be felt by the full ensemble of muons
implanted in the ordered magnet. (As will be discussed below there can be special-
case exceptions to this rule in AFM). This resultant field will induce a spin precession
pattern in a PSR spectrum taken in zero applied field. A typical example is shown in
fig. 26. Details of the spectral response function will be discussed further below. For
the moment we keep in mind that pSR studies of ordered magnets use ZF conditions
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Fig. 26. ZF-.SR spectrum of ferromagnetic Gd metal at 235K (7 = 293 K). The solid line is a fit according
to eq. (41). The oscillatory and non-oscillatory parts are clearly visible. The right-hand panel shows the rapidly
damped oscillations in more detail.

IR LRI AU R ML R

TbNiS R 4 Fig. 27. Temperature dependence of the spontaneous muon
‘\' — spin precession frequency in single-crystalline TbNi; with a
% T Curie temperature of 23 K. The dashed curve is the appropri-

20 ) ] ate free-ion Brillouin function. Inclusion of CEF interaction
) in the ground-state multiplet gives the solid curve which fits

Povoaduadon s denaadeny j the data well. The behavior around the critical temperature
Y 5 10 1% 20 is typical for a second-order magnetic phase transition. After

Temperature (K) Dalmas de Réotier et al. (1992).

Frequency (MHz)
H
o

almost exclusively, measuring the “spontaneous spin precession”. The sources of the field
responsible for spontaneous precession are given according to eq. (15)

B, = Beon + B, + Bior. (39)

The magnitude of the spontancous magnetization A in ordered magnets is temperature
dependent due to spin wave excitations. Spin wave frequencies are so fast (THz) that
they are fully motional-narrowed in uSR. All one will observe is the expectation value
of the internal field which is coupled (but not necessarily directly proportional) to the
expectation value of M(T). For this reason onc calls the By, of an ordered magnet
a “quasistatic” field. The spontaneous precession vanishes at a second-order magnetic
transition point and reaches a saturation value for T — 0. An example is shown in fig. 27.

Thus far, we have neglected the existence of magnetic domains. An ordered magnet
usually consists of a multitude of uniformly magnetized sub-volumes, the domains.
They all have the same magnitude of magnetization (namely the temperature-dependent
spontaneous magnetization) but My, points in different spatial directions for different
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domains. For a sample that has been cooled through its magnetic transition temperature
in zero field, the sum over My, will be zero if no external field is applied (unmagnetized
sample). Neighboring domains are separated by domain walls where moment orientation
varies from one site to the next (e.g., Bloch walls). The internal field B, within a domain
wall is poorly defined and muons stopped in the walls are expected not to contribute
to the spontaneous spin precession pattern. As a rule, the volume ratio of domain walls
to domains proper is small and for this reason the effect of domain walls on the pSR
spectrum is disregarded, since WSR, in contrast to NMR, probes the whole sample volume
with equal probability. It is however a not uncommon experience that the intensity of
the USR signal (i.e., ag) is slightly reduced when passing through the transition point to
an ordered state. Another, largely unexplained, fact is the rather strong observed static
damping of the spontaneous spin precession signal (see fig. 26 and discussion following
eq. 40). Dipolar fields are of relatively long-range and the effect of domain walls might
be felt as a disturbance of B, well inside the domain. In polycrystals, domain walls tend
to be linked to grain boundaries, but other disturbances such as magneto-elastic strains,
lattice defects, efc., might cause additional local magnetic disorder and hence contribute
to the high damping rate. In effect, to the muon even a simple ferro- or antiferromagnet
does not appear as a perfectly ordered spin lattice of nearly infinite size.

1t should be kept in mind also that a magnetically ordered single crystal is divided into
domains. In this case domains tend to be large with their magnetization pointing along
the easy axis with equal parts in forward and backward direction (for an unmagnetized
crystal). As will become apparent below (eq. 40), magnetizations in opposite directions
lead to the same WSR patterns. Thus, a single-crystal FM may be viewed in rough
approximation as a single-domain case, but in finer detail the so called “closure domains”
oriented perpendicular to the easy axis must be taken into account. A true single-domain
sample requires the application of an external field (B,) strong enough to drive the
magnet to saturation of its magnetization. Lanthanide and actinide ferromagnets have
large magnetic anisotropies and hence (Bgy) may easily exceed 10T. Fields of this
magnitude are not commonly available in WSR spectrometers.

It is also often overlooked that AFM possess domain structures as well (see Dillon
1963), so the above discussion applies to all types of ordered magnetism. In AFM, it
is of course not usually possible to produce a single-domain structure with an external
field. Preferred domain orientation sometimes can be achieved by application of uniaxial
stress, a technique used mostly in neutron diffraction. In general, little is known about
AFM domains.

At first, one might conclude that, due to the random orientation of Mg.m, as found
especially in an unmagnetized, polycrystalline magnet, a spontaneous spin precession
signal is unobservable because the internal fields B, taken over the whole sample are
then randomly oriented as well. Fortunately, this is not so. We may approach the isotropic
situation by assuming that exactly 1/6 of the field vectors point into each of the 6 cartesian
directions (+x,—x, +y,—y, +z,—z). The 1/3 of fields oriented along +z will be parallel to
the muon spin and do not induce precession. The 1/3 of field vectors oriented +x will
cause precession in the (y,z) plane, one half clockwise, the other half counter clockwise.
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Remember that all muons precess with the same frequency f, = v, |Bu | They start
together at (say) the +z direction and coincide again after one-half the precession period
at the —z axis. The argument is the same for the field components along +y. They precess
in the (x,z) plane but again coincide for +z and —z. Thus, the precession pattern can be
seen provided the positron detectors are arranged in a forward—backward (£z) geometry.
A left-right detector arrangement will not observe the pattern. The combination of B-F
and L-R data can prove useful in cases of complex spectra containing both magnetically
ordered and paramagnetic portions. For B-F detectors we have

A(t) = ag (2Gx(1) cos2mvut) + 1 G, (1)) . (40)

The arguments just presented show that the uSR pattern is fundamentally the same for
FM or AFM spin order.

The longitudinal relaxation function G,(¢), related to the portion of the field pointing
in the +z direction, is only sensitive to dynamic depolarization while G,(¢) involves both
static and dynamic influences. Thus, G,(¢) usually relaxes much more quickly than G,(z)
and the net result is a strongly damped oscillatory pattern of reduced amplitude riding on a
baseline given by G,(¢), which decays more slowly with time. This is well demonstrated in
the WSR spectrum of ferromagnetic elemental gadolinium shown in fig. 26. It is important
to realize that eq. (40) allows separation of static from dynamic depolarization in ordered
magnets. As mentioned, static depolarization is usually strong. In polycrystalline materials
it may become so large that the oscillatory pattern is damped out within the initial dead
time of the spectrometer (typically 5~10ns) and that signal is then unobservable. All
that then remains is the (more weakly damped) non-oscillatory G,(?) pattern (“one-third
signal”). It contains no information on the size of the internal field but can shed some
light on spin dynamical properties in the ordered state.

In single crystals (strictly speaking in single-domain crystals) the relative magnitude
of the non-oscillating term depends on the angle ©® between initial muon spin orientation
and the direction of magnetization. Eq. (40) must be replaced by

A = ag (Gx(t) sin?(@) cos(2mv,t) + G,(t) cosz(@)) . (41)

The factor 1/3 in eq. (40) is just the polycrystalline average of cos?(®). Polycrystalline
materials can exhibit texture effects and the 2/3 strength of the oscillating part is not
sacred.

In practice one usually describes G,(f) as well as G.(¢) by an exponential decay of
polarization introducing the transverse (At) and the longitudinal (AL) relaxation rates.
Strictly speaking, G,(¢) should not have pure exponential form since static depolarization
is at least partially involved. The longitudinal relaxation is basically the same feature as
the decaying tail of a slowly dynamic Kubo—Toyabe function discussed in sect. 3.2.2.
Therefore, when spin fluctuations die out in the ordered state (usually for 7 — 0),
the longitudinal relaxation rate becomes smaller, reaching zero for the static limit. This
is a different behavior than observed in a paramagnet where the slowing down of spin
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fluctuations (i.e., in the critical regime above a phase transition — see fig. 23) causes an
increase of relaxation rate. One must keep this important difference in mind.

Even when muons occupy only one particular crystallographic site in the sample,
there may be magnetically different muon environments when there is a spatially fixed
spontaneous magnetization. We had earlier encountered such a situation in the Knight
shift data of paramagnetic CeBg (see fig. 19). Instead of the spatially fixed magnetization
we had a spatially fixed external field, leading to the same effect. Information regarding
the splitting of a crystalline site into magnetic subsites can be used either to fix the muon
site or the spin structure (but not both).

High crystallographic symmetry of the moments surrounding the muon site can lead to
complete cancellation of the dipolar field contribution to B,. In a FM the unique domain
magnetization will still generate B.,,, which then is the only source of B, if the material is
unmagnetized. A well-known example is Ni metal (e.g., Denison et al. 1979). In an AFM
the staggered magnetization will also force B, to be zero under those circumstances and
spontaneous spin precession is not observed at all. This situation occurs in fcc metals or
in intermetallics with simple cubic structures (e.g., NaCl, CsCl, AuCus). These cases will
be discussed later in detail in sect. 5.2.

As said before, even in case of a simple ferro- or antiferromagnet, the spin lattice
appears faulty on a local scale and the ZF-pSR oscillatory pattern is more or less damped.
In more complicated spin structures, as found especially in AFM, the local field B,
may have an inherent distribution width, also causing static muon spin depolarization.
A pertinent example is incommensurate spin density wave ordering. It possesses a
distinct broad field distribution resulting in a characteristic shape of the spontaneous spin
precession pattern. This case is discussed in more detail in sect. 3.7 (see eq. 53). The
extreme case is a frozen randomly oriented spin ensemble as is characteristic for a spin
glass. Only decay of polarization, but no coherent spin precession signal is observed. The
situation is similar to what has been discussed in sect. 3.2.2 for the static limit, i.e., a
static Kubo—Toyabe pattern is seen. WSR response to spin glasses will be discussed in
more detail in sect. 8. Between these two limiting cases one may find various degrees of
spin disorder in an ordered magnet, especially in random alloy systems, meaning that the
static relaxation rate ¢ of the oscillatory signal can vary over a wider range. In case ¢ has
reached about the same magnitude as the precession frequency v, it becomes difficult to
distinguish the heavily damped oscillatory pattern from a static Kubo—Toyabe function. If
excessive disorder makes the rate 0 much larger than the coherent precession frequency
V., only a monotonic decay of muon spin polarization is seen (a situation one might call
“overdamped oscillations™). Then, all one can extract from the pSR spectrum is the degree
of disorder (via ¢); information on the ordering is lost (i.e., ¥, can not be determined).
We will encounter several such cases later on. An important conclusion of the discussion
in the last paragraphs is that the observation of a spontaneous spin precession pattern
signals the presence of long-range magnetic order. The absence of a precession pattern,
however, cannot simply be taken as proof of the absence of magnetic order.

We have stated at the beginning of this section that measurements in applied field are
rarely performed for magnets in the ordered state. An external field will enter a FM
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only if it exceeds By, but no such restriction exists for AFM. With polycrystals the
external field will randomly add to the internal field because of the random orientation
of domain magnetizations and widen the field distribution. In addition Bgy., comes into
play. Both effects will cause increased static depolarization and the signal may quickly
become unobservable. The situation is clearly more favorable in single crystals. The vector
addition of the external field to the local field will give information on spin structure (a
property which can not be extracted directly from uSR data) and/or muon stopping site.

When the above-mentioned loss of signal in rapid static depolarization (which, in
particular, is expected for a polycrystalline sample in an external field) occurs on entering
the ordered state, it allows determination of the exact magnetic transition temperature for
the sample under study. An example is shown in fig. 28. The sample is YMn,, which
exhibits a first-order Néel transition with a large hysteresis. In the paramagnetic regime
we observe spin precession due to an applied transverse field. The initial asymmetry a is
a measure of the paramagnetic fraction in the material. At temperatures well above 7} it
is 100% and zero well below T, where no oscillatory signal is observed due to excessive
damping in the AFM regime. Details, especially regarding the slight loss of paramagnetic
fraction just above the onset of AFM will be discussed in sect. 5.3.3.

3.4. Double relaxation

We have already stressed that each muon always senses one unique field By, at its stopping
site which, however, might be the vector sum of fields generated by different types of
magnetic moments in its surroundings. Separate influences on the uSR spectrum will be
visible only if these various contributions possess markedly different temporal structures.
In this case one commonly approximates muon spin relaxation phenomena by using a
resultant relaxation function which is the product of the relaxation functions appropriate
for each of the field contributions.

An actual situation could be a paramagnet with both nuclear and electronic dipoles
present (in the foregoing discussion we had assumed that no nuclear dipoles are present
in the paramagnet). Barring special circumstances (to be discussed in sect. 3.7), the field
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from nuclear dipoles will essentially be static while the field from electronic dipoles tends
to fluctuate rapidly, as pointed out previously. The appropriate ZF relaxation function is
then

Grotal(t) = Gy (£) - exp[—Aat], 42)

where GET (#) is the Kubo-Toyabe relaxation function due to the static nuclear fields and
Agl 1s the relaxation rate due to the electronic fields assumed to be in rapid fluctuation.
Equation (42) is strictly correct when one of the contributions is in the fast fluctuation
limit. When that is not true, the relaxation will not in general be a product, but needs to
be solved on a case-by-case basis. In the case described by eq. (42), the two relaxation
processes can be separated easily by applying a longitudinal field: GX!, will decouple
while A remains practically unaffected, as outlined previously. The nuclear field width
will be less than 1 mT and thus By =10mT will suffice to suppress nuclear relaxation
altogether and thus to obtain the electronic relaxation function separately. In magnetic
studies one is primarily interested in A¢(T) and then it is often good practice to carry out
the measurement on paramagnetic samples in a weak longitudinal field right away. We
return to this problem in sect. 3.7.

The combination nuclear plus electronic relaxation is the most common, but not the
only situation where double relaxation comes into play. In transverse field measurements
on a highly susceptible (i.e., large moment) paramagnet, the applied field will produce a
notable sample magnetization Ms. It, in turn, gives rise to a substantial demagnetization
field Bgem, which being linked to B,,, is of static nature. In contrast, the field
from surrounding paramagnetic dipoles will (usually) fluctuate rapidly. The appropriate
relaxation function is then

G.(t) = exp [ (3077 + At)]. (43)

In this case, it is not easy to separate the two relaxation mechanisms. The only
possible means are their field and their (hopefully) different temperature dependences
(see Hartmann et al. 1986).

3.5. Data analysis

Having obtained experimental data in the form of an instrumental response as a function
of time (counts N(¢) or, as we will describe, asymmetry .A(¢)), the experimenter seeks to
extract information on physical properties and processes in the sample by analyzing the
data. When there are clear oscillations in the data, from either an applied transverse field
or from well-defined internal fields in well-ordered magnetic states, it is often useful to
transform the data into “frequency space” by Fast Fourier Transform (FFT, see e.g., Press
et al. 1986), or some alternate transform algorithm (see Alves et al. 1994, Rainford and
Daniell 1994). This is particularly useful if a theory that is being tested predicts response
as a function of frequency. In WSR of magnetic systems, however, many of the data
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observed involve relaxation (decay of polarization without clear oscillation frequencies),
from which we wish to distinguish static fields from dynamics in the material (information
which can be hard to extract from FFTSs), so we usually prefer to compare theory to
experiment by least-squares fitting (see, for example, Bevington and Robinson 1992) in
the time domain.

The first task is to formulate a theoretical signal function, which we denote as Sw(?),
representing muon polarization as a function of time. For example, a transverse field
measurement in the fast fluctuation limit should have the form

Sin(t) = ag exp[—At] cos(27tfyt + D). (44)

This function must then be least-squares fit to either the single-detector response (eq. 7)
in case of a forward detector,

Ne(®) = Noexp (%) (1= Sa®), (43)
u

or (preferably) to the backward—forward (respectively left-right) asymmetry (eq. 9),
A(f) = Swu(?). The physical parameters to be returned by the fit for the example of
eq. (44) would be ag, 4./, and @. In case of a single-telescope fit (eq. 45) the count
rate normalization N, is an additional parameter (since it is not a priori known). In the
case of positive-muon USR, the life time 7, is fixed but for negative-muon USR it also
becomes a variable (because of the Z-dependent nuclear capture rate).

The discussion to this point assumes an ideal world, never realized in experimental
physics. Most importantly, a background count rate arising from chance coincidences
between the muon and positron counters needs to be added in eq. (45). If we assume this
background to be independent of time (which is reasonable but not always proven), then
we have

Nr = Nyexp <—TL) (1 =Sn(1)) + Mok )F. (46)

Fortunately, My can be determined independently and need not be fitted. This is done
by collecting data before the muon enters the sample. Those “negative time” bins can
be obtained easily by sending the positron counts through an appropriate time delay. For
pulsed beams, Ny, can be neglected, but one needs to consider losses of counts in early
channels because of high count rate load of the detectors. Turning now to an asymmetry
spectrum, the data analysis program must first subtract the appropriate background counts
from Np(¢) and Ng(?) before forming the backward—forward ratio according to eq. (9).
Another, more serious experimental problem is that forward and backward detectors have
different counting efficiencies (for many reasons which we will not discuss) and hence
at any fixed time 7 one has Ngp(?) # Ng(t). One defines the parameter a

_ Ne(0)
No(0)’ “n
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which should be independent of time over the course of measurements on one sample.
Combining eq. (47) with eq. (9) one obtains

(1-a)+ 1+ a)Su()
(I+a)+(1—a)Sn®)

A(f) = (48)

For a =1, eq. (9) is recovered. The main effect of a = 1 is a shift of “baseline”, that
is, of the value .A(z — o0). The fit program usually least-squares fits the right hand side
of eq. (48) as theory to the left hand side as data, with a being a variable. The latter
is unfortunately highly correlated with the initial asymmetry ay (another fit parameter),
since the value of a; is determined as the distance from the a-dependent baseline. One
may obtain ¢ independently from a transverse field measurement, since in this case the
baseline is easily fixed as the center between the positive and negative extremes. If so,
low transverse fields should be used, since the detectors are affected by external fields and
also one must make sure that the geometry (including the beam spot) does not change.
Altogether, the “alpha problem” can sometimes be a serious limitation in the interpretation
of finer details of a uSR spectrum.

There is another possible difference in the response of the two (e.g., forward and
backward) ratio forming detectors. As mentioned in sect. 2.6 the initial asymmetry is
dependent on positron energy. Different detectors may sample slightly different energy
ranges of positrons resulting in different values of ag. One may define, analogously to
eq. (47), the parameter S

B = (ao)r (49)

(@0)B ’

and include this in the formation of .A(f). We do not expand further on this, because in
practice f3 is usually assumed to be one. The problem of properly correcting measured
asymmetry spectra for experimentally induced inaccuracies has been discussed in some
detail by Riseman et al. (1994).

Ofien the SR response will be a sum of theory functions

Sn=_ (Su) (50)

especially if the muon occupies multiple sites. An unwanted but regularly encountered
situation in this respect is a fraction of muons that stop in sample surroundings such
as the sample holder, cryostat walls, efc. This leads to a so-called background signal
(not to be confused with the background rate Ny). It is not always easy to disentangle
background and sample signals. Usually an effort is made to have a background signal
with no time dependence (e.g., A or ¢ = 0) at any temperature. This is achieved for
the muons stopped in silver. It is a recommended practice to use silver pieces in the
immediate sample environment. By comparison, copper is undesirable, because it shows
a substantial damping rate which varies with temperature (see Luke et al. 1990a).
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USR least-squares fit programs are available at all muon facilities, all of which are
poorly documented. Most commonly used is the MSRFIT program developed by J. Brewer
at TRIUMF, which is extremely flexible and can be used either for single-telescope
or asymmetry fits. Single-telescope fits are difficult if the time dependence of the
signal function is slow compared to muon decay, because Ny and g, are then strongly
correlated. As mentioned, dynamic and longitudinal field Kubo-Toyabe functions can
not be expressed in closed form. The TRIUMF program uses three-dimensional look-
up tables for the Gaussian or Lorentzian functions G,(¢, 7, Br) derived from numerical
calculations (see Hayano et al. 1979) which are too slow to be incorporated in a least-
squares loop. Weber et al. (1994b) have developed an approximation using Fast Fourier
Transforms. This makes inclusion in the loop possible. Both approaches work well.

For extracting the frequency content of a TF spectrum, the “maximum entropy” method
has been described by Rainford and Daniell (1994) and Alves et al. (1994) as an improved
technique compared to the usually employed Fourier transform. Aspects of the treatment
of transverse field WSR data (with emphasis on pulsed beam measurements) have been
discussed recently by Rainford (1999b). In the experimental spectra shown in this article,
the solid line through the data points is the least-squares fitted theoretical function Sy, (7).
The goodness of fit parameter is x?, as usual in least-squares fitting.

3.6. Determination of the muon site

As outlined before, once a low-energy positive muon has been deposited in the sample of
interest, it slows down to thermal velocities in a time of order 107'* s (for solids), with no
loss of original polarization. It may emerge from “thermalization™ as an apparently bare
ut (in metals) or in a muonijum-like state (sometimes, in semiconductors and insulators).
Muonium-like states will not be discussed further here. A “bare” muon in a metal is in
contact hyperfine interaction with the conduction electron density at its location, which
results in a muonic Knight shift (usually small in nonmagnetic materials). A “bare” pu*
in an insulator is a diamagnetic center, and is quite likely to be bonded to the most
electronegative species present.

But where exactly does the muon sit in a particular crystalline material? Knowledge of
this is essential for complete understanding of the PSR signals observed, yet it is often
difficult to determine reliably. As already mentioned, sometimes the muon does not sit
still at all. Even to treat the effect of muon diffusion properly, the sites involved must
be known. In some elemental metals (i.e., Al, Fe, Nb, ...) rapid-diffusion is seen at all
temperatures and is reasonably well understood, including quantum effects at very low
temperatures (see references given in sect. 2.1), but this does not concern us here. Less is
known about the situation in elemental rare-earth metals, but the lower crystal symmetry
makes a stationary muon likely, at least at lower temperatures, as is also indicated by a
few direct measurements on nonmagnetic hcp metals such as Sc and Be. Muon diffusion
parameters in Dy metal have been extracted by Barsov et al. (1986a) using the relaxation
rates observed in the helical AFM state. They show that the muon residence time is about
0.1ps at 125 K. It decreases by an additional factor of 3 approaching 7 around 180 K.
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In compound materials, the muon is likely to be at rest at low temperatures on the ~10 ps
time scale accessed by most WSR experiments. In general, phonon-assisted diftfusional
hopping is likely to occur above an onset temperature typically in the range of 200K
to 300 K. In this temperature regime care must be exercised in interpreting spectra. The
effect on magnetic WSR response will be discussed in sect. 3.8.

In elemental metals and intermetallics, without any strong electronegative ions, the u*
is generally expected to be repelled (ionically) from all the ions present, and so should
come to rest in the largest interstitial “holes” in the structure. Vacancy defects also qualify
when present, but then uSR becomes a defect probe, while we are primarily interested in
its use as a bulk probe. In elemental metals, which usually have high-symmetry crystal
structures, the centers of the interstitial sites are also usually of high point symmetry, and
can be identified by inspection of the crystal structure. It is also quite possible that the
muon prefers different sites at different temperatures (site exchange), another possible
complication which is not always easy to trace. Details (though mainly for transition
metals) are discussed by Seeger and Schimmele (1992).

When single-crystal samples are available, the point symmetry of the muon site can
be deduced from the dependence of the PSR signal on the orientation of the initial muon
polarization with respect to the principal crystal axes. Typical parameters to be studied
in such a case are either the depolarization rate (line width) or the muon Knight shift
(see sect. 3.2.1, especially fig. 19). The vast majority of the “new materials” that occupy
much of the forefront of pure (as opposed to applied) magnetism research, however,
are compounds first available only in polycrystalline (including powder in that term)
form. Consequently, the majority of WSR experiments on magnetic materials are on
polycrystalline compound samples, for which the muon site symmetry is not measurable,
and is likely to be low. On occasion, data on the position of hydrogen induced in
low concentration into metallic samples is available (e.g., from neutron scattering or
channeling experiments). One then infers that the muon will take the same interstitial
position, a reasonable notion in many cases.

Let us consider whether muon bonding can determine the muon site in polycrystalline
compound insulators. There is considerable evidence that u* bonds to fluorine and oxygen
to form diamagnetic centers in solid insulators. In fluorides this often results in the
formation of the hydrogen-bonded (FuF)~ ion, generating a characteristic oscillating
ZF-uSR signal in nonmagnetic fluorides [including YF; and LaF; (Brewer ct al. 1986,
Noakes et al. 1993a,b)], that severely limits the possible muon locations in those lattices.
Not much USR spectroscopy, however, has been performed on magnetic rare-earth
fluorides (see sect. 6.1). There are many more oxide materials of interest to the magnetism
community, including the high-Z, superconductors. The latter is an anomalous class,
ceramic yet conducting, and related to insulating phases by differences in ion partial site
occupancies. There is again considerable evidence that “diamagnetic” n* sits close to
1.0 A away from an oxygen ion in each of these solids, including rare-earth orthoferrites
(Holzschuh et al. 1983, Boekema et al. 1984) and YBa,Cu3Og¢. s (Brewer et al. 1990).
Yet even knowing this, there is debate about the u* site in YBa;Cu3 Og, s (Boekema et al.
1994, Adams et al. 1994, Sulaiman et al. 1994a,b).
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There is less information to work with in the case of a compound intermetallic where
large enough single crystals are not available. To establish a draft list of muon site
candidates, it is easy to write a computer program to find the local minima in the
unit cell of an ionic-repulsion interaction between the W* and the ions of the crystal
structure (Noakes et al. 1987). There is, however, no compelling choice among several
possible radial dependences of interaction outside a hard core. Different choices of
interaction, and even different choices of effective ionic charge and hard-core radius for a
particular interaction, will result in some variation of the detailed candidate site positions.
Such a procedure only indicates generally where the holes in the structure are. At low
temperatures in all but the simplest structures, different muons may stop at different local
minima, because the barriers to hopping may prevent them from all finding the most
desirable site.

Finally, we repeat that a unique crystalline muon site may split into multiple magnetic
sites once long-range magnetic order sets in or if an external field is applied. Once the
(most likely) muon site(s) has(have) been determined, modeling of the local magnetic
field at that(those) site(s) can begin. Muon sites in particular materials will be discussed
in the sections on those classes of material below. In conclusion we wish to stress once
more: Sensitive information on magnetic properties of a material can be obtained by pSR
without knowledge of the muon stopping site. It is important, however, to make sure that
the muon is not hopping between different types of sites.

3.7. Modeling of the internal field

For a material that has a magnetic ordering (or spin freezing) transition at 7y, there are
generally four regimes which might generate distinct SR behavior:

(1) the static ordered (frozen) state for 7' < Ty;

(2) fluctuations in the ordered state as T" approaches Ty from below;

(3) critical fluctuations and correlations in some temperature range above Ty;

(4) the paramagnetic limit for 7 > Ty.

There is now one class of magnetic materials known where the magnetic interactions are
strong but no spin freezing or magnetic ordering occurs: “perfectly frustrated lattices”,
but to date the ones studied with WSR involve only transition metal magnetic ions, and so
fall outside the range of this review. Additionally, it is possible that “crystalline electric
field” (CEF) splitting might sometimes slow lanthanide moment dynamics enough to
cause observable temperature dependence in PSR magnetic parameters, independent of
any magnetic ordering (or even in the absence of ordering). This will be discussed in
sect. 5.1.

Let us consider the four regimes in the absence of those possible complications,
beginning with the simplest.

Regime 4: The essential features of the paramagnetic limit have already been discussed
in sect. 3.2. The electronic moments are fluctuating very rapidly which tends to decouple
them from the muon moment (motional narrowing). This means, the depolarization
of the WSR signal is weak and almost always of exponential shape. It may well
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become unobservably small. In lanthanide compounds with strong exchange coupling
one reaches the so-called Moriya limit (Moriya 1956) for T > Ty which causes a
measurable and temperature-independent damping rate, especially in compounds with
heavy rare earths where the effective magnetic moments are large (Karlsson 1990). Also
Korringa relaxation needs to be considered in some cases (Hartmann et al. 1986). More
details are to be found in sect. 5.3.

In sect. 3.4 the combined effect of nuclear and electronic relaxation was introduced.
If one of the nonmagnetic constituents of a compound carries a large nuclear magnetic
moment, then its dipolar field will dominate the damping of the USR signal if electronic
fields fluctuate rapidly enough. In its extreme limit the electronic damping can fully be
neglected, and only the static Gaussian Kubo—Toyabe relaxation from nuclear moments
will be observed. This situation is generally considered to be dull and usually not perused
in any detail since no information can be gained about the electronic moments, except
that their fluctuation rate is high.

The situation gets a bit more complex if the ion that carries the electronic magnetic
moment also possesses a sizable nuclear moment. Then these two moments are not
independent of each other regarding their dynamical behavior since they are coupled by
the hyperfine interaction. This means the nuclear moment may not appear static on the
USR time scale at all temperatures. If the electronic moment fluctuates rapidly enough, as
is the case for T > Ty then the two are decoupled again and the situation is as described
in the previous paragraph. When coming closer to Ty, the electronic moment slows down
and will couple to the nuclear moment, causing it to exhibit dynamical behavior as well.
This situation has been observed in rare-earth systems by Noakes et al. (1987) and Weber
et al. (1994a). It has been studied in detail in MnSi (Yamazaki 1990) which, however, is
outside this review. The treatment of such data requires the concept of “double relaxation”
as discussed in sect. 3.4. In order to separate the different depolarization mechanisms, it is
important to establish that the “full paramagnetic limit”, i.e., the situation of full electron—
nuclear decoupling, has been achieved. Further, it must be reached before the muon starts
diffusional motion, since this again changes the relaxation shape of the WSR signal (see
also sect. 3.8). This is not always possible and clearly requires 7 to be fairly low.

Regime I: In the low-temperature limit of a magnetically ordered/frozen state, a static
USR pattern is usually observed, for which the theoretical prediction involves specification
of a (known or postulated) static structure for the magnetic moments, the knowledge (or
at least a good guess) of the muon site, the choice of magnetic interaction between the
ordered moments and the muon (e.g., dipolar coupling) together with a sum over the
lattice, without the complication of fluctuations.

This approximation will only be valid for 7 — 0, as fluctuations are often visible
as the sample is warmed towards Ty. Little is understood, however, about slow spin
dynamics (i.e., within the uSR, but below the neutron time window) in ordered magnets.
A theoretical treatment of spin lattice relaxation and its relation to WSR for a Heisenberg
ferromagnet has been given by Dalmas de Réotier and Yaouanc (1995).

The simplest calculation involves the assignment of classical point-like ionic moments
leading to an effective field and its distribution at the muon site, and it often provides an
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excellent approximation. The basics of deriving the local dipolar field has been treated
in sect. 3.1. In the majority of cases B, is dominated by the dipolar field (except when
it vanishes due to local symmetry). B, being up to an order of magnitude smaller,
is often neglected in first approximation. In any case, B, is isotropic and carries little
information about the ordered spin structure. It can in principle be obtained independently
from paramagnetic Knight shift data. Note, however, that long-range magnetic ordering
of large stable (rare-earth) electronic moments is a subject where neutron scattering can
measure almost everything, and WSR often cannot compete. On the other hand, the dipolar
field at the muon site resulting from a proper summation of the fields produced by all
surrounding moments is extremely sensitive to small changes in orientation of those
moments. For example, in the case of a conical spin structure a small change in cone
angle may markedly alter the local field sensed by the muon, while neutrons may not
resolve this effect. Also, spin turning transitions are well investigated by uSR. Situations
of this type will be discussed especially in sect. 4.

In general, uSR most often makes notable contributions to magnetism when the
magnetism is weak or disordered in some way. When magnetism is weak, mere detection
of internal magnetic fields can be significant, as is the case for a number of “correlated
electron systems” (sect. 9).

Let us have a brief look at disordered magnetism which will be dealt with in more
detail in sect. 8. A simple long-range ordered state generates in most cases a unique
field (or a small number of discrete fields) at the muon site, usually resulting in coherent
spin precession at a distinct frequency (or frequencies) in ZF-uSR (see discussion in
sect. 3.3). A static incommensurate spin-density-wave (sinusoidal amplitude modulation
of the ordered moment over a long repeat length), with simplifying assumptions about
coupling to the muon, should result in a field distribution of “Overhauser” form (see, for
example, Peretto et al. 1981):

2
/B2, —B?

This is a distribution of magnitude of field, which is what truly determines the ZF muon
spin relaxation function G,(¢) for polycrystalline samples (Noakes 1991), as has been
discussed in sect. 3.2.2. The equation for the ZF relaxation function for a polycrystalline
sample,

Prspw(B) = 0 <B < Bmax- (5D

G(H=1+3 / P(B) cos(y,Bt)dB, (52)
0
can be solved in this case:

Gisow (1) = 5 + 3Jo(VuBmaxt). (53)

where Jy is the zero-order Bessel function. After some initial relaxation, Gispw(?) settles
down to small-amplitude oscillation at frequency y,Bmax (although with a phase shift of
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90°). Realistic muon coupling adds some complications. For example, eq. (53) describes
the spectral shape resulting from a perfect (i.e., error and distortion free) long-range
ordered ISDW spin stucture. Defects in the spin lattice etc. will add an additional static
distribution in local field. Furthermore, there could be spin dynamics present which also
depolarizes the muon spin. Therefore one uses in practice the relaxation function for a
case of ISDW spin order:

Gispw(f) = % exp[—Aiong 1]+ %J 0(YBmax?) €Xp[—Atrans]- (54)

Spectra of this kind have basically been observed in some organic conductors (Le et al.
1993) and recently, apparently in HoNi;B,C (sect. 7.1). Misfitting a spectrum of the type
given by eq. (54) with an exponentially damped cosine oscillation (exp[—A¢] cos(fj.t + D))
results in a phase angle @ ~ 90° and a poor representation of the initial decay. These
features are strong indicators that an incommensurate spin structure is present, which then
is better represented by the Bessel function. A pertinent example is CeAl; which will be
discussed in sect. 9.3.

The other well-known class of incommensurate magnetic structures contains the
helixes and spirals where the ordered moment does not vary in magnitude much, but
is displaced by a finite angle in orientation as one moves from moment to moment in the
incommensurate direction, executing a full rotation cycle to define the incommensurate
repeat length. This class has a larger phase space of possible structures, and the muon
spin relaxation functions to be expected are more resistant to sweeping generalization.
Individual cases in the rare-earth elements will be discussed in sect. 4 and for hard
magnetic materials in sect. 6.4. Some simple computer simulations associated with the
reported spiral ordering of CePtSn will be presented in sect. 9.

Static short-range magnetic ordering can occur, particularly in structurally disordered
materials. In this case it is important to remember that the w* is a local magnetic probe,
sensing only the magnetic field at its site. This local field is likely to be dominated by the
magnetic moments in the immediate vicinity, so, if the moments in the nearest couple of
coordination shells are well aligned into a simple magnetic structure, and if the correlation
range extends to where neutron scattering can fairly easily detect a (broad) magnetic
correlation peak, USR is likely to show in effect the same signal as for a fully long-
range-ordered structure. If the long-range-ordered signal is a coherent oscillation, then
the first indication of disorder is a static (zero slope at zero time) relaxation envelope on
that oscillation). As disorder increases, the relaxation rate increases, until eventually the
relaxation rate exceeds the oscillation frequency, and the signal becomes overdamped.

Spin glasses are another class of static ground state, offering, in the ideal case, a
snapshot of a paramagnetic configuration, with no spin—spin correlations. In the dilute-
moment spin glasses, particularly Cu(Mn), uSR provided useful information by detecting
the distinctive Lorentzian local field distribution to be expected in such cases (Uemura
et al. 1985, Pinkvos et al. 1990). This discussion will be extended in sect. 8. Unfortunately,
stable-moment rare-earth spin glasses are not as well studied as transition metal spin
glasses in general, and they have not been studied at all with uSR (and are unlikely to be
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so studied in the near future, as spin glasses per se are no longer a popular research topic).
Some spin-glass-like behavior is seen in some correlated electron systems (sect. 9).

Regime 3: This is the regime of critical phenomena in the paramagnetic state above
the ordering temperature (we include the range above 7, in spin glasses in this, because
the spins do slow down as T — 7%, meaning temperature approaches 7, from above,
even though there may still be some dissention about whether the freezing is a true
thermodynamic transition). There is an enormous body of theory regarding power-law
temperature dependences, and (because the identified “criticality classes” often group
magnetic transitions with structural transitions as equivalent) many other possible probes
(e.g., structural and optical methods) may be brought to bear. Meanwhile, WSR normally
sees monotonic relaxation (this is usually a fast-fluctuation regime) yielding a generic
relaxation rate that may not be simply related to a single power law with a single
critical exponent. Some theoretical discussions can be found in Lovesey et al. (1990)
and Dalmas de Réotier et al. (1994a). Bulk and optical measurements often work in
the range of (7' — Ty)/Tm < 0.1 and to do so develop impressive temperature stability
(AT/(T — T\p) < 1), because only very close to the transition should the simple power
laws be true. SR, when moving towards Ty, often sees an increase of relaxation rate far
above the transition temperature (up to 5 7y). In the already mentioned Moriya limit,
the motion of each spin is separately treated as resulting from the immersion into a
bath comprising all other paramagnetic spins with all spins considered equivalent. The
observed rise in relaxation rate indicates that (short lived) paramagnetic correlations
develop already at high temperatures well above the region usually considered the critical
regime. Usually uSR data of this type allow a power law to be fitted to the temperature
dependence of the damping constant A(T) over this wide temperature range. The sensing
of paramagnetic correlations far above the magnetic phase transition is a unique feature
of uSR. The strong ionic anisotropy of CEF and magnetic interactions in most rare-earth
and actinide ions leads in turn to a strong anisotropy of the paramagnetic fluctuations,
the preferred axis being usually the easy axis of the magnetically ordered regime. Again,
this anisotropy of spin fluctuations can be traced over a wide temperature range. Typical
examples are Er (to be discussed in sect. 4.3) and RNi; intermetallics (see sect. 5.4.3).
USR experimenters generally do not have apparatus capable of the temperature stability to
get really close to the transition. The present limit is 10 to 10~ in reduced temperature.
To improve on that value would add substantial expense to what is already an expensive
field of condensed matter research. Also the relatively large sample size renders this task
difficult. Serious work toward rigorously relating wSR measurements to critical theory
within the rare earths have focused on Gd (sect. 4.2), GdNi; (sect. 5) and, to a lesser
extent, EuO (sect. 6.1). No such work on actinides has yet appeared.

Regime 2: Dominant in this range are fluctuations in the ordered state as T — Ty
(ie., as T is approached from below), which in many cases are so complicated
that they defy detailed understanding by any probe. Neutron scattering finesses the
problem for long-range ordered single-domain single crystals by being able to isolate
and measure the elementary excitations above the ground state (magnon dispersion
curves and polarizations) at low temperatures, but when only polycrystalline samples
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are available, usually only qualitative conclusions can be drawn. The low-temperature
limit should always be analyzed first. If a distinctive static WSR signal was observed
at low temperatures, leading to some detailed understanding of the ground state, then
extra relaxation as temperature is raised may well be explainable in terms of a model
of fluctuations above that ground. As the relaxation becomes monotonic, however, the
information extractable becomes ambiguous. Comparison with large LF-uSR may tell
you what part (if any) of the relaxation is still static, but even then, many models may
be consistent with the relaxation observed.

There are a number of interesting individual exceptions to the “rules” outlined in this
section. They will be discussed as their classes of material appear in the sections below.

3.8. Muon diffusion and magnetism (site averaging)

We now lift the restriction of a stationary muon resting over its life time at one specific
interstitial site. The simplest case is a muon hopping only between geometrically and
magnetically identical sites and never leaving the domain where it was stopped (a fairly
safe assumption considering typical domain volumes). In this situation muon motion will
have no effect on the PSR spectrum as long as the strong-collision model holds (i.e., the
change of site is sudden).

More serious is the situation when the muon travels through sites having different local
fields B,,. In the fast diffusion limit (meaning that the time of residence is short compared
to the Larmor precession period of S, in By, of the site) the observed uSR spin precession
will reflect (B, ), the weighted mean of the different local fields. In the slow hopping limit
the signal will be the overlay of the pattern produced by the different sites with some
additional damping. Most complicated and not generally treatable is the intermediate
regime. The patterns from different sites will be strongly damped and the simple approach
of an overlay of the various patterns is in general not a good approximation. The additional
strong static damping of the precession signal in ordered magnets (see sect. 3.3) may make
this case unobservable.

An additional problem a moveable muon might create is that its diffusional path may
lead to a lattice defect (most important are impurities and vacancies). Once reached, the
muon is likely to be trapped and the nSR signal no longer relates to the bulk properties of
the magnet. In rare-earth and actinide materials this is less of a problem than in transition
element magnets where T3y tends to be high.

To this point in this section we have assumed that B, at each site is quasistatic (i.e.,
there are no spin dynamical processes within the wSR time window). This need not be the
case and B, may fluctuate with the characteristic time 7, sensed by the muon. Assuming
T to be in the range leading to exponential relaxation e with the damping constant
A= yZ(B%) 1. we must use

11 1
LIS 55
st (55)
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where 174 is the diffusional jump time. In most cases 7y > 7, and 1/7. will reflect magnetic
spin fluctuations in good approximation. But if 7y reaches the nanosecond regime then it
might become comparable to 7,,,, especially in the vicinity of a magnetic phase transition.
In general, this problem is far from being resolved.

The most important situation is the rather straightforward fast diffusional limit sampling
different quasistatic hyperfine fields discussed above. The best known case is bce iron
metal below T¢ (e.g., Yagi et al. 1984), which, though being outside the scope of this
review will briefly be discussed as a pertinent example. The muon occupies the high-
symmetry tetrahedral interstitial site, but due to the presence of magnetization oriented
along the easy axis, the local symmetry is lowered and Bg, will not vanish. In the
FM regime one must distinguish sites where the tetragonal axis runs parallel and those
where it runs perpendicular to the easy axis [001]. For those two environments By, differs
by a factor of two and is of opposite sign. The sites with the lower field are twice as
numerous. The muon hops quickly between those sites and the averaging leads to Bg;p = 0.
The single frequency precession signal observed arises solely from the hyperfine field
which, being isotropic, is insensitive to the differences in local symmetry mentioned and
is therefore of unique value.

Cases exist where a single crystallographic site splits into numerous magnetic sites
with fairly closely spaced local fields. An ensemble of stationary muons sees in effect
a very wide distribution of fields leading to such strong static depolarization that the
precession signal becomes unobservable. A fast moving muon helps in this situation
because the averaging process leads in effect to a motionally narrowed single mean field
and a spin precession signal is seen. Lanthanide compounds exhibiting this situation will
be discussed in sect. 5.3.2.

Alexandrowicz et al. (1999) have established a case where diffusion over magnetically
distinct sites could be studied in detail: singlet ground-state Prin; (see sect. 5.1.2) in an
external field. Having identified a crystallographically unique muon site that becomes two
magnetic sites with distinct frequencies if the field is applied along a symmetry axis of a
single crystal, they studied deviations from simple “Markovian” hopping, and developed
a kinematic algorithm to directly simulate the hopping process in the material.

4. Elemental metals

The varied magnetic properties of the elemental lanthanide metals have attracted
researchers over decades. The continuously improving purity of the materials has led to
a number of revisions to “the state of our understanding” with time. A summary of the
main crystallographic and magnetic parameters is presented in table 2. Details on bulk
measurements can be found, for example, in Rhyne (1972) and McEwen (1978), neutron
data in Koehler (1972) and Sinha (1978). A modern treatise on magnetic properties is
given by Jensen and Mackintosh (1991). All metals contain the 3* ion except Eu and Yb
which are 2*.
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Table 2
Structural and magnetic properties of lanthanide metals (after Jensen and Mackintosh 1991)

Elem. Struc. a(A) cA) i @R g J  mF Ok 6L, TWEK T K
Wws)  Ws) W) W) &  (K)

Ce (5)* dhep  3.681 11.857 2.54 2.51 2.14 0.6 13.7

Pr dhep  3.672 11.833  3.58 2.56 320 27

Nd dhep  3.658 11.797 3.62 3.40 3.27 22 19.9

Pm dhep  3.650 11.650 2.68 2.40

Sm rhom  3.629 26207 0.85 1.74 0.71 0.13 106

Eu bee 4.583 - 7.94 8.48 7.0 5.1 90.4

Gd hep 3.634 5781  7.94 7.98 7.0 7.63 317 317 293
Tb hep 3.606 5697 9.72 9.77 9.0 9.34 195 239 230 220
Dy hep 3.592 5.650 10.65 10.83 10.0 10.33 121 169 179 89
Ho hep 3.578 5618 10.61 1120 10.0 10.34 73 88 132 20
Er hep 3.559 5585 9.58 9.90 9.1 9.1 62 33 85 20
Tm hep 3.538 5554 1.56 7.61 7.14 7.14 41 -17 58 32
Yb fee 5.485 -

® The stable form of pure cerium below 96 K is nonmagnetic fcc.

Early uSR measurements were performed on a series of the metals (Pr, Nd, Sm Eu,
Tb, Dy, Ho, Er) by Grebinnik et al. (1979). Only TF spectra were recorded and in
consequence, the data are limited to the paramagnetic regime. This work antedates the
common use of longitudinal (ZF, LF) uSR spectroscopy, but the authors mention the
possible utility of such experiments in magnetically ordered states. Although outdated,
this work was instrumental in establishing pSR as a powerful tool in R magnetism.
It showed the strong rise of muon spin relaxation rate on approach to the magnetic
transition temperature and gave the correct basic interpretation that slowing down of spin
fluctuations due to dynamic spin correlations must be responsible. It also pointed out the
possibility of pinpointing the transition temperature via the loss of TF signal amplitude.
Finally, it shows that the high-temperature limit of relaxation is correlated (though not
simply) with the paramagnetic moment. Today it is known that other factors, especially
the magnetic anisotropy and possible CEF effects (to be discussed in sect. 5.1.1) must be
considered as well.

In the following we concentrate on more recent, predominantly longitudinal (and there
mainly ZF) uSR measurements over wide temperature ranges (i.e., the paramagnetic and
the magnetically ordered regimes) on the heavy lanthanide metals Gd, Dy, Ho and Er.
For these metals, high-pressure studies were also carried out. The case of Pr is special
since its electronic ground state is an isolated singlet due to CEF interactions. This causes
special magnetic behavior and conventional magnetic order does not take place. We have
elected to discuss this metal in sect. 5.1.2. No uSR data on elemental actinide metals are
available.
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One of the fundamental features of the 4f electron shell is its large orbital momentum
(except for the half-filled 4f7 configuration in Gd** or Eu?" and, of course, the filled
configuration 4f'4 in Yb** and Lu®"). This leads not only to the substantial magnetic
dipole moments of the R ions, but is also the source of large single-ion anisotropy which
in turn is reflected in many magnetic parameters. In WSR, one of the properties affected
is spin fluctuations or, more precisely, the temporal correlation functions of the local field
at the muon site. These can be determined by nSR spectroscopy in single crystals or in
strongly textured polycrystals. Since results of that type will be presented for most of the
rare-earth metals to be discussed in the following, we shall begin with a brief treatment
of anisotropic muon spin relaxation rates.

4.1. Anisotropic spin fluctuations

Of particular interest is the situation in the paramagnetic regime, where no axis of
magnetization exists on a macroscopic scale and the crystalline axes (in non-cubic
systems) provide preferred orientations. The basic observables of muon relaxation above
Tc or Ty in anisotropic systems like the hexagonal lanthanide metals have been discussed
by Karlsson (1990, 1995)). A recent discussion of correlation functions and longitudinal
relaxation rates can also be found in Dalmas de Réotier and Yaouanc (1997). As outlined
earlier (and to be discussed below), the muon spin relaxation rate in the fast fluctuating
limit is given by A = y2 (B}) - 7, where 7. is the characteristic time for the fluctuations
of the local field B,. The temperature dependence of A (or 7,) can then be used, for
example, to make comparisons with predictions from dynamic scaling theories, as will be
discussed for the case of Gd. Single-crystal measurements that combine fixed orientations
(with respect to crystalline axes) of the muon spin (at # = 0) with definite orientations of
the local fields pick up different parts of the local field correlations (Bj(t), Bj(O)} and

(Bﬂ(t), BH(O)) at the muon site. In the present case we take the hexagonal c-axis as the
main symmetry axis (parallel direction).

The muon spin relaxation rates A and 4, observed in ZF measurements with muons
implanted with initial spin polarization parallel and perpendicular to the c-axis, are given

by
by =72 /0 AUT(BL(1), B0)) + (BL(). BLO)], (56)

A=y /0 de[(BL(1), B (0)) + (By(1), Bi(0))], (57

where z is the direction of the symmetry axis and x and y are the directions perpendicular
to it. These are identical in case of uniaxial symmetry, which has been assumed in all
the uSR work. There is some anisotropy within the basal planes of the hexagonal rare-
earth metals (it is involved in the spin-slip structures mentioned below), but it is much
smaller than the anisotropy between the c-axis and the basal plane, and unlikely to be
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detectable in the relaxation rates of the equations above. By combining measurements
of relaxation rates for muon spin alignments parallel and perpendicular to the c-axis a
separation of fluctuations of the local field components is possible. But as egs. (56) and
(57) demonstrate, the rate A only contains the perpendicular field correlations, while
A1 contains both the perpendicular and parallel field correlation functions. Hence the
evaluation of the directional dependence of field fluctuations or fluctuation times is not
necessarily trivial.

The situation is more complex in transverse field experiments, where the orientation of
the applied field with respect to the symmeiry axis is an additional parameter. Two cases
need to be considered for uniaxial symmetry:

(@) Sy points parallel to ¢ and By, perpendicular to c. The correlation functions appearing
in equations of the type (56) or (57) are (Karlsson 1995)

LB, BEO) + (Blo, Blo))] + (L0, BEO)
= (B0, BEO) + § (Bl Bl(0):

(b) S, points perpendicular to ¢ and B, parallel to c. Then one considers the correlation
functions

L [(BE0. BL) + (B (0.8 0)] + (Bl(o). Bl(0))
= (B(1), BL(0)) + <Bﬂ(r), BL'(O)> .

For uniaxial symmetry, this reduces to two distinct TF relaxation rates to be measured,
as in ZF.

It is important to stress once more that WSR measures the fluctuations of the local fields
at the muon site and not directly the fluctuations of the spins creating those fields. This
means in essence that for a quantitative analysis (for TF as well as for ZF measurements)
the exact relations between the individual components of lanthanide spin correlations
(S'(£)S7(0)) and the muon field correlations (B! (#)B(0)) must be worked out for each
particular muon spin < lanthanide crystal geonlletry.‘ This step is often overlooked. The
general tensorial relation between spin and field correlation has been given by Dalmas
de Reéotier et al. (1996).

Barsov et al. (1986¢) directly use the short-time approximation to evaluate the field
correlations. This leads to an exponential time dependence of the different components
of the field correlations

(BL(), Bi(1)) = <(B;‘L)2> exp (-]t —#|/7), (58)

with orientationally dependent characteristic fluctuation times 7.. Here the 7! are the
lifetimes of the magnetic field components B, which originate from the spin fluctuations
determined by the correlation functions (§?(£)S/(0)). This means that the 7/ do not directly
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reflect the spin fluctuation times in different directions, since each may contain more
than one directional component. Using the approximation given in eq. (58) the following
expressions for the relaxation rates in uniaxial symmetry

l” = 2Gl with Gi = )’i <(Bi')2> . TCJ_,
2
ll=G”+GL with G||:)’i<(3u) >-TC“,

are obtained for the two orthogonal muon implantation geometries. Modifications of these
formulae for intermediate situations, i.e., textured polycrystals, are straightforward:

l||=2GlY+(GH+Gl)(1—Y),
AL=GL(1-Y)+1(Gy+GL)(1+7),

where ¥ = (cos® 0) and 0 is the angle between S, and the symmetry axis (c-axis) in a
particular crystallite. In this approximation it is also easy to write down the corresponding
expressions for the TF conditions.

One basic problem (which has already been pointed out in sect. 3.2.2) of the fast
fluctuation limit is that a separation of <lBu|2> and 7, is not possible. Furthermore, since
the expression (58) for the different directional components i contain different correlation
times 7., it is incorrect to express the fotal relaxation simply as (IBu|2>-Tc in a strongly
anisotropic case. Therefore, from a measurement of A; and A, it is not trivial (among
other considerations, one must know the muon interstitial site) to determine how much
of the anisotropy comes from an anisotropic field distribution and how much relates to
anisotropic fluctuation rates. One may hope that not too close to the magnetic transition
(i.e., well inside the paramagnetic regime) (]Bu':z} shows little anisotropy and that one
senses the anisotropy of 7, in ZF. But an exact treatment of 2 L\SR measurement on these
terms has not been given to our knowledge.

4.2. Gadolinium

Gadolinium is probably the most extensively studied elemental lanthanide metal not only
in the context of bulk magnetic measurements, but equally for uSR spectroscopy. This is
not true, however, for neutron scattering, because of the excessively high absorption cross
section of natural Gd. In part, this has been overcome by selecting a neutron wavelength
where absorption is much less (Cable and Wollan 1968). Also, a single crystal of the
weakly absorbing isotope '%°Gd has been produced. A review of the band structure can
be found in Norman and Koelling (1993).

From a magnetic point of view, Gd is the simplest of the lanthanide metals. Exchange
favors FM, while all other heavy lanthanide metals initially show AFM order. The Curie
temperature (Tc = 293K) is in a convenient temperature range. The Gd®* ion has a half-
filled 4f shell. It is thus an S state ion featuring pure (but very strong) spin magnetism.
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CEF interactions vanish because of the S character (see sect. 5.1.1). The small residual
anisotropy causes the moments to point along the c-axis just below 7. About 100 K below
Tc, the easy axis begins to move toward the basal plane, reaching quickly a maximum tilt
angle of @ = 60° at 180 K. On further lowering the temperature to ~5S0K, @ is reduced
slowly to 30° where it then stays to the lowest temperatures. It is thought that this spin
turning arises from the action of a competing anisotropy having its origin in spin—orbit
coupling.

The earlier uSR studies were concerned with the peculiar temperature dependence of
the spontaneous precession frequency caused by the interplay of the isotropic contact field
and the anisotropic dipolar field at the muon site. The latter is clearly dependent on the
spatial alignment of the Gd spins. Also, the muon stopping site needed to be determined.
These data will be discussed in sect. 4.2.2 below. Later studies included more detailed
investigations of the dynamical critical behavior in the paramagnetic state (see following
section).

4.2.1. Paramagnetic region and critical behavior

Relaxation measurements in the paramagnetic state of Gd have been numerous. A typical
example of a TF-USR spectrum of Gd metal above 7¢ has been presented in fig. 9.
Such type of measurements by Wickelgird et al. (1986, 1989) show the existence of
spin correlations well above 2 7¢. The relaxation data can be represented by a power
law of the type A o« (T — Tc)™. As can be seen from fig. 29, a crossover from
w = 0.56 (high-temperature value) to w = 0.15 takes place at 7 — T¢ ~ 10K. At
about the same temperature the Knight shift (measured on a spherical polycrystalline
sample where Lorentz and demagnetization fields cancel) changes from Curie—Weiss
behavior (exponent 1) to a temperature dependence with exponent 1.25. The reason for
this change of slope has to be ascribed to the onset of dipolar interactions between the
Gd spins (see also discussion in the next paragraph). As described by Karlsson (1990),
one consequence is a break-up of the longitudinal spin waves resulting in a reduced
temperature dependence of spin fluctuation rates. Karlsson et al. (1990) discuss the
influence of dynamic paramagnetic clusters on neutron and WSR parameters. Wickelgard
et al. (1986) also attempted an estimate of correlation lengths from their relaxation
data and found £(1.27¢) = 5A and E(1.57¢) = 3 A. The exponent w can be related
(Hohenemser et al. 1982, 1989) to the correlation length exponent v and the dynamic
scaling exponent z via w = v - (z — 1.06). The value of w is consistent with the mean field
values v = 0.5 and z = 2.

The paramagnetic critical region was studied later in more detail with zero field pSR on
single crystals (Hartmann et al. 1990a). Anisotropy of the relaxation rate for muons with
their spins either parallel or perpendicular to the c-axis was found (see fig. 30, left). Such
orientation-dependent muon relaxation will be discussed in more detail in connection with
Er and Ho. The directional differences are comparatively small in Gd because the strong
single-ion anisotropy is absent. Further extensive measurements by Henneberger et al.
(1997) have been compared to elaborate theoretical calculations (Dalmas de Réotier and
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Fig. 29. Temperature dependence of the frequency shift (left) and TF relaxation rate (right) of Gd metal

at ambient (top) and 6kbar applied pressure (bottom). The measurements under ambient conditions used a

polycrystalline specimen (Wickelgdrd et al. 1986), the high-pressure data a single crystal (Schreier et al.

1997). The lines are power law fits as discussed in the text. The various symbols in the top-left panel refer to
different values of the transverse field.

Yaouanc 1994, Dalmas de Réotier et al. 1994a, Frey et al. 1997). Henneberger et al.
(1997) shows that close to 7¢, not only the influence of dipolar interactions, but also the
uniaxial anisotropies are of importance to reproduce precisely the critical behavior of the
USR relaxation rates.

A theoretical summary analysis in terms of Gd spin dynamics above 7 combining
the single-crystal uSR results with paramagnetic fluctuation data on Gd from perturbed
angular correlation and Mdssbauer spectroscopies has been given by Frey et al. (1997).
In applying mode-coupling theory to hexagonal lattices, and ascribing the uniaxial
anisotropy to dipolar couplings only, they can indeed reproduce the major features of
the observations from the three different methods. Figure 30 (right) depicts the case of
perpendicular WSR relaxation rates from their work. The first change in the slope of muon
spin relaxation rate vs. temperature occurs at the temperature marked 7. This effect is
also visible in the data of Wickelgérd et al. (1986) shown in fig. 29. A second change, but
less pronounced, takes place at 7. It is found that Gd behaves for T > Tp like an isotropic
Heisenberg FM. Dipolar anisotropy comes into play at 7 < Tp. Finally, for T < T one
must consider uniaxial anisotropy as well. The major result of the treatment by Frey et al.
(1997) is that the spin dynamics of a ferromagnet with an hep lattice (such as Gd) belongs
to a new dynamic universality class (see Henneberger et al. 1999 for details). The fit of
the muon data to the expected theoretical variation of A(T) presented in fig. 30 raises the
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those plotted in the left-hand panel). T, and 7, mark the points where dipolar and uniaxial anisotropies start
to play a significant role. After Henneberger et al. (1997).

question whether the assignment of an octahedral muon site, which had been established
in the ferromagnetic regime first by Graf et al. (1977) (see also Denison et al. 1979),
should be changed to a tetrahedral site for temperatures above Tc.

4.2.2. Ferromagnetic region

Studies of the spontaneous muon spin precession frequency in ferromagnetic gadolinium
attracted much attention due to its peculiar behavior as function of temperature. First data
by Gurevich et al. (1975) were followed by measurements of Graf et al. (1977), Nishida
et al. (1978) and Hartmann et al. (1990a). The results of the various groups are quite alike.
Minor differences are probably sample dependent. A characteristic ZF-uSR spectrum
has been presented in fig. 26. The observed temperature dependence of the precession
frequency (see the curve labeled p = 0GPa in fig. 31) shows initially the Brillouin-
type rise usually seen after a second-order transition into the magnetically ordered state.
Further down in temperature, marked deviations from this monotonic rise occur, which
can be explained fully by the change of the dipolar field contribution to By, as the Gd spins
change their tilt angle with respect to the ¢ direction. This effect is particularly noticeable
in the temperature dependence of the local field in Gd because By, and By, are of
comparable magnitude. Using a formalism (Meier et al. 1978, Meier 1984) based on
the condition of a smooth temperature dependence of the sum vector

X = Beon +Bior = Bu ‘B:ﬁpa (59)
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Fig. 31. Left: Temperature dependence of local magnetic field at the muon site in ferromagnetic Gd at ambient

and applied pressure (Schreier et al. 1997). Right: Results of the detailed analysis of spectra in the spin turning

regime. Two signals are present (open and solid symbols). Their meanings are described in the text (Hartmann
et al. 1994b). The lines are guides to the eye.

allows safe separation of the contact and the dipolar contributions to the local field
at the muon site, even for a polycrystalline sample (Graf et al. 1977, Denison et al.
1979). The result not only identified the muon stopping site as the octahedral interstitial
position, but also allowed the extraction of the temperature dependences of the contact
field contribution and the spin tilting angle @. The latter is found to be in excellent
agreement with other determinations (Cable and Wollan 1968, Corner and Tanner 1976,
Graham 1962) as demonstrated in fig. 32 (top). USR gives a steeper initial rise of the
tilting angle. The results shown in this figure are based on a recent evaluation of single-
crystalline data (Hartmann et al. 1994b). The differences with earlier results are minor.
The temperature dependence of the contact field deviates slightly from that of the bulk
magnetization (Denison et al. 1979). More pronounced such deviations are seen-in the
3d FM Fe and Ni. They are discussed in terms of disturbances of the local band structure
by the muon (see, for example, Kanamori et al. 1981). The sign and magnitude of
the contact field of —0.70T for T — 0 are in good agreement with the Knight shift
measurements of Wickelgard et al. (1986, 1989) mentioned earlier.

The single-crystal measurements by Hartmann et al. (1994b) add more details about the
spin turning process. The study showed that the turning of spins does not occur uniformly
and simultaneously over the whole sample. The spectra between 230K and 220K are
best described by the sum of two subspectra. One exhibits an increase of frequency
(which indicates spin turning) with decreasing temperature while the other roughly shows
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Fig. 32. Spin turning angle (with respect to the c-axis) in ferromagnetic Gd metal as a function of temperature

for ambient (top) and applied pressures derived from the temperature variation of the internal field as shown in

fig. 31. Results from other measurements at ambient pressure are shown for comparison. The panels depicting

the results at applied pressures also contain the data for ambient pressure (dotted line) to make the differences
more apparent. From Schreier (1999).

constant frequency, meaning that it reflects a portion of the sample where spins have not
yet started to turn. The amplitude of the former sub-spectrum rises continuously while
the amplitude of the other decreases concomitantly until it vanishes at ~220 K, indicating
that now all spins in the sample have turned (fig. 31, right).

4.2.3. High-pressure measurements
High-pressure uSR studies (Mutzbauer et al. 1993, Kratzer et al. 1994a, Schreier et al.
1997) on Gd (a typical spectrum has been shown earlier in fig. 12) revealed that the
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temperature dependence of the precession frequency (the field at the muon site) is highly
sensitive to applied pressures even in the fairly low pressure range up to 0.6 GPa (6 kbar).
The dominant reason is the dependence of the spin turning process on pressure. The
findings are summarized in fig. 32. Under hydrostatic pressure the onset of spin-turning
gradually shifts from 230K to lower temperatures (while 7 increases slightly). In
addition, the turn angles get larger with pressure below 170K. At p = 0.6GPa it
has reached 90° over the full temperature interval between 170K and 50K. It is quite
remarkable that the angle then decreases again rather sharply with reduced temperature,
approaching again the low-temperature limit of 30° as under ambient pressure. The
change of tilting angle has such strong influence on the measured precession frequency
that the pressure dependence of the contact field can only be evaluated above the spin-
turning temperature (i.e., ' 2 250K). There the values of B, are found to be lower
than one would expect if only the pressure-induced shift of the ordering temperature
(dTc/dp = —14 K/GPa according to Bartholin and Bloch 1968) are taken into account. The
results suggest an increase of the size of the (negative) contact field with applied pressure,
likely to be caused by an increase of conduction electron spin polarization as volume is
reduced. The application of high pressure in the paramagnetic state (Schreier et al. 1997)
has no measurable effect on the behavior of relaxation rates and frequency shifts. As
fig. 29 (left) shows, the crossover behavior around 7¢ + 10K is still clearly present for
both quantities. It can be inferred from these results that small volume reductions have no
marked effect on the USR magnetic parameters of Gd in the critical regime just above T¢.

4.3. Holmium, dysprosium and erbium

4.3.1. Ambient pressure

4.3.1.1. Holmium. This R metal is a most impressive case demonstrating how the
interplay of various magnetic and electric (CEF) interactions produces a rich variety of
spin structures which are often almost continuously changing with temperature. Just below
Tn = 132K, a helical AFM spin structure is stabilized. In lowering the temperature,
the helix becomes distorted, as can be seen from the appearance of higher harmonics
in the neutron diffraction pattern. The magnetic order runs through a series of spin-
slip structures (Jensen 1996} until a second-order transition at 7¢ = 20K leads into a
shallow-cone-shaped FM spin arrangement. The (fairly weak) magnetization points along
the ¢ axis. The helical component is commensurate, but the moments are not uniformly
arranged along the helix, being bunched around the 5 axis. The cone angle decreases
continuously towards 80° as 7 — 0.

The original uSR measurements on Ho (Gurevich et al. 1976, Barsov et al. 1986b)
were unable to observe spontaneous spin precession. This has, however, recently been
achieved in both polycrystalline (Krivosheev et al. 1997b) and single-crystal material
(Schreier et al. 2000a, Schreier 1999). The data of the two studies are quite similar in the
AFM regime, but near 7 the results of Schreier et al. (2000a) are more detailed. Figure 33
shows that the overall temperature dependence of the internal field is rather smooth and
Brillouin-like (as for the case of Dy). Just below Ty the data can be fitted to a critical
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Table 3
Saturation values (T — 0) of the measured local magnetic field B, , the calculated dipolar field and the extracted
Fermi countact field for Dy, Ho and Er according to Schreier et al. (2000a); corresponding values for Gd are
given for comparison®

Saturation values (7' — 0) T (K) AFM transition,
B, < (Ty-T)F
B, (kG) By, calc. B, kG) b N
meas. extrap. &) meas. extrap. Ty ) B
Gd 1.10(2) 8.89 -7.47 293 No AFM order
Dy 11.86(3) 13.4 13.21 -1.35 +0.2 85 180.5(7) 0.41(1)
Ho 15.63(6) 17.3 12.44 +3.16 +4.9 20 131.2(3) 0.46(3)
Er 4.28(1) - 10.42 -6.22 - 20 86.6(1) 0.46(1)

* The values of T are taken from Jensen and Mackintosh (1991).

power law B, (T') o< (In— T)’. We stress that 3 is obtained from a fit in the ordered region,
while usually we talk about critical exponents obtained in the paramagnetic regime. The
fit parameters Ty, 3 and the extrapolated saturation values of By(0) when assuming
a smooth Brillouin-like behavior for 7 < T (see discussion below), as well as the
actually measured field at lowest temperature are given in table 3. From dipolar sums
one obtains Byjp. This then allows extraction of the magnitude of Bcy,. Both values are
also listed, the latter for the two possibilities using either the measured or the extrapolated
values of B,(0). Due to the equal distribution of magnetic domains in zero external field,
ZF-uSR rotation measurements allow the determination of the frequency (magnitude of
B,), but not the sense of the muon spin rotation. In consequence, two solutions for
Beon are possible depending on the relative orientation of the measured local field B,
and the calculated dipolar field Bgj,. Additional measurements in an external magnetic
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field, which macroscopically magnetizes the sample, were needed. The comparison of
the signals from longitudinal and transverse detectors gives the sense of spin rotation.
A parallel orientation of B, to the sample magnetization, for an experiment carried out
on Dy, excluded the choice of a strong negative contact field and thus led to the values
of B, listed in table 3. Therefore, the choice of a strong negative contact field was also
rejected for Ho. This then produces the remarkable result that Ho seems to possess a
positive contact field, while in all other heavy R metals this field is negative. This is not
understood at present. Except for Gd (which is an S-state ion without orbital momentum),
one finds Bcoq to be about an order of magnitude smaller than Bg;,. The octahedral muon
stopping site has been assumed, but only minor changes in values occur if the tetrahedral
site 1s assumed.

No big irregularities are seen at the spin-slip transitions (e.g., 97, 40, 25 K) in the AFM
state, except around 30 K, where the spectra are better fitted by two different precession
frequencies (see inset to fig. 33, left). A study by Ponomarev et al. (2000), mainly on a
textured polycrystalline sample, failed to detect any effects of spin slips. More dramatic is
the irregularity that occurs (as is the case in Dy) at 7¢. The field decreases slightly in the
FM regime, while one should expect just the normal saturation behavior of magnetization
(i.e., a precession frequency essentially independent of temperature). The cause for this
behavior, which so far has only been detected by USR, is not clear. One possibility would
be a change in cone angle, but dipolar field model calculations cannot reproduce this
behavior for any sensible parameter set (Schreier 1999). Also, Dy shows a quite similar
behavior (see fig. 34, left) despite the fact that it has a simple FM spin structure (see
next paragraph). It is of course most sensible to assume the same mechanism in both
cases. Whether the effect is connected to special features of the contact field, or whether
an additional field such as a demagnetizing field is present (meaning that spontaneous
magnetization is not zero even under zero-field cooling conditions) needs further studies.
Except for this irregularity, no substantial difference in the magnitude of the local field
between the AFM and FM states is observed. It should also be mentioned that dipolar
sum calculations show that the regular bunching of the basal moments along the b-axis
produce a single value of By, in accordance with the experimental result.

4.3.1.2. Dysprosium. Large axial anisotropy confines the moments on Dy to the basal
plane. Between Ty = 178K and 7 = 85K, a helical AFM spin structure is present.
The helix angle decreases with lower temperature. At 7¢, an orthorhombic distortion of
the hep lattice occurs and the transition into the FM state is of first order. The spins all
have the same magnitude and all point along the orthorhombic a axis, so this is a simple
FM structure.

The spontaneous muon spin precession frequency below Ty was observed by Hofmann
et al. (1978) in polycrystalline material and more recently by Ekstrom et al. (1996, 1997)
in a single-crystal specimen. The amplitude of the precession signal is larger in the S|, || ¢
geometry, meaning that the local field lies predominantly in the basal plane as well.
Typical data for the temperature dependence of the precession frequency are shown in
fig. 33. The stopping site of the muon is not known, but calculations of the dipolar fields
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Fig. 34. Left: Temperature dependence of the correlation functions G, and G, as derived from the orientational

dependence of the muon spin depolarization rate of a strongly textured Dy sample in the paramagnetic regime.

From Barsov et al. (1986¢). Right: Temperature dependence of the relaxation rate 4, in single-crystalline Dy
above Ty. From Ekstrém et al. (1997).

show that a small shift of the local muon field should take place at T if the muons
occupy tetrahedral interstitial sites, but not if the site is octahedral (Denison et al. 1979).
The observation of such a shift (fig. 33) indicates a tetrahedral interstitial stopping site, but
the issue is not completely settled. Proceeding as discussed for Ho leads to the parameter
values listed in table 3. As mentioned these calculations assumed the octahedral site, but
the differences when using the tetrahedral site are minimal and of no great consequence.
As in Ho, a decrease of frequency is observed in the FM state (which was not seen in the
original work of Hofmann et al. 1978). As discussed above, the simple FM spin structure
makes an explanation of this feature even more difficult. The case remains unsolved at
this stage.

Only a few direct measurements of muon diffusion exist in hcp metals, and it would not
be surprising if the muons were mobile, at least in the range from 100 K upwards. This
has been examined in Dy by Barsov et al. (1986a,c). A diffusing muon would depolarize
longitudinally when it experiences local fields of different orientations along its path.
Since the field direction changes from layer to layer in the helical antiferromagnetic
structure, muon diffusion parameters can be obtained. The result for the diffusion
parameters, kv, = 1053 s7! (with ¥ < 1) and E, = 390K, are interpreted as being due to
an incoherent tunneling process, rather similar to that in the typical fcc metal Cu above
100K (see, for example, Schenck 1985).

The relaxation rates above Ty were studied both by Barsov et al. (1986¢) in a textured
polycrystal, and Ekstrém et al. (1996, 1997) in a single-crystal sample. The muon
relaxation rate is anisotropic, with larger values for A if the muons are implanted parallel
to the c-axis. In fig. 34 (left) we show the result by Barsov et al. (1986¢) expressed in
terms of the relaxation functions G| and G as introduced in sect. 4.1. It follows that
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Fig. 35. Temperature dependence of signal amplitude and relaxation rate measured in ZF on a single crystal of
erbium oriented with its c-axis parallel and perpendicular to the muon beam (muon spin polarization). Squares
and circles refer to two different run sequences. After Wappling et al. (1993).

the local field fluctuations occur mainly in the direction of the axis of easy magnetization
(located within the basal plane). There appears to be practically no divergence at Ty, but
the sample of Barsov et al. (1986b,¢) has a rather wide transition temperature region which
is explained by a spread of 7y through the individual grains of their sample. Ekstrom
et al. (1997) find a narrower transition region in their single crystal and see a fairly sharp
increase in relaxation rate very near Ty (fig. 34, right). The temperature dependence of A
definitely differs from that seen in Er (fig. 35). In comparing the two cases, one must be
aware that the field geometries are reversed. In Dy the axis of sublattice magnetization just
below 7y lies perpendicular to ¢, while in Er it is parallel to ¢. Thus, in Dy one expects
A (meaning that the crystal is oriented with its c-axis in the muon beam direction) to be
sensitive to critical slowing down, while in Er it is A, (as observed).

4.3.1.3. Erbium. The easy direction in Er is the c-axis, and below the second-order Néel
transition (7Ty = 85K), the moments order in a longitudinal sine-wave structure. As the
temperature is lowered the sine squares up. Around 75 = 52 K, a basal plane component
begins to order, leading to a helical AFM structure. Finally, at 7c = 20K a first-order
transition into a steep cone (opening angle ~30°) FM spin structure takes place. Several
(first-order) spin-slip transitions occur in the helical AFM phase.

The first nSR studies were carried out on textured polycrystals and concentrated on the
paramagnetic state (Barsov et al. 1983, 1986¢). Hartmann et al. (1990c) and Wippling
et al. (1993) extended those studies to a single crystal oriented with its c-axis both
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parallel and perpendicular to the muon beam (initial muon spin direction) and to the
magnetically ordered regime. A summary of their ZF data is depicted in fig. 35. As can
be seen immediately, Er shows a very strong anisotropy of the magnetic fluctuations up
to temperatures well above the critical temperature. With the muon polarization along the
c-axis of the crystal, the Fr spin fluctuations cause an almost temperature-independent
muon relaxation above Ty, while initial muon polarization perpendicular to the c-axis
results in a strongly temperature-dependent and divergent relaxation rate. Obviously,
critical behavior occurs only for those spin fluctuations that generate fluctuations of the
internal field component parallel to the c-axis (the axis of easy magnetization below 7).
Fitting A (7)) to a critical power law results in a dynamic critical exponent of w = 0.15.
This is an unusually low value that is not understood at present. Henneberger et al. (1999)
have pointed out recently that mode coupling theory as applied to uniaxial ferromagnets
like Gd results in rather low values of the critical exponents. Whether the same can
also be concluded for transition into complex AFM structures like in Er requires further
theoretical studies.

In a sense, the situation for observable features is reversed in the magnetically ordered
state. For the perpendicular geometry, the signal amplitude quickly collapses at Ty and
stays practically at zero down to 7 (but see further below). In the parallel geometry,
however, an exponentially relaxing signal can be detected in the AFM state. Since the
muon spin is oriented parallel to the dominant field direction, spin precession is not
observable. The signal amplitude, as well as the relaxation rate, shows irregularities at
the magnetic transition temperatures Tn, Tp and 7. Whether the spin-slip transitions
are also reflected cannot be judged reliably with the present accuracy of the data. These
measurements were done at the ISIS pulsed facility with its limits on time resolution.

Recent high-precision ZF measurements (on the single crystal in perpendicular
orientation on the continuous beam of PSI), resolved a strongly damped spin precession
signal in the temperature range between Ty and 7T¢ (Schreier et al. 2000a). The
combination with earlier spontaneous muon spin precession data for the ferromagnetic
cone state by Hartmann et al. (1997) gave the complete temperature dependence of
the local field in all three magnetic states (fig. 36, left). A small break is seen in the
otherwise smooth dependence of v,(7) at Tg, but a dramatic 80% drop in frequency
occurs at T, which is in sharp contrast to the behavior in Ho and Er. In Ho the basal
plane component of the ordered moment is highly dominant (shallow cone angle), and in
Dy no perpendicular component exists. Hence, the dipolar field components suffer little
change. This is quite different in Er where the dipolar field alters both its orientation and
magnitude. The FM orientation of the formerly antiferromagnetically oriented regions
of four parallel axial moments each, produces a dipolar field having half the value the
opposite direction compared to that in the AFM regime. The relatively small contact field
experiences no change in either orientation or magnitude since it follows the (sublattice)
magnetization. Its orientation, though not exactly parallel to By, further enhances the
drop of the local field B,,.

Two different precession frequencies with nearly equal intensities just below ¢ are
present in the FM regime of Er. The dependence of the frequencies on temperature is
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Fig. 36. ZF uSR data on single-crystalline Er in the magnetically ordered states. The measurements were done

in the perpendicular geometry. Left: Temperature dependence of the spin precession frequencies. After Schreier

et al. (2000a). Right: Temperature dependence of the two spontaneous precession frequencies (bottom) and their

damping rates (top) in the FM state. Solid and open symbols distinguish the two signals. After Hartmann et al.
(1997).

depicted in fig. 36 (right). The signal with lower frequency is more strongly damped
(fig. 36, right) and loses amplitude as temperature is reduced. Around 4K it becomes
unobservable, presumably because of excessively rapid depolarization. Perhaps the cone
opening angle varies with temperature (although no neutron data on this are available).
The moments in the basal plane are subject to bunching. In a perfect cone structure,
only a single muon frequency would be seen for either an octahedral or a tetrahedral
stopping site. The more recently proposed spin structure models (containing the basal-
plane spin bunching) would give rise to a pattern of eight precession frequencies instead
of only the two strong frequencies actually observed. Also unexplained is the temperature
dependence of both frequencies and why one of the components gradually decreases and
finally vanishes. It should be remembered that the decrease of frequency means a decrease
in local field as T — 0. This connects with the observation in the FM state of Ho and
Dy. In summary, the SR data on FM erbium indicate that a revision of the spin structure
derived from X-ray and neutron scattering data may be needed.

4.3.2. High-pressure measurements

Preliminary data on high-pressure SR measurements on Dy and Ho have recently been
reported (Schreier et al. 2000b, Kalvius et al. 2000f). The pressure dependence of the
spontaneous spin precession frequencies in the two metals was determined at various
temperatures in their magnetically ordered states. For Ho the data are restricted to the
AFM regime due to the temperature limitations of the high-pressure apparatus. Roughly
linear dependences of v,(p) were seen, leading to the pressure coefficients (0B,/0p)r
of the local magnetic field (see table 4). The parameter of interest is the pressure
(or volume) coefficient of the contact field as the unique quantity available from uSR
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Table 4
Measured local field, calculated dipolar field and derived contact field together with their pressure coefficients
at various temperatures for dysprosium and holmium metals® (Schreier et al. 2000b)

T (K) B(T) (8B,/6p)r Byip(T) (0B 4p/0p)r Boon(T) (0B con/Op)r
kG) (kG/GPa) kG) (kG/GPa) kG) (kG/GPa)
Dysprosium, ferromagnetic
22 +11.97(3) +0.27(6) +13.12 +0.31 -1.15(3) —0.04(6)
68 +12.56(1) +0.33(1) +12.37 +0.28 +0.19(1) +0.06(1)
Dysprosium, antiferromagnetic
100 +11.91(7) +0.13(15) +11.09 +0.19 +0.82(7) +0.06(1)
120 +10.9(1) +0.06(29) +10.12 +0.09 +0.76(14) -0.03(29)
140 +9.1(2) —-0.06(4) +8.87 -0.02 +0.21(18) —0.04(4)
Holmium, antiferromagnetic
44 +16.18(3) +0.65(6) +11.44 +0.21 +4.74(3) +0.45(6)
50 +15.50(2) +0.64(4) +11.17 +0.18 +4.33(2) +0.45(4)
66 +14.43(4) +0.46(7) +10.31 +0.10 +4.13(4) +0.36(7)
78 +12.36(3) +0.31(5) +9.51 +0.01 +2.85(3) +0.30(5)
100 +9.10(13) +0.33(23) +7.55 -0.20 +1.55(13) +0.54(23)

® The errors refer to the linear regression fits to B,(p), only.

data. Calculations of the dipolar field contributions to B, as a function of pressure at
different temperatures are the first step. The derivation of the contact field and its pressure
coefficient is relatively straight forward in Dy and Ho since in contrast to Gd spin turning
is not present (otherwise B,(p) would not be linear). Just below the antiferromagnetic
transition the main influence on By, (p)r comes from the reduction of magnetic moment
caused by the negative shift of the ordering temperatures 07y/0p ~ —4.1(1) K/GPa for
Dy and 87y/0p =~ —4.8 K/GPa for Ho (Bartholin and Bloch 1968). Below 7/Ty < 0.7 it
is the increase of magnetization by volume reduction with the isothermal compressibility
derived from the temperature dependence of the elastic constants (Palmer and Lee 1972).
This leads to a change of sign in (0Bg;,/0p)r-

In Dy the pressure coefficients (9Bcon/Op)r are zero within the limits of error at
all temperatures. In Ho they are comparable in size to the pressure coefficients of B,
(table 4). Theoretical calculations of the volume dependence of the interstitial conduction
electron density are not available to our knowledge. The results on (9B,/0p) must stand
as they are at this stage. They show at least that the question of compressibility of
conduction electron density is a complex one and obviously different for the otherwise
rather analogous two rare-earth metals. At least in Dy the spin structure (AFM vs. FM)
seems to have no significant influence. High-pressure data on Er are not available to date.
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5. Intermetallics

The field of magnetism in lanthanide and actinide intermetallic compounds has been
actively pursued for many decades. In consequence, the number of studies published
is enormous. Also pwSR has followed that area of magnetism quite actively. Many
of the results available can also be found in the review of Schenck and Gygax
(1995). Here we put the emphasis on regions of magnetic instability where short-range-
ordered (SRO) magnetism often occurs and on the study of spin fluctuations, especially
while approaching a magnetic transition and — if single-crystal data are available — on
directional dependences. These are the fields where uSR shows its special strength.
The basic magnetic properties of R intermetallics were reviewed by Kirchmayr and
Poldy (1979). This review is of course in part outdated by now. A more recent review
is provided by Gignoux and Schmitt (1995). Gratz and Zuckermann (1982) give a
compilation of transport properties of R intermetallics. The field of An intermetallics
has been reviewed by Fournier and Tro¢ (1985). A comparison of transport properties of
selected R and An intermetallics is given by Fournier and Gratz (1993). Especially the Ce
and U intermetallic compounds comprise the field of heavy-fermion and other strongly
electron-correlated materials. Special reviews are dedicated to them, and we deal with
them separately in sect. 9, where the major reviews for those compounds are listed.
The investigations by uSR on R and An compounds are rather broadly spread and
involve examples from many series of intermetallics. The central point of these studies
is to gain information on spin lattice relaxation of the 4f or 5f moments, especially in
materials with pronounced magnetic anisotropy. A second important goal is to study the
behavior of compounds near a magnetic instability, as found for example in materials
under the influence of strong magnetic frustration. We suspect that the reader, when
finished with this chapter, will be perhaps somewhat confused by the multitude of different
and sometimes not directly connected data. For this reason we have attempted to give a
summary of the most important aspects derived from the uSR studies in sect. 5.7..

5.1. Singlet ground state systems

5.1.1. Crystalline electric field (CEF) effects

Since the majority of the readers of this review are likely to be familiar with f-electron
magnetism but not so familiar with WSR, the introductory material of the first three
sections explained how WSR probes magnetic properties in some detail, but assumed
knowledge of those magnetic properties themselves. USR experts reading this article are
likely to be those familiar with magnetism in general, but they may not be acquainted
with the somewhat special topic of crystalline electric field (CEF, some authors say
“crystal field”) effects in lanthanide magnetism. These effects are mostly insignificant
in the elemental lanthanides, and so were not mentioned in the preceding section. An
exception is Pr metal, which has a CEF-induced singlet electronic ground state and will
be discussed in sect. 5.1.2.1. The influence of CEF cannot be ignored in most lanthanide
alloys and compounds. For readers not expert in f-electron magnetism, we present a brief
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introduction to CEF effects. For a more detailed review, see Fulde and Loewenhaupt
(1985).

The magnetic moments in transition metal, lanthanide and actinide magnetism reside on
unpaired electrons in non-zero-angular-momentum (/) orbitals. Each individual m; orbital
is not spherically symmetric, and so, in addition to a magnetic moment when singly
occupied, it also has charge-multipole moments. In this section it will be assumed
that the magnetic orbital remains localized around its particular nucleus when the ion
is embedded in a crystal, and the rest of the crystal can be treated as external to it
(no hybridization). This approximation fits particularly well for the heavy lanthanides
(except Yb), where the f wave functions are well-buried inside the valence orbitals. It
fits less well for light lanthanides, Yb and the light actinides, and is crude indeed for
transition metals. CEF effects can only be identified as separate, single-ion effects to the
extent the approximation (of localization) applies for the lanthanide when it is embedded
in the material considered. When such a buried-moment ion sits in a crystal, the charge
distribution around the ion (generated by the other ions and electrons) is also not spherical,
it has the symmetry of that ion site in that crystal structure. The surrounding charge
distribution creates a static electric potential Vcgp(r) with the ion’s site symmetry at
and around the ion site, which can be expanded in spherical harmonics Y*(@, @), or,
more conveniently for this application, in the related strictly real basis set of “tesseral
harmonics” Z;,(©, @) (Hutchings 1964).

Vegr(r) = Z Yiat' Z1o(©, ), (60)

la

where the coefficients y;, are formally defined as integrals over the surrounding charge
distribution. This electric potential is multiplied by the ion’s local electric charge density
to obtain the interaction energy (a term in the ion’s electron-cloud Hamiltonian)

Ecgr = e (W [Vepr| ¥) . (61)

For d-magnetic ions, this interaction is usually so strong that it completely lifts the orbital
degeneracy (quenching the orbital moment), leaving a ground state in which only the spin
degrees of freedom are available to participate in magnetic properties (see, for example,
Ashcroft and Mermin 1976, p. 657). In f-ions, the interaction is not so extreme. Spin—orbit
coupling makes the total angular momentum J the good quantum number, and usually
makes the non-trivalent J multiplets far higher in energy than room temperature, so that
only one value of J need be considered. This is usually false, however, for Ce and the
magnetic light actinides, is often false for Yb and Eu, and is sometimes false for Sm.
When more than one J value is accessible to a single 1on by thermal fluctuations, the
situation is termed “mixed valence”, “valence fluctuations” or “intermediate valence” (see
for details: Wohlleben 1976, Varma 1985 or Wachter 1994). As shall become apparent
in sect. 9.5, this is not a topic where WSR has had much impact and, in consequence,
few WSR data are available. If the excited J states have energy near the Fermi level of a
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metallic system, they will hybridize to some extent with the conduction bands, leading to
the “correlated electron” effects. This aspect is discussed in more detail at the beginning
of sect. 9.

In the majority of lanthanide cases, with the ground J multiplet (often referred to
as the Hund’s rule state) so isolated, the CEF analysis is simplified. When J = constant,
|¥) =>"a,|},j.), and the action of each 'Z;, term on any such state can be expressed as
a dimensionless “Stevens factor” (Stevens 1967) & = «;, 8, ;, for / = 2,4, 6, respectively
(and 6 is the highest non-trivial value for 4f states), times an average of #' over the
wavefunctions of the ion, and a “Stevens operator equivalent” OF involving only the total
angular momentum component operators J, J,, J;. Thus,

Hegr =Y A7 (r') 6,07 = > BrO}. (62)
Im ILm

The <r’ > s and 6’s are single-ion properties, and are tabulated in, e.g., Fulde and
Loewenhaupt (1985). The coefficients 47" must be determined for each particular material.
Formally, they can be calculated from a precise knowledge of all the ion positions and
electron wave functions in the crystal. For insulators, calculation of {4} from assignment
of point charges to the ion positions has produced good agreement with observations in a
number of cases. For metals, however, the point charge model usually fails and no more
sophisticated treatment has been found that is both tractable and reliable (see references
cited by Fulde and Loewenhaupt 1985). The situation is then usually one of trying to
deduce the coefficients from experimental data. If there is only one material (containing
one particular rare earth) of interest, then usually B]* parameters are quoted, with units of
energy, whereas, if a number of different lanthanides can reside on the same site without
changing the crystal structure, creating a whole series of materials, then the B} values for
the different rare earths should translate into a single set of (nearly constant) 47, with units
energy/(length)’, that apply to the entire series. This is often true for heavy rare earths
(Gd < Tm), but less likely for light lanthanides (where the f wavefunctions are not as well
buried inside the ion). When a single set of A7* applies, differences in magnetic behavior
for different lanthanides in the series may be due entirely to differences in single-ion
anisotropy and ground-state degeneracy caused by the CEE.

The rare-earth site symmetry in the material strictly limits which coefficients in eq. (62)
can be non-zero. For cubic symmetry, there are also constraints among the non-zero
coefficients, so that

Hegr, oo = B3 [09 +504] + B3 [0F - 2107] (63)

and there are only two independent parameters to be determined. Lea et al. (1962)
tabulated eigenvalues and eigenfunctions of this Hamiltonian for all standard rare-earth
configurations. For successively lower and lower site symmetry, on the other hand,
successively more and more B} may be independently non-zero.

The effect of the CEF, acting by itself, is to split the large J, degeneracy of the magnetic
rare-earth state into a spectrum of states over an energy range. These are the so-called
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CEF states or levels, characterized by their value of J,. The energy range involved may
be as small as a few tens of Kelvin to (occasionally) as large as several thousand Kelvin.
If the material is measured at a temperature well below some of the excited CEF states,
then those states will of course not be occupied. This will result in single-ion magnetic
anisotropy, separate from any anisotropy in magnetic interactions in the material. It will
also result in a reduced paramagnetic fluctuation rate among the substates, to which pSR
is sensitive. Being a static electric effect, however, the CEF by itself does not cause any
magnetism. For a lower-than-cubic site, the CEF states occupied often define an “easy
axis”, along which the largest magnetization develops for given applied field magnitude;
but without an applied magnetic field or independent magnetic interactions, all states at
a particular energy have equal amplitudes of +/, and —j,.

When there are also magnetic interactions among the lanthanide ions in a particular
material, then the importance of the CEF depends on its relative strength. If the magnetic
ordering temperature is near or larger than the range of splitting of the CEF levels that
would occur in the absence of magnetism (as they are in the elemental lanthanides), then
the CEF effects are relatively minor. If, however, the magnetic ordering temperature is
significantly lower than the overall CEF splitting, then the ordering must impose itself
on the subset of CEF states still occupied at the ordering temperature, and the details of
which states are still occupied can affect what ordering occurs. Even then, for cubic rare-
earth sites, CEF effects are usually fairly minor, except when they cause a singlet ground
state (below). For non-cubic lanthanide sites and low magnetic ordering (or freezing)
temperatures, on the other hand, the outline of the CEF effects may need to be determined
before the magnetic interactions can begin to be understood.

The values of the CEF parameters can be deduced from data from a number of
probes (and USR is not normally one of them). Optical probes are used extensively for
transparent insulators, but USR is not used much to study lanthanide insulators (see
sect. 6), so we will not dwell on these. For metallic systems, the most useful probe
is inelastic neutron scattering, which can measure the energies of transitions between
CEF levels. Data from a single lanthanide material can leave ambiguities in the deduced
CEF parameters, however, so either several different lanthanides in a series of materials
should be measured and a single set of A) parameters deduced, or, if only one material
is of interest, the set of B}* parameters must be shown to be consistent with heat capacity
or single-crystal magnetization measurements. The beginning of filling a new CEF level,
as temperature rises toward the energy of the level, introduces new degrees of freedom
that generate a “Schottky anomaly” in heat capacity. This is particularly obvious for
excited states between 2K and ~10K, a region that challenges the energy resolution
normally available in neutron scattering experiments. If single crystals are available,
then paramagnetic anisotropy, which is usually dominated by the CEF, can be measured
directly. Other probes (Mdssbauer effect, EPR) can provide specific CEF information in
particular circumstances. Neutron scattering was (eventually) definitive for the CEF in
RBa,;Cu; 06, ¢ high-temperature superconductors (Henggeler and Furrer 1998, Whitehead
et al. 1994, see sect. 7.2.2, and also below for R=Ho). In the RRh4B, magnetic
superconductors, where the overall splittings are smaller, the successful analysis combined



144 G.M. KALVIUS et al.

data from heat capacity, single-crystal magnetization, and Mdssbauer effect (Dunlap et al.

1984).

Some points to remember about rare-earth CEF effects are:

(1) The CEF splits half-integer-spin (“Kramers™) ion levels differently than integer-spin
(“non-Kramers”) ion levels. The fermionic, antisymmetric nature of half-integer-spin
states means that when all j,’s in a state are switched to —, it must produce a different
state with the same energy, even in the presence of an electric field. The CEF thus
can split the states info at most “Kramers doublets” [Wy) = 3_ a.[+);). Such a
pair can still be split by a magnetic field. Meanwhile, the bosonic, symmetric nature
of integer-spin states means that that switch gives back the self-same state, and does
not constrain any other state relative to it. CEF splitting can then result in a singlet
state at a particular energy. The exact configuration of singlets and multiplets will
depend on the site symmetry.

(2) For a single rare-earth site in an isostructural series (one set of A’s), different
rare earths can respond entirely differently to the CEF at that site. There are numerous
cases in which the easy axis for one lanthanide can be a very hard axis for its
adjacent neighbor in the periodic table. Therefore, in a series in which CEF effects
are “strong” (CEF splitting >> magnetic freezing temperatures), the alloying of two
different magnetic rare earths on a site can result in bizarre magnetic behavior, due
to easy-axis incompatibility.

(3) Trivalent gadolinium is an / = O state, ®S;,,, that is, half the f states are filled with
unpaired electrons so that the sum total orbital angular momentum for the ion is zero.
The total angular momentum is entirely spin, and the ion is spherically symmetric,
so it does not respond to the CEF (to first-order). Therefore, the Gd member of an
isostructural series will be without the CEF anisotropy of the other members of the
series. Thus it is often desirable to measure the Gd member of a series to see the
effect of “turning off” the CEF. Unfortunately, Gd also has the largest thermal neutron
absorption among the natural isotopic-composition elements, so it is often avoided
by researchers intending to use neutron scattering.

The discussion of what PSR can measure in various regimes of magnetic behavior in
sect. 3.7 assumed no CEF effects. When CEF effects are “strong”, there is an additional
“CEF regime” in the paramagnetic state between the high-temperature paramagnetic
limit and the regime of critical phenomena near any magnetic ordering temperature. The
paramagnetic limit is attained for temperature far above the highest CEF level, and in it
fluctuations are still governed by Moriya and Korringa terms (see discussion on RAI,
intermetallics in sect. 5.3.1.1). As temperature drops below the highest excited state,
however, thermal fluctuations into that state begin to “freeze out”, and the fluctuation
rate drops, due to an electric, not a magnetic, effect. For most ions the average (over all
states occupied) moment remains roughly constant (except the cases discussed in the next
section!), although anisotropy (pointing-axis preference) sets in. The field distribution at
the muon site (in a polycrystal) should remain about the same then, and it is expected
that the local field fluctuation rate should be proportional to the moment fluctuation rate
(it is not clear what the constant of proportionality should be, however). This is virtually
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guaranteed to be in the fast-fluctuation limit of uSR, so, as the moment fluctuation rate
drops, the rate of monotonic relaxation of muon polarization will increase. Noakes et al.
(1987) showed that the temperature dependence of spin-lattice fluctuations (see, e.g.,
Standley and Vaughn 1969) among the previously determined CEF levels of Sm- and
ErRh4B4 was consistent with the temperature dependence of the muon spin relaxation
rate observed from below 10K to ~200 K (when the muon begins to hop), as mentioned
in sect. 7.1. Dalmas de Réotier et al. (1996) have attempted a more sophisticated analysis
of the general problem. They especially couple the WSR linewidth (relaxation rate) with
the dynamical linewidth obtained in neutron scattering. Up to now, they have applied
their formalism only to Kondo and HF systems since this allowed certain simplifications.
A rigorous treatment of strong R paramagnets is not yet available. One may state in
general, that in cases where the paramagnetic PSR rate remains temperature dependent
very far above the magnetic freezing temperature of a R material, as it often does, the
CEF splittings should be considered before attributing it all to an extended range of
critical slowing-down. For the strongly hybridized Kondo states, the CEF interaction can
have a marked influence on the spin fluctuation rates as measured by uSR (in contrast to
analogous data obtained by neutron scattering) in the temperature range above and around
the Kondo temperature (see sect. 9).

5.1.2. uSR in singlet ground state systems

Following from the discussion of the previous section, if a material containing only
one integer-spin lanthanide species happens to generate a CEF that makes the rare-earth
ground state a singlet, and if magnetic interactions between the magnetic ions are weak
enough that no magnetic ordering occurs at temperatures above the first excited state,
then the situation is called “singlet ground-state magnetism”. An isolated singlet state
is, by itself, nonmagnetic: it has no way to respond to an applied magnetic field. If
magnetic interactions are so weak that there is no magnetic ordering, then, while at
high temperatures (many CEF states occupied) the material has normal paramagnetic
response, as temperature drops below the lowest excited state, the magnetic levels become
depopulated, and the paramagnetic response weakens. Instead of Curie-Law divergence
of susceptibility as 7' — 0, the susceptibility becomes constant at low temperature, in a
“Van Vleck” paramagnet (see, for example, Ashcroft and Mermin 1976, p. 653).

This weakening paramagnetic behavior as temperature drops below the first excited
CEF state can lead to subtle effects not often seen in other circumstances. Because the
CEF varies with position around the center of the ion site, and because vibrations move the
ion charge cloud around, the CEF couples to phonons. If the coupling is strong enough,
the CEF levels cease to be single-ion excitations, and participate instead in collective
“vibronic” modes with dispersion relations at the very low end of the acoustic phonon
range. Because the size of the magnetic moment depends in this case on which CEF state
is occupied, if there are any magnetic interaction mechanisms coupling the moments
attached to the vibronic states, they can lead to magnetoelastic effects. For example:
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5.1.2.1. Praseodymium metal. Elemental Pr metal itself has no electronic magnetic
ordering (but see further below). It does possess an unusual excitation structure (see
e.g., Lindgdrd 1997), and magnetic ordering occurs when uniaxial pressure is applied,
inducing a “softening” transition of the CEF “magnetic exciton” mode (McEwen et al.
1983, Jensen et al. 1987). To our knowledge, only a preliminary report on a PSR
study has appeared (Rainford et al. 1996). Pr metal crystallizes in the double hexagonal
structure (dhcp), which provides two non-equivalent lattice sites for the Pr** ions. One
has approximately cubic (close to fcc), the other hexagonal symmetry. In both cases,
the CEF interaction produces a singlet electronic ground state. This state is almost
polarized by RKKY interactions for the hexagonal site, leading to an enhanced and highly
anisotropic susceptibility. These features are nicely mirrored in wSR Knight shift data
(taken in TF=200G). The ZF relaxation rate was found to be much larger when the
muons were implanted with their spin in the basal plane compared to those where the
spin pointed parallel to the c-axis. For the former case in particular, a strong increase
in rate was observed on approaching 7 = 45 mK, indicating a substantial slowing down
of Pr spin fluctuations (fig. 37). It had been established by neutron scattering (McEwen
and Stirling 1981) that at 45mK the hyperfine-coupled nuclear-electronic system starts
to order antiferromagnetically, and specific heat (Eriksen et al. 1983) showed that a
second-order phase transition occurs. This behavior is in full accordance with the SR
data of fig. 37. In addition the nuclear-electronic ordering produces a large pseudo-
quadrupolar interaction (Abragam and Bleaney 1970, Bleaney 1973) and it has been
proposed (Rainford et al. 1996) that this could well be traced by LCR (see sect. 2.1)
measurement. No definite data have yet appeared, however.

A more detailed Knight shift measurement has recently been reported by Gygax et al.
(1999). TF measurements in fields between 0.33 and 0.63 T were carried out on a single
crystal for temperatures from 12 to 300 K. A single pSR signal was observed over the
whole temperature range with v, oc cos*(@) (O = angle between B and the c-axis) and no
asymmetry within the basal plane. This indicates an axially symmetric stopping site, most
likely the e-site in the P63/mmc structure of Pr. A plot of the total Knight shift measured
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parallel and perpendicular to the c-axis against their corresponding bulk susceptibilities
results in linear scaling over the whole temperature range for the perpendicular case,
but strong deviations for 7 < 60K in the parallel case. The authors discuss the loss of
scaling as a consequence of a possible temperature dependence of contact interactions, or,
alternatively, as resulting from an alteration of CEF parameters in the immediate vicinity
of the stopped muon. The reviewers wish to point out that the scaling deviations occur at
about the same temperature where the steep rise in ZF-relaxation rate occurs (see fig. 37).

5.1.2.2. PrNis. The most famous CEF singlet ground-state material is PrNis, the active
ingredient in most adiabatic nuclear demagnetization systems to achieve temperatures
below the ~10 mK achievable by *He dilution refrigerators (see e.g., Pobell 1992). This is
a material with no electronic-moment magnetic ordering (the nickel ions are apparently
completely nonmagnetic) but the Pr ion has a strongly magnetic first excited level, so
that substantial magnetization is developed in applied field at low temperature. Hyperfine
coupling to the nucleus generates effective amplification of the applied field there, and
significant Pr nuclear polarization is developed at ~10 mK, enhancing greatly the cooling
power (Andres and Bucher 1971). Base temperature is ultimately limited, for this system,
by nuclear magnetic ordering at about 0.4 mK.

SR work on PrNis is marred by the presence of multiple signals. An early study
(Kaplan et al. 1989) led to the assignment of a sizable paramagnetic moment on Ni,
despite the fact that this would be detrimental to its utility as a nuclear coolant. The deeper
causes for the unusual uSR spectra are the influences of the muon on the CEF interaction
as will be discussed below. More recently, Kayzel et al. (1994) observed ZF spontaneous
muon spin precession in a single crystal of PrNis (fig. 38) at 0.69 K, in spite of the well-
established lack of electronic magnetic ordering. The oscillation is of small amplitude,
and complex, indicating several frequencies in a range roughly centered on 1 MHz,
corresponding to local fields ~80 G, too large to be from nuclear moments, yet very
small for any Pr magnetic ground state. Normally, ZF oscillations are interpreted to
mean long-range magnetic ordering, because spin-glass-like frozen states usually generate
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Kubo—Toyabe relaxation, not oscillations. In this case, however, at this temperature and no
applied field, the Pr is normally thought to have no moment. One is then left speculating
about whether the muon magnetic moment provides an “applied” field at the nearby Pr’s
to induce a magnetic polaron disturbance in the lattice around the muon, or if the muon
charge disturbance, which must always push the ions around it slightly off their nominal
positions, can change the CEF at the nearest Pr ions enough to cause a magnetic ground
state. Both of these would be muon-induced effects, so that uSR would no longer be
measuring properties of the muon-free host material.

Feyerherm et al. (1995) performed extensive measurements of the p* Knight shift
(K,) in a single crystal of PiNis, finding that K, a measure of the local susceptibility
at the muon, is not proportional to the bulk susceptibility, having, for instance, much
stronger anisotropy in the hexagonal basal plane. They determined the change in the
local CEF parameters of the Pr ions nearest to the muon required to generate the observed
muonic Knight shift. That change in CEF was not what would be caused by mere addition
of the muon point charge in a point-charge calculation. Thus, the muon-induced effect is
not simple.

5.1.2.3. Prin;. Tashma et al. (1997) performed a similar single-crystal u* Knight shift
study of cubic singlet-ground-state Prln;, and again observed that the Knight shift does
_ not scale with the bulk susceptibility. A similar nearby-Pr CEF-shift analysis produced a
similar muon-induced effect on the CEF levels, as shown in fig. 39. The overall splitting of
levels remains about the same, but some levels are split (by the muon reduction of the local
symmetry) and pushed down by up to 20K, resulting in increased apparent susceptibility
at the muon. In a preliminary report Tashma et al. (1998) showed further that in Prin;
(and in PrPbs), variations in relaxation rate and frequency shift occur for 7 > 150K that
are atfributed to the onset of muon hopping between two inequivalent magnetic sites.

The effect of muon hopping between magnetically different sites (in an applied field)
has recently been studied in detail for single-crystalline Prinz. The case is briefly
discussed in sect. 3.8.
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Fig. 39. Muon-induced perturbation of Pr** CEF levels deduced from pu* Knight shift measurements in singlet-
ground-state PrNi; (left panel, Feyerherm et al. 1995) and Prln; (right panel, Tashma et al. 1997).
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Fig. 40. Spontaneous ZF-uSR oscillation in single-crystal PrCu,: (a) at 15K with muon polarization along
the b-axis; (b) similar data, but with the muon polarization along the c-axis; (c) temperature dependence of
precession frequency (Schenck et al. 1998b).

5.1.2.4. PrCu,. This is a singlet ground-state compound with a Jahn—Teller distortion
transition at 7.3 K (Wun and Phillips 1974), apparently induced by coupling between the
Pr quadrupole moments. Only nuclear magnetic ordering occurs, at 54 mK (Andres et al.
1972, Kawarazaki and Arthur 1988). A metamagnetic transition in applied fields has been
seen by Ablitz et al. (1997). Schenck et al. (1997a) report on the muon Knight shift at
12K, which drops from the very large value of ~10% for TF=100G to less than 1% in
TF=1kG. This is an effect not seen in bulk susceptibility, so the authors again discuss
a muon-induced effect on nearby Pr ions. Later, Schenck et al. (1998b) reported on a
spontaneous spin precession in ZF (as shown in fig. 40) persisting up to 60 K. There is
no change in signal near 50 mK and only a subtle change in relative strength of oscillating
vs. monotonic signal near 7.3 K. As in PrNis (see above) and HoBa,Cu30; (see below),
the ZF-uSR signal suggests magnetic ordering in a singlet ground state system, when
no other probe does. Schenck et al. (1998b) discuss how difficult it is to attribute the
spontaneous oscillation to muon induced effects.

5.1.2.5. PrP,. Stoichiometric PrP is a singlet ground state material without magnetic
ordering. Phosphorus-deficient PtP,, x =~ 0.9 with the same crystal structure, has been
reported to be a spin-glass (Hasanain et al. 1981) below 9K. It was asserted that
phosphorus vacancies adjacent to Pr ions shift the CEF levels so that the ground state
becomes magnetic. Thus, moments are induced on those Pr ions that have nearest-
neighbor P vacancies (Yoshizawa et al. 1983). Recent pSR measurements (Noakes et al.
2000) on PrP, samples did not show evidence of spin-glass freezing and neither did
susceptibility data carried out on the same specimens. The PSR spectra exhibited strong-
collision dynamics on Lorentzian field distributions (see the discussion of eq. (38) in
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Fig. 41. ZF and LF-uSR in nominally stoichiometric PrP at 4 K. Solid lines are fits of strong-collision-dynamic
Lorentzian Kubo-Toyabe relaxation (Noakes et al. 2000).

sect. 3.2.3), even for a nominally stoichiometric sample. Figure 41 shows an example.
The only other known cases of this involve high-symmetry muon sites in “triple-k”
cubic antiferromagnets USb and DyAg (sect. 5.2). Here, however, the materials are
paramagnetic with a tendency to spin-glassiness. The field distribution HWHM decreases
smoothly as temperature rises, up to at least 50 K (the scale of the first CEF excited state of
a Pr beside a P vacancy, Yoshizawa et al. 1983), while the fluctuation rate remains roughly
constant. Noakes et al. (2000) have developed a model in which the dilute spins generating
the Lorentzian field distribution are the fraction of Pr’* ions that happen to be briefly in the
(magnetic) first excited state, the majority in the singlet ground state being nonmagnetic.

5.1.2.6. PrRu,Si;. This non-cubic singlet ground state intermetallic (hexagonal ThCr, Si,
structure) is characterized by a very large magnetic anisotropy (Shigeoka et al. 1992).
Two different uSR studies have appeared. The more recent one by Mulders et al.
(1997) combines single-crystal magnetization, Mdssbauer spectroscopy, neutron powder
diffraction and inelastic neutron scattering with WSR spectroscopy. The earlier work by
Yaouanc et al. (1994) did not discuss the aspect of a singlet ground state but claimed that
the somewhat unusual pSR results are an outcome of the large c-axis anisotropy without
providing any theoretical analysis.

PrRu,Si; does not display “classic” singlet ground state behavior, mainly because the
ordering temperature (~15K) is slightly above the first excited CEF state (according to
Mulders et al. 1997). We shall discuss this compound within the reviews on WSR results
on other (i.e., non-singlet ground state) members of the RT, X, family in sect. 5.5.2.

5.1.2.7. HoBa,Cu3;0;. By now it is clear that praseodymium is the rare earth
most likely to be involved in singlet ground state magnetism, and that WSR can
be difficult to understand in that case. The other integer-spin trivalent rare earths
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Fig. 42. ZF-uSR asymmetry spectra from HoBa,Cu,O, (Birrer et al. 1989b), showing that there is slowly

freezing local field at the muon site deep inside the superconducting state (7, > 90K) even though Ho has

a singlet ground state which suppresses even short-range magnetic ordering to 0.14 K. The negative initial

polarization is an artifact of the measurement geometry, and initial asymmetry is different at the lowest
temperature because a different apparatus was used.

occasionally also have singlet ground states and low ordering temperatures. Among the
T. > 90K superconducting RBa;Cu;0; materials discussed in sect. 7.2.2, with coexistent
antiferromagnetic orderings below 2 K (except when R = Pr, which is magnetic, not singlet
ground, and not superconducting at all, as discussed in that section), R=Ho has a singlet
ground state, resulting in no long-range magnetic ordering down to mK temperatures.
Neutron scattering sees a SRO magnetic structure beginning at 0.14 K. With ZF uSR,
however, Birrer et al. (1989b) saw a slowly fluctuating local field distribution to
temperatures above 30K (fig. 42). They interpreted the minimum and recovery that
developed below 5K as spontaneous precession in a long-range antiferromagnetic state
with 5K as the transition temperature. Given the lack of any corroboration from any other
probe, re-interpretation in terms of Kubo—Toyabe relaxation with slow dynamics may be
appropriate, but even then, the persistence of a detectable local field at the muon to above
30K is unusual (and is not seen in wSR of the other RBa;Cu3 05, at full oxygenation).

5.1.3. Muon-induced effects
We have already pointed out the possibility of muon-induced effects in sect. 2.4, in
general terms. In the last section evidence for the actual occurrence of such effects
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in some lanthanide magnetic materials has been presented. Their presence is a mixed
blessing for USR as a field of research. It is a boon for those interested in point-defect
effects, and particularly for those interested in the effects of trapped hydrogen ions on
magnetism, and in the hybridization process. For these investigators, the p* provides a
signal from the isolated impurity itself in an otherwise pristine host. The same thing
is a problem, however, for the larger number of researchers who would like USR to
provide information on the magnetism of the pristine host itself, as if the muon causes
no disturbance. At present, the evidence is that the muon-induced effects in singlet-
ground systems are amplified by the delicate magnetic balance of that state. In contrast,
in strongly paramagnetic R materials such as TbNis, the uSR magnetic response can be
explained fully by using the CEF level scheme determined by other methods (see fig. 27).

In general, one may state that the influence of the muon magnetic moment can be
neglected, but not the influence of its charge and the resulting local field gradient
and lattice distortion. Even then, one may expect trouble mainly in cases where the
specific sample magnetic properties result from a near balance of electric and magnetic
(exchange or dipolar) interactions. The prominent case of electric interactions is the CEF
coupling as discussed above, but other types of interactions can also play a role, for
example quadrupolar couplings. For the Pr singlet-ground systems of the previous section,
surprising spontaneous ZF-lSR oscillations occur for the ones with the smallest CEF first-
excited state energy before the muon arrives (3K to 5K in PrCu,, Ahmet et al. 1996, 23K
in PrNis, fig. 39), while the Knight shift studies indicated the muon moves the CEF levels
of its immediate Pr neighbors up or down about 20 K. Meanwhile for Pr metal (CEF first
excited > 30K, Lebech et al. 1975) and paramagnetic PrP, (first excited > 50K) there
is no spontaneous ZF oscillation.

Muon-induced effects are sometimes invoked in a number of heavy-fermion and related
systems where USR led to the worrisome discovery of anomalously small but non-zero
magnetic moments (see sect. 9). In some instances these moments are below 1072 g,
which makes them undetectable by other methods, except by resonant photon scattering
in the light actinides. Full confirmation of small moments first detected by SR occurred
in cases where those moments had reached a size (4 &~ 5-102ug) accessible to neutron
scattering under favorable conditions. So, extremely small moment magnetism is in all
likelihood an intrinsic property of many heavy-fermion compounds.

5.2. Simple cubic compounds

We will first discuss SR studies on compounds of the form MX (where M is a R or An
and X either a pnictide, a chalcogenide, or a noble metal), which crystallize either in the
NaCl or CsClI cubic structures. This will be followed by an overview of uSR results in
MX; compounds crystallizing in the cubic AuCus structure. Most uSR data are available
for the NaCl systems. The An materials are restricted to U compounds.

The compounds to be treated often exhibit quite unusual magnetic properties. One of
those features is the formation of “multi-k” AFM spin structure. Since they play a central
role, we start out with a brief explanation of what is meant by this terminology. Multi-k
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Fig. 43. Multi-k spin structures for a MX compound with fcc crystal structure and type-I AFM ordering. The
picture shows only the M ions (which carry the magnetic moments) in a quarter of the unit cell. Adapted from
Rossat-Mignod (1987).

structures were originally proposed for transition metal compounds (Kouvel and Kasper
1963), but their breakthrough came from the neutron scattering work of J. Rossat-Mignod
and his group especially on the NaCl type Ce and U compounds (see, for example, Rossat-
Mignod et al. 1980a). To understand the multi-k problem, one must remember that a
magnetic neutron diffraction measurement gives information on the Fourier components
my of the total magnetic moment m, of the ion (n). The moment then is obtained from
the Fourier sum (for details see Rossat-Mignod et al. 1984 or Rossat-Mignod 1987)

my = my exp[-ik - Ry). (64)
k

In a cubic structure one has three wave vector components k; =[k00], k&, =[0k0] and
k3 = [00k] and the question is, over how many components m; one must perform the sum
in eq. (64). We demonstrate the situation with the help of fig. 43, depicting the basic
situation in a fcc AFM of type I (propagation vector (001)).

The spin arrangement in a 1k structure is collinear and the moments point along one
of the cubic (100) axes. The 2k and 3k structures are non-collinear with the moments
pointing along the face diagonals (110) in the 2k and along the body diagonals (111) in
the 3k case. Those multi-k structures exist of course for different propagation vectors, e.g.,
also for the type IA structure with (00%). Symmetry requires that in a crystal with only
one type of magnetic ion in identical fully cubic surroundings, all Fourier components
must be of the same magnitude. From a diffraction experiment that measures scattered
intensities (like neutron diffraction), no information can be obtained on the phase factor in
eq. (64). One must choose reasonable phase values that lead to a spin structure consistent
with bulk data. Even more serious is the problem that neutron diffraction cannot easily
differentiate between 1k, 2k, or 3k structures. All three cubic axes are equivalent and even
in a single-crystal specimen randomly oriented due to the domain structure. A decision
as to which kind of spin structure is present requires the violation of cubic symmetry
which can be done either by applying a reasonably intense external field (that, however,
could alter the spin arrangement) or uniaxial stress, but a single-crystalline sample is
still needed. One special feature is: in a 3k structure the cubic symmetry cannot be
lowered by magnetostriction while the 14 and 2k spin lattices induce small distortions
(mostly tetragonal). Jensen and Bak (1981) pointed out that the spin wave spectrum differs
noticeably between 1k and 3k spin arrangements.
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The compounds formed with the so-called “anomalous f-elements” show variation
of magnetic moment with either lattice constant, or electronic structure of ligand ions,
or both, as another characteristic magnetic property. This feature is, of course, not
restricted to cubic compounds, but it is especially visible in this class of intermetallics
and has most thoroughly been studied there. The term “anomalous f-element” refers
mainly to R=Ce, Yb and An=U, Np, Pu. The anomaly is that the f orbital might not
be strictly localized at the R or An ion. We have mentioned such properties already
in discussing CEF effects (sect. 5.1.1). This f electron delocalization in turn weakens
the orbital magnetic moment. In cases presented here, the ordered moment is known
from other data (mainly neutron scattering). The WSR magnetic parameters then give
hardly any additional insight into the degree of f electron delocalization. As mentioned
in the first section, LSR is not a good technique to study such effects. We nevertheless
briefly discuss this issue since it forms an essential part of the magnetic properties of
the compounds under discussion. The fundamental mechanism responsible for f electron
delocalization are either the direct overlap of f electron wave functions or hybridization
of f electron states with ligand electron orbitals. The former mechanism is the basis of
the so called “Hill model” (Hill 1970). It predicts a critical R-R (or An—An) separation,
the “Hill limit”, below which magnetic order no longer occurs (but superconductivity
may be present instead). The f electrons have fully itinerant character. Above the Hill
limit the f electrons begin to localize on the R or An ion and for large separations
the (standard R) fully localized picture applies, producing the free ion moment even in
compounds. Characteristic is the monotonic rise of transition temperature and ordered
moment with increasing R-R (An—An) separation. The most typical example of “Hill
compounds” are the Laves phases AnX; (see sect. 5.3.1). The influence of hybridization
with ligand electrons cannot be described in such a simple model. For isostructural
compounds with isoelectronic ligands, the lattice parameter (reflecting the bond length)
is the crucial quantity. Otherwise, details of ligand electron structure can have a profound
influence. Similarly, the crystal structure and even the ordered spin structure may influence
the magnitude of magnetic moments. Magnetism with marked dependence on ligand
electrons can be found in the NaCl compounds (next section) and in intermetallics with
the AuCu; crystal structure (see sect. 5.2.3). In conducting compounds one also observes
hybridization of f electrons with the conduction electrons. This leads to Kondo-lattice and
heavy-fermion behavior, which will be discussed in sect. 9.

5.2.1. NaCl structure

The majority of RX and AnX compounds with X being a pnictide (N, P, As, Sb, Bi)
or a chalcogenide (S, Se, Te) crystallize in the NaCl fcc cubic crystal structure. The
materials formed with the anomalous f-elements have played a central role in unravelling
the electronic structure properties where the f-electron orbitals are partially delocalized
from the R or An ion. As mentioned, hybridization with ligand electrons is the important
ingredient for the NaCl compounds. Rather complex spin structures are often present
despite the simple crystal structure. The latter does ease the theoretical interpretation,
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especially since crystal structure parameters do not change dramatically throughout series
with either different f-ions or ligands. Furthermore, isostructural pseudo-binaries are
easily formed in most cases. Then the Fourier components m; need no longer be of equal
amplitude. Last but not least, the technology of growing relatively large single crystals
has been perfected, including actinide compounds (Spirlet and Vogt 1984). Maintaining
strict 1:1 stoichiometry can sometimes be a problem. The ease of forming pseudo-
binaries allows magnetic dilution with Y, La, Lu or Th over the full concentration range.
For U compounds the monochalcogenides are FM, while the monopnictides are AFM.
Mixtures of these, which are likewise possible, can lead to rather complex magnetic
structures. One may ask: why complicate the matter artificially? The answer is that such
studies give detailed insight into the interplay of the various interactions (e.g., isotropic
vs. anisotropic exchange, CEF interactions and direct quadrupolar couplings) to which
the magnetic ion is subjected.

The most comprehensive review on bulk properties of the monopnictides and mono-
chalcogenides has been given by Vogt and Mattenberger (1993). It compares, in particular,
the properties of corresponding R and An compounds. Results on R monopnictides have
been critically reviewed by Hulliger (1979). Magnetism of the An members is summarized
in the already mentioned review by Fournier and Tro¢ (1985). An overview of the
theoretical approach in dealing with the compounds of anomalous f-elements has been
presented by Cooper et al. (1985, see also Lam and Ellis 1985).

USR data are available nearly exclusively for Ce and U compounds and predominantly
for the pnictides. In presenting those results we shall deviate from our usual scheme.
We first discuss the U materials and among them first UAs. This allows a most direct
outlay of the central problems looked at by uSR. Table 5 summarizes some basic
magnetic parameters of the U and Ce compounds with NaCl structure studied by pSR.
These materials are low-carrier-concentration conductors (exact numbers on specific
resistance are highly sensitive to sample purity and stoichiometry). The coefficient of
electronic specific heat (Sommerfeld constant y) is somewhat enhanced compared to
normal metals. It becomes large when scaled to the concentration of conduction electrons.
Since a large y is a characteristic quantity for heavy-fermion (HF) systems, one treats
these compounds on occasion as low-carrier HF systems (see sect. 9). We do not
follow this scenario, especially since WSR has not added any relevant information on
this approach.

The muon position is well-established as the (i, }—P i) (or equivalent) interstitial site
(see fig. 46 and discussion in the paragraph on UAs). Measurement on the diamagnetic
compound ThAs (Miinch 1991) established a stationary muon up to ~250 K, which makes
the magnetic relaxation data reliable. The original goal of the work on NaCl compounds
was to study the USR response in more complex AFM structures (especially the multi-&
structures), since at the time little was known in this field. As it turned out, and as will be
shown in the following, uSR gave additional information on the magnetic behavior of the
NaCl-type compounds, some of which still defies understanding. It is also an extension
of the Mossbauer studies on related Np compounds (see Potzel et al. 1993), because U
is a poor Mdssbauer candidate.
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Table 5
Important magnetic parameters of NaCl-type R and An compounds for which PSR data are available
Comp. LC® (A) Uowie® Ty K)  T. (K) Propagation Spin structure Easy axis g (Us)
(1) vector

CeAs 6.078 2.82 8 - (001) 1k,3k type I (7)° (001) 0.7
CeSb 6.412 2.56 16 - inc*® complex* (001)

<9 003) IktypeIA (001) 2.0
DySb 6.14 9.75 9.5 - (4, 3,1y lktypell (100) 9.8
UN 4.890 2.66 53 - (001) 1k type I (001) 0.75
1813 5.589 3.56 122 - (001) 1k type I (001) 1.7

22.5 - (001) 2k type I 110 1.9
UAs 5779 34 124 - (001) 1k type I (001) 1.9

62 - 003) 2ktypeJA (110 225
USb 6.191 3.64 213 - 001) 3k type I (111) 2.85
Us 5.489 2.35 - 177 0 simple ferro (111) 1.7
UTe 6.155 2.6 - 104 0 simple ferro (111) 2.25

¢ Lattice constant.

® Free ion values: 2.54(Ce*"), 10.6(Dy*"), 3.8(U*).

¢ See PSR results.

4 Several transitions into different complex structures occur sequentially.
¢ Several incommensurate propagation vectors.

5.2.1.1. UAs. Two first-order magnetic transitions take place. The first (7 = 124 K) leads
into a simple collinear (1% type I), the second (7;=62K) into a more complex non-
collinear (2k type 1A) AFM spin structure (Rossat-Mignod et al. 1980b). The transitions
must be coupled to tetragonal distortions with ¢/a < 1 below Ty and c¢/a > 1 below 7.
Slightly above 7Ty, inelastic neutron scattering by Sinha et al. (1981) found strongly
anisotropic dynamic ISDW correlations. Before a spin-density-wave ordered state can
be formed it becomes unstable and undergoes the first-order Néel transition into the
type 1 1k state.

SR data in TF, ZF and LF were collected for a sample consisting of a conglomerate
of non-oriented single-crystal platelets (Asch et al. 1986b, 1987, 1989, Kratzer et al.
1990). Figure 44a depicts the temperature variation of the TF muon spin relaxation rate
with two step-like changes. One is at 7, and in addition a sudden change in rate occurs
at 190 K. Above this temperature the rate is low. ZF spectra show a corresponding weak
Gaussian decay of muon spin polarization (A = 0.1 ps™"). It can be suppressed largely by
a LF=10G and is caused by 7°As nuclear dipoles. The remaining exponential relaxation
is extremely weak (A ~ 0.01 us™') and proves that strong motional narrowing is in
effect for the U moments. One estimates 1/7; ~ 10'3 Hz. These spectra mirror the free
paramagnetic state. The Gaussian shape of depolarization in ZF is lost below 190 K, where
also the sudden change in both the TF and ZF relaxation occurs. The new spectral shape
remains practically unaltered down to Ty and is due to an increase of relaxation caused by
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the U electronic moments (while the relaxation due to nuclear moments remains constant,
as expected). A paramagnetic precursor state is formed in which spin correlations slow
down the fluctuation rate of U spins. uSR picks up this state already at much higher
temperatures than neutron scattering. Such a sharp onset of a precursor state is unusual

The TF signal can be followed into the 1k type I state without any significant loss
of amplitude and with only a sudden change of frequency (Av/v =~ 0.1%) at Tn.
Furthermore, in ZF no spontaneous spin precession is seen. Clearly, the mean value of
the internal field at the muon site must be zero in ZF, despite LRO of the spin system.
The full cancellation of all contributions to the internal field is possible in an AFM
if the muon occupies a site of high local symmetry. For MX compounds with the fcc
NaCl structure, the only possible site is the (}—P %, %f) interstitial position (and the other
equivalent sites) at the center of a cube formed by four M and four X ions (see fig. 46).
Such highly symmetric muon stopping sites are characteristic for fcc structures. The
best known example is Ni metal. It, however, is a ferromagnet and due to the uniform
spontaneous magnetization only the dipolar, but not the contact, field contribution cancels
and B, = 0 (see, for example, Denison et al. 1979). To eliminate also the contact field
from surrounding moments (i.e., to have B, = 0) requires the presence of the staggered
magnetization of an antiferromagnet. Antiferromagnetism furthermore allows even weak
external fields to enter the bulk of the sample. It can be shown that the perfect field
cancellation in UAs is independent of the tetragonal distortion that must be present, but,
in consequence, is not visible in USR.

The ZF spectra of the 1k type I state in UAs take the form a weakly decaying Lorentzian
Kubo-Toyabe function. An example is depicted in fig. 45. LF measurements show the



158

GM. KALVIUS et al.

UN 10K

+

A e
t 4 ¥

0.15 [ ygten * *:HH* 20 i
; LI 0.101

1
4 HJ,+ ﬁh

LF (mT) 0.15: k'
# '

10

btk d

5

.05+

0.00 H————- % + ————t

E
@
g
: i :
< 0151 bross, [
2 2 -
H ] 50
£ e 3
3 0103
0,05 (10
1 S - 5
] T e o o3 [ 25
0.00] Ust T el [
0‘02- -‘ j ’.ZUDK - T T la T
000 P 00 05 10 15 20 25 30 35
o 1 2 3 4 6

Time [microsec]

Time [microsec)

Fig. 45. ZF and LF spectra of different uranium NaCl-type compounds (UN, UP, UAs, USb) below their Néel
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Fig. 46. Crystal structure (unit cell) and muon location for
NaCl-type compounds MX. Solid circles, M atoms; open circles,
X atoms.

relaxation to be essentially static down to 7;. Similarly, the field distribution width remains
constant. From the presence of a Kubo—Toyabe spectral shape one concludes that a field
distribution exists around the mean field B, = 0. The sources of this field distribution must
be dilute according to its Lorentzian shape. The proposed explanation is the presence of
occasional faults in the AFM spin structure. These faults disturb the perfect cancellation
of internal field contributions and hence act as dilute sources of field. We return to this
spectral response in a separate paragraph further below.
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The situation changes dramatically at 7. Now the spectra consist of a spontaneous
spin precession signal containing two frequencies (about 5 and 12 MHz) in addition to a
non-oscillating exponentially decaying signal (fig. 47, left). Taking into account that the
oscillating sub-signals contribute 1/3 of their intensity to the non-oscillating pattern, one
deduces the intensity ratios of 1:2:1 for the three signal components. Obviously, in the
2k type IA structure, the various contributions to the local field no longer cancel. This
can be verified by dipolar sum calculations which show, in addition, that the presence of
a final value of B, is strictly coupled to the presence of a tetragonal distortion. SR gave
the first definite evidence for the existence of the tetragonal distortion, which is required
from theoretical considerations, but had eluded detection by X-ray and neutron scattering.
More recently a value of ¢/a = 1.0002 has been found using synchrotron X-rays (McWhan
et al. 1990). To emphasize once more: the appearance of a local field is due to the switch
from the 1k to the 2k arrangement together with the change in propagation vector from
type I to type IA (coupled to lattice distortion). Crystallographically, only the one muon
site (}—1, }L, %) exists. According to the dipolar calculations it splits into three magnetically
different subsites, of which two have a final value of local dipolar field and the third no
dipolar field contribution. Also, the experimentally observed intensity ratios are verified.
The ratio between the two different dipolar fields is predicted to be /2. The experimental
value of the ratio of the total internal fields is larger. This is not astonishing since the
contact field contributions have been neglected. Quite astonishing is the observation of a
distinct temperature dependence of the two precession frequencies (fig. 47, right). This
contradicts the rigid spin lattice that is usually assumed. The most likely scenario is a
small turning of spin directions from the ideal 2k type IA spin alignment. A quantitative
evaluation has not been given and the problem remains unsolved. One might mention that
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magnetic phonon scattering (McWhan et al. 1990) sees a decrease in distance between
+— spin pairs and an increase between adjacent ++ or —— pairs in the type IA (+ + ——)
structure via a charge modulation of the lattice. Still, if this modulation is the cause, then
it must vary with temperature. We remind the reader of similar observations of changes
of USR precession frequencies in some elemental metals, most notably in the FM state
of Er metal (see sect. 4), which also have defied explanation thus far.

5.2.1.2. UN. A single second-order transition (7y=>53K) into an antiferromagnetic
1k type I state is reported (Rossat-Mignod et al. 1984). The uSR data (Miinch et al.
1993) in the paramagnetic state reveal that the fluctuations of the moments on uranium
are too fast to produce any sizable muon spin depolarization even close to 7. A magnetic
precursor state is not formed. In the AFM phase one observes in ZF a Lorentzian
Kubo-Toyabe as in the corresponding state of UAs. LF data show the spin system now
to be quasistatic (fig. 45). The width of the Kubo—Toyabe spectra changes little with
temperature below Ty.

Bulk magnetic data under applied pressure (Fournier et al. 1980) gave strong evidence
for itinerant magnetism in UN, in contrast to UAs (and UP), where f electron itinerancy
is weak, if present at all. The uSR data for the comparable AFM structure in UAs is not
fundamentally different from that of UN, which lends direct evidence to the statement
made earlier that uSR is not particularly sensitive to 5f electron delocalization.

52.1.3. UR A collinear 1k type I AFM state is formed below the first-order Néel
transition (7 =122K), which changes at 7;,=22.5K (also first-order) into the non-
collinear 2k type I phase. The transitions clearly appear as step-like jumps in the TF
relaxation rate (Aggarwal et al. 1989) shown in fig. 44b. Full cancellation of all internal
field contributions occurs for the 2k state as well, since, in contrast to UAs, the magnetic
propagation vector does not change. Hence one observes in ZF (and LF) a Lorentzian
Kubo—Toyabe pattern (fig. 45). The spin system is again quasistatic throughout, including
the transition range. The width increases slightly between Ty and 7;, as does the
TF relaxation rate.

5.2.1.4. USh. Only one AFM state (3k type I) is formed below the second-order transition
Tn=214K. The mean local field vanishes also for the non-collinear 3k type I spin
structure and in ZF one observes (Asch 1990, Asch et al. 1990b) again Lorentzian
Kubo-Toyabe spectra below Ty (see fig. 45). The main difference in spectral response
compared to the 1k and 2k states (UN, UP, UAs) is a distinct variation of width (A) and
fluctuation rate (v) with temperature as demonstrated in fig. 48. One finds a clear increase
in A with rising temperature leading to a maximum around 150K. At this temperature
the field fluctuation rate v suddenly rises dramatically on approaching Ty. 7 = 150K
appears as a distinct temperature in various studies of USb. The electrical resistivity
shows a broad maximum and likewise the slope of the temperature dependence of the
Hall coefficient changes (Schoenes et al. 1984). These observations were confirmed in a
carefully annealed high-purity sample (Ochiai 1996) and are thus not an impurity effect
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as sometimes suggested. Near 150K neutron scattering shows a collapse of spin wave
excitations into a broad peak centered at zero frequency together with a crossover from
dispersive to diffusive motion (Hagen et al. 1988). Asch (1990) and Asch et al. (1994)
interpret the uSR results as follows. At low temperatures, the phases of the Fourier com-
ponents of the magnetic moment are rigidly locked to produce the 3k spin lattice. As the
temperature rises, excitations within the spin lattice de-lock the phases and irregularities
in the AFM spin sequence occur, which produce the increase in A. The disturbances
propagate diffusively and the onset of this motion is reflected in the rate v. (The reader
should be reminded that magnetic excitations such as spin waves have frequencies well
beyond the uSR time window). Most likely, these disturbances of the spin lattice begin
to propagate diffusively beyond 150 K and the onset of this motion is reflected in the rise
of rate v. Thus, we have two fundamentally different situations concerning the effects of
dynamics in the spin ensemble. At low temperatures, high-frequency spin wave excitations
are present. Those fast spin dynamical processes are fully decoupled from the muon
spin and depolarization (width A) is caused by static disorder. At higher temperatures, in
the diffusive regime, spin dynamics are s/low enough to affect the muon spin relaxation
function leading to a change in effective width. The relaxation process cannot be described
simply within the frame of the strong-collision model. The fact that the general Lorentzian
shape is not lost means that the disturbances of the 3k spin lattice by phase de-locking
remain dilute up to 7n. They thus can easily escape detection by bulk techniques. The
salient feature pointed out by Asch et al. (1994) is that uSR detects slow propagative
motions in the spin system due to its unique time window and sensitivity at zero energy
transfer. Such motions, if they exist, can lead to motional averaging and might explain
why sometimes rather simple UWSR spectra are observed in materials with complex spin
structure (see discussion on hard magnetic materials in sect. 6.4).

Critical divergence of relaxation rate at the second-order Néel point (Nutall et al. 1997)
has been reported. This work (which to our knowledge has not been published) mentions
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that the shape of the relaxation spectra just above Ty is not exponential. Two muon sites
are offered as an explanation, but the authors do not discuss the more obvious possibility
of electron (U moments)-nuclear (Sb moments) double relaxation.

5.2.1.5. uSR response in AFM simple cubic compounds. From the experiments discussed

thus far for the various UX compounds, we can extract a number of basic results. It

will become apparent in the next two sections that these are valid not only for the NaCl
compounds but for CsCl and AuCu; materials as well.

(i) The muon stops at a place of high local symmetry (e.g., the (%, %, %) interstitial
position in the fec lattice).

(ii) At this site the mean local field is zero for collinear (1%) and non-collinear (2k
and 3k) type I structures. In a type I spin lattice this holds even in the presence
of tetragonal distortions (which are required by theory for the 1% and 2k states).

(iii) Dilute disturbances in the LRO spin system cause a weak field distribution of
Lorentzian shape.

(iv) This field distribution is essentially static and its HWHM is little dependent on
temperature throughout the full ordered regime in case of a 1k spin arrangement.
In contrast, the 3k structure shows an increase in both width and field fluctuation
rate when approaching the transition temperature from below.

Condition (ii) can be fulfilled in other crystal structures on occasion as well. An AFM state

is usually a condition, since, as mentioned, the contact field will not vanish in a FM

material (but is present only in conducting compounds). The important point is that in
an AFM spontaneous spin precession can be absent although LRO of the spin system
exists. The strict consequence of (ii) would be a non-depolarizing USR signal in ZF. But
in nearly all cases the field distribution (iii) exists and Lorentzian Kubo—Toyabe patterns
are seen instead. It is important to realize that the width of the Lorentzian Kubo—Toyabe
patterns is not simply connected to the size of the magnetic moments: the concentration
and nature of faults enters dominantly. A randomness of these faults (though probable) is
not required since the muon positions would in any case be randomly distributed relative
to them. We finally point out that the width of the field distribution is rather small (about

8 G for UAs) and in many cases not significantly different from that produced by nuclear

dipoles. A distinction between the two can be cumbersome in some cases.

Observation (iv) (see fig. 56 for another example) can be used to distinguish between
the different multi-k structures which in general is a quite difficult task. The uSR method
allows this with polycrystalline samples under field-free and stress-free conditions, a
significant simplification when compared to neutron scattering where either stressed or
highly magnetized single crystals are required. The features described under (iv) also
point towards a novel property of 3k spin structures, the de-locking of phase between the
three Fourier components of magnetic moment on approach to the magnetic transition
temperature, causing disorder in the spin lattice.

5.2.1.6. Ceds. In general, the basic magnetic properties of CeAs are considered to be
understood. As we shall see, there are strong hints from the uSR data that the situation
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may be more complex than anticipated. A neutron study of magnetic excitations (Hélg
et al. 1983) deduced an isolated I'; as the electronic ground state, allowing treatment as
an effective S= % AFM. A single second-order transition at Ty =~ 7.5K (the exact Néel
temperature is somewhat sample dependent) is reported. A type I structure is formed, but
whether it is 1k or 3k is under debate. Neutron diffraction puts the moments along (001)
(Rossat-Mignod et al. 1983) while a I'; ground state calls for a (111) easy axis. Extending
the neutron data to measurements in an applied field (Burlet et al. 1984) indicated a
3k structure, which would resolve the problem of magnetic axis, but Halg et al. (1983) and
Hilg and Furrer (1986) derive a 1k state from spin wave dispersion. This assignment has
more recently been confirmed by high-pressure studies (Oohara et al. 1995). A theoretical
evaluation (Prelovsek and Rice 1987) predicts that the 1k and 3k structures are nearly
degenerate with a high sensitivity to random strains. Komorita et al. (1992) discuss CeAs
in terms of a Kondo system.

The temperature dependence of the TF muon spin relaxation rate (measured again with
an non-oriented mosaic sample) is given in fig. 44¢ (Asch et al. 1988b, Litterst et al.
1990). 1t shows the typical behavior on approaching a second-order magnetic transition.
The peak value is reached at 7.6 K, which is taken as the Néel temperature of this sample.
At lower temperatures the TF signal collapses. The paramagnetic frequency shift shows
an analogous rise on approaching 7y =7.6 K. ZF spectra (see fig. 49) with their better
resolution for small changes in relaxation behavior (particularly visible in their Fourier
transforms) indicate a more complex behavior around 7y. Above 8K the paramagnetic
state is present showing Gaussian muon spin depolarization due to nuclear moments.

At ~8 K a more rapidly depolarizing signal develops, which is interpreted as belonging
to a SRO precursor phase. At 7.6 K spontaneous spin precession sets in (which is the
reason for the collapse of the TF signal). This means that LRO is now present, but the SRO
phase vanishes somewhat sluggishly. The Fourier spectra reveal a rather broad frequency
distribution that suddenly sharpens up at 7.3 K. This indicates the sequence of two phase
transitions less than 0.5K apart. A crossover from the degenerate 3k, 1k phases is a
possibility. The results above 7.6K tie in with an unusual observation made in neutron
scattering. Hilg et al. (1987) found that AFM Bragg peaks appear already at 8.5K while
SRO spin fluctuations peak below (at 7.3 K).

The most unusual feature, however, is the appearance of a well defined spontaneous
spin precession signal (fig. 50 gives an example) with practically full amplitude. This is
not expected for either a 3k or a 1k structure in a type I spin sequence (see paragraph
above). It is not a sample dependent effect, the measurements were repeated on an oriented
single crystal (of different origin) by KlauB et al. (1997b). The precession frequency
follows roughly, but not exactly, the S=1/2 Brillouin function. It agrees closely with
the temperature variation of the Bragg peak intensity, except for the already mentioned
peculiar disappearance of the Bragg peaks around 7y (fig. 51). The limiting (T — 0)
value v, = 25 MHz corresponds to By, = 0.18 T. The single-crystal data also confirm the
(100) orientation of magnetic moments.

There is to date no explanation of the unusual pSR magnetic response in CeAs. One
might think that the muon (for whatever reason) takes up a site of lower symmetry. This
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disagrees with the single-crystal data and in particular with a recent measurement of the
angular dependence of the paramagnetic Knight shift (at 15 K), which is only compatible
with a muon resting on the (i, %, %) site (Schenck et al. 1997b). These authors report
yet another (not understood) complexity. The signal in high TF (0.6 T) consists of two
(closely spaced) components with opposite sign and different magnitudes (by roughly a
factor of 2) of the Knight shift constants. A local field would be felt even by a muon
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at the (%, %, %) site if a FM component were present in the ordered state, but bulk data
have not reported such an effect. It would require a canted spin structure that has not been
seen by neutrons. Also, an error in propagation vector is hard to imagine. An impurity
effect is equally unlikely. Firstly, because of the absence of sample dependence; secondly,
because the full signal strength appears; thirdly, because of the narrow field distribution
(comparatively weak damping of the oscillations). There then remains the question of a
muon-induced effect. One could imagine that the muon charge locally disturbs the rather
delicate balance of various interactions that determines the AFM structure (Prelovsek and
Rice 1987). The well-developed weakly damped oscillations, however, speak more for a
LRO bulk effect. An influence of the muon charge on the isolated I'; CEF ground state
is equally unlikely. Finally, the uSR response in CeSb (to be discussed next) faithfully
mirrors its known, rather complex, magnetic behavior. In summary, a muon-induced effect
is equally unlikely and the mystery remains. Nevertheless, the WSR data call for a thorough
re-examination of the magnetic properties of CeAs which may be more complex than
generally accepted.



166 G.M. KALVIUS et al.

CeSb

0.05 - ® 30 MHz oscillating signal in ZF
Predicted Amplitude

0.04 4 T

0.03 4

0.024 %C% Fig. 52. Temperature dependence of the
amplitude of the 30MHz signal in CeSb
measured in ZF (open circles, ZF data; solid
0.0 ; circles, weak (5mT) TF data). The solid line
represents the predictions from dipolar sum
0.004 ; calculations for the (%, ;, 4) muon stopping
0 5 10 15 20 site. After KlauB} et al. (1994) as redrawn by
Temperature (K) Ty Schenck and Gygax (1995).

Signal Amplitude

5.2.1.7. CeSh. The magnetic phase diagram of CeSb is complicated indeed. Below
Ty =~ 16K five different AFM structures appear in close sequence until the magnetic
ground state (1& type IA) is reached around 9K (Rossat-Mignod et al. 1985). The
various AFM states can be described by different stacking sequences of paramagnetic
and ferromagnetic [001] layers with the Ce3* spins pointing along £(001). All structures
are commensurate and all transitions are of first-order. The PSR study (KlauBl et al.
1994, 1995) was carried out on randomly oriented single-crystalline platelets as in most
other cases of NaCl-type compounds. Dipolar field calculations were performed for all
different spin structures using the (%, %, %) muon stopping site. They revealed the general
presence of three signals with amplitudes varying in the different magnetic states (in some
structures one of the signals may have zero intensity). Two signals show spontaneous spin
precession (v, ~ 16 MHz; v, ~ 33 MHz), the third one no spin precession. ZF and weak
TF data taken as a function of temperature reproduced the calculated results quite well.
Figure 52 shows an example. Instead of 33 MHz a signal with about 30 MHz is seen.
The 16 MHz signal is never observed, probably due to rapid muon spin depolarization.
Its amplitude was inferred from the missing fraction between the sum of amplitudes
of the 30 MHz signal and the non-oscillating signal, compared to the amplitude of the
paramagnetic signal. One essential point of this study is that the pSR spectral response
follows quite well the known sequence of AFM states although some of those are surely
not particularly stable. Nevertheless, uSR gives the expected answer and any destabilizing
effect of the presence of the muon cannot be seen.

The spontaneous precession frequency remains unaltered throughout the magnetically
ordered regime in accordance with the first-order nature of the phase transitions, but
the non-oscillating signal shows the continuous presence of spin fluctuations even in
the lowest AFM state. Above Ty, the temperature dependence of the ZF relaxation rate,
together with a substantial negative Knight shift slightly above Ty, proves the existence of
strong dynamic spin correlations that have also been observed by diffuse critical neutron
scattering (Halg et al. 1985). They relate to a paramagnetic precursor phase with a FM
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in-plane coupling of Ce moments. This view is further consistent with the observation of
a positive paramagnetic Curie temperature.

5.2.1.8. DySh. Below Ty = 9.5K (first-order) a MnO-like (type II) AFM structure
is formed consisting of FM [111] planes with the moments pointing in the +(001)
direction, because of strong anisotropy. Near Ty, a small tilt of moments away from
the tetragonal axis has been seen (Felcher et al. 1973). Dipolar field calculations for
the accepted central muon stopping position predict a single spontaneous precession
frequency of 210 MHz in the AFM state. In contrast, the measured ZF spectra (KlauB et al.
1994) contained an oscillating portion (v, ~ 240 MHz) together with a non-oscillating
part. Both subsignals have about the same intensity. The discrepancy with the dipolar
calculation can be resolved if one assumes a CoO-like AFM structure (van Laar 1965).
In this case the calculations give a 300 MHz precession signal and a non-precessing
signal of equal strength. The difference between calculated and observed frequency is
not serious, since the contact field has been left out. Neutron diffraction has ruled out the
CoO structure with the existence of a small monoclinic distortion only. As in the case of
CeSb, the spontaneous frequency is practically independent of temperature, confirming
the first-order transition, and the relaxation rate of the non-oscillating signal proves it is a
dynamic spin system. Similarly, the properties of the uSR spectra just above Ty indicate a
dynamic paramagnetic precursor phase as well. If a CoO-type spin structure is accepted,
this phase can be explained by the development of quadrupolar anisotropy a few degrees
above 7. Such a scenario had been proposed in an earlier structure study (Chen and
Levy 1971).

5.2.1.9. Uranium monochalcogenides. These compounds are all simple ferromagnets. It
is reasonable to assume that the muon takes up the (}—1, }—1, 41‘1) interstitial position since
the same crystal structure prevails and since the lattice constants are not significantly
different. As pointed out above, the local field will not cancel at such a high-symmetry
site for FM order. The contact field remains, pointing in the direction of spontaneous
magnetization. UTe, US and the pseudo-binary system U, _,La,S were studied by uSR.

In the uSR study of UTe by Aggarwal et al. (1989) the signal was lost in TF as well as
in ZF below T = 104 K. The published data are restricted to the paramagnetic regime,
especially to the temperature range close to the second-order Curie point. They yield a
frequency shift that scales with susceptibility (Af/fo = [(T — Tc)/Tc]” with w=1) and a
relaxation rate that rises faster than susceptibility (w = 1.3).

The pseudo-binary system U,La;_,S possesses some unusual magnetic properties.
The lattice constant varies linearly with magnetic dilution from 5.49 to 5.87A, but bulk
magnetic data show no simple systematic behavior (Schoenes et al. 1996). A linear
decrease of the paramagnetic Curie temperature is seen, reaching negative values at high
La contents. In contrast, the Curie—Weiss magnetic moment remains essentially constant.
Tc first decreases linearly from 177K for US to 95K for UpsLag4S. In this regime
the ordered moment changes little (1.7 to 1.5ug). For higher U dilutions (x < 0.6),
however, a sudden total loss of ordered magnetism seems to occur. Neutron scattering
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(Bourdarot et al. 1997) can no longer detect magnetic Bragg peaks and the authors
conclude that the ordered moment has collapsed (at least to a value less than 0.4ug,
which is the sensitivity limit). High-field magnetization data extrapolated to zero field
gave strongly reduced moments, but the procedure is somewhat uncertain because of
domain effects. USR spectroscopy with its high sensitivity even in zero field offers a
unique opportunity to look for the presence of weak moment magnetism in the high-
dilution regime. The U moment collapse (either by pressure or alloying) in US has been
modeled theoretically by Cooper and Lin (1998) using ab initio calculations in the local
density approximation. The key scenario is that the f electron spectral density at the
U ion can either be in a stable (and localized) f configuration for a time span long
enough to initiate magnetic order, or in a rapidly fluctuating state between f> and the
nonmagnetic (delocalized) f2 configuration. This dynamic state is altogether inefficient in
causing magnetism. Alloying, for instance replacing U with La, increases the fluctuating
fraction. At a certain concentration the > component falls below a critical value necessary
to sustain a local moment and magnetic ordering,.

The 1SR study by Grosse et al. (1999) used mosaics of oriented single-crystal platelets.
LaS, the lower concentration limit (x = 0), is diamagnetic. The ZF spectra are static
Gaussian Kubo-Toyabe patterns originating from the nuclear moments on La. Full
decoupling needs only LF=10G. Between 300K and 4K only a minute change in
static width i1s seen, which can be accounted for by thermal contraction. These data
show that effects of muon diffusion are not discernable. US, the upper concentration
limit (x = 1) is a FM (T¢ = 177K and gy = 1.7ug). The reduction in moment was
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used by Cooper and Lin (1998) to fix a starting value for the localized and delocalized
mixture of 5f configurations. 7¢ could easily be established by the expected rise of
muon spin relaxation rate (critical slowing down), by the sharp increase of frequency
shift and by the loss of signal amplitude in TF (see fig. 53). The result agrees fully
with previous data (177 K). Below 7, a spontaneous spin precession signal is seen with
the limiting frequency (I" < I¢) of v, = 63.4 MHz (corresponding to a contact field
of 0.47T) and a damping rate of ~23 us™!. The U rich pseudo-binary with x = 0.8
gave essentially the same result, but for the expected reduction in 7¢ (fig. 53). Again
full agreement with previous data exist, showing that USR senses the magnetic behavior
of U,La;_,S properly. Unfortunately, a spontaneous spin precession signal could not
be detected. The randommess in U configuration around the muon site increases the
field distribution width, leading to relaxation rates in excess of 100 us~!. The signal
is lost in the initial dead time. This holds for all pseudo-binary samples. The higher
diluted compound with x = 0.55 should not show magnetic order according to the
neutron study. As can be seen from fig. 53, one is able to detect a transition with uUSR.
The frequency shift has become rather small and the temperature range over which the
magnetic transition occurs has widened, a trend already visible for the x = 0.8 compound.
The absence of a spontaneous spin precession signal calls for a different means to estimate
the size of the contact field, which is expected to be (at least roughly) proportional to the
U moment. The maximal value of frequency shift recorded close to the transition point
offers such a possibility, since we are dealing with isostructural materials throughout.
Applying this evaluation scheme results in a collapse of U moment by about an order
of magnitude when comparing the x = 0.55 compound with the less diluted materials
(x =2 0.6). The x = 0.4 sample gave a further reduction in 7 and moment, the
latter being not dramatic here. Of particular interest is the question whether magnetism
is still present in a highly diluted sample (x = 0.15). Its ZF and LF spectra at
high temperatures are very similar to those of LaS (i.e., relaxation is dominated by
static nuclear dipoles), but surprisingly around 7K muon spin relaxation generated by
U moments has already become quite visible. Spin correlations have developed that cause
slowing of U moment fluctuations. At 2K relaxation by electronic moments dominates.
Cooling (in a dilution refrigerator spectrometer) further reveals a weak but clearly visible
rise in frequency shift and muon spin relaxation rate around 0.45K, indicating the
presence of a magnetic transition. The U moment is further reduced. The TF signal does
not vanish below the peak of the frequency shift. This is in keeping with AFM order,
and the negative paramagnetic Curie temperature found by Schoenes et al. (1996) at this
La concentration renders further support for this interpretation. It means that the system
tends toward a HF ground state with AFM order of substantially reduced moments (see
also Cooper et al. 1999),

In summary, the pertinent findings of the WSR study are summarized in the graphs
of fig. 54. A moment collapse certainly takes place for x < 0.6 but not to zero
magnitude. Small moments on the order between 0.3 and 0.05up remain present. Despite
the smallness of the moments, the compounds exhibit magnetic order, while the linear
decrecase of T¢ with reduced U content (x) continues down to the lowest concentration
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measured. These data are another example of the power of USR in the study of small
moment magnetism.

The intermediate valence monochalcogenide SmyoLag ;S has been studied by high-
pressure USR measurements. The findings will be presented in sect. 9.5.

5.2.2. CsClI structure

CsCl compounds of composition MX are known for nearly all R elements combined
with noble metals (Cu, Ag, Au) but are also formed for X = Mg, Zn, Cd. Compounds of
type AnX with the CsCl structure are not listed in the comprehensive review of Fournier
and Tro¢ (1985) on actinide compounds, and Sechovsky and Havela (1988) only give a
brief reference on PuRu. Probably the CsCl structure is not stable for the more common
lighter actinides (U and Np). The R materials have played a central role in the study of
quadrupolar pair interactions in combination with magneto—elastic properties (Morin and
Schmitt 1990). In several systems these types of interactions lead to quadrupolar ordering
within the paramagnetic regime. Magnetic order is also regularly found and the AFM
spin structures are quite often of the multi-k type. SR data are scarce for the CsCl type
compounds formed with R, despite the sizable data set using various bulk methods. The
probable reason is that uSR does not respond directly to quadrupolar interactions and
thus is unlikely to give deeper insight into the microscopic mechanisms of quadrupolar
ordering. The question of whether (and in which way) quadrupolar ordering affects the
dynamical properties of the spin system is largely open and definitely a field to be looked
at by puSR.
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5.2.2.1. LaAg _ In.. This pseudo-binary system is nonmagnetic but undergoes a phase
transition from the cubic CsCl structure into a tetragonal structure at temperatures between
30K and 170K for x = 0.1 to x = 0.4. A uSR study for x = 0,0.1,0.2,0.3 and 0.4 was
carried out by Wehr et al. (1983) measuring Knight shifts with the stroboscopic method
(see Klempt et al. 1982). The main result of interest (especially in view of the studies on
CeAg discussed below) is the finding of a stationary muon below ~70 K. The goal of the
Knight shift studies had been to gain insight into the influence of the 5d electrons on the
local contact field. This field contribution was found to be negative. It rises with increasing
In content. Possible scenarios are discussed in detail. The measurements were restricted to
the cubic phase except for the sample with x = 0.3. In this compound a distinct step-like
discontinuity in Knight shift at the structural phase transition was observed.

5.2.2.2. Cedg and CeAgoo7lngos. Several different types of couplings come together in
CeAg: lattice instability of electronic origin, bilinear ferromagnetic, Kondo and quadrupo-
lar interactions (see Morin 1988 for a detailed discussion). The quadrupolar couplings
dominate the bilinear ferromagnetic interactions and enforce a ferro-quadrupolar ordering
at 7o ~ 15K. The underlying lattice instability causes a martensitic transition into
a tetragonal phase. Quadrupolar ordering is followed by a second-order transition at
Tc = 5K into a FM state.

ZF- and TF-pSR measurements were carried out by Hyomi et al. (1988) on
polycrystalline material. The work concentrated on the paramagnetic regime around Tg;
the magnetically ordered phase was not investigated. The ZF data reveal an exponential
decay of muon spin polarization with a relaxation rate rising below 40 K and peaking at
about 25K (but to a comparatively low value of 0.1 us™'). Below 25K the depolarization
is better described by a square-root exponential function and the rate decreases rapidly.
Concomitantly, signal amplitude is reduced, strongly indicating the development of a fast-
decaying portion that is lost in the dead time of the apparatus (pulsed beam facility
at KEK). This suggests that static spin correlations start to develop around 25K on
cooling, leading to a wide spread of internal fields at the muon site. A connection with
quadrupolar ordering (7o = 15K) and the martensitic phase transition is not obvious and
the characteristic temperature of 25 K remains unexplained.

Substituting Ag partially with In raises T but the nature of the structural instability is
in debate here and not believed to be connected directly to quadrupolar ordering (Thrig and
Lohmann 1977, Morin 1988). The ZF uSR measurements in CeAggg7Ing o3 gave results
quite different from those of pure CeAg. The relaxation rate begins to rise at 25 K with the
spectrum changing once more from pure exponential to root exponential shape. The rate
continues its increase down to ~10 K (the lowest temperature measured), while the signal
strength remains practically constant. Obviously, the rapidly relaxing phase of pure CeAg
is not formed. Figure 55 summarizes the data for both compounds. Also carried out were
TF Knight shift studies. Identical results were obtained for both materials. The (negative)
shift increases (in magnitude) strongly below ~20K following closely the temperature
dependence of bulk susceptibility.
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From the reviewers’ point of view the results can be summarized as follows. The
question of how quadrupolar ordering affects the dynamics of the spin system remains
unanswered since no clear connection can be established between the temperature
dependence of muon spin relaxation rate and the onset of quadrupolar ordering. It
should be mentioned that the question whether quadrupolar ordering affects the uSR
response, in particular the muon spin relaxation rate remains open. In some cases (e.g.,
Ce;Pd;Geg in sect. 9.3.1) no effect was observed, but in a recent study of CeBg (also
discussed in sect. 9.3.1) it was found that the slope of the temperature dependence of the
relaxation rate changed at the ordering temperature. The different behavior of CeAg and
CeAgg 97Ing o3, where the latter keeps the dynamical nature of the spin system to much
lower temperatures, may reflect the proposed difference in electronic structure connected
to the mechanisms leading to the lattice instability. The changeover to a root exponential
shape in the muon spin relaxation spectra points towards the development of a complex
(perhaps incommensurate) spin structure as a possible magnetic precursor.

5.2.2.3. DyAg. Quadrupolar ordering is not reported for DyAg. This compound orders
magnetically at 7y = 60K. The spin structure at low temperatures is established to
be a type I, 3k AFM phase. The effective moment (10.6up) is close to the Dy** free-
ion value. The uSR work on DyAg (Kalvius et al. 1986) started out as an extension
of preceding Mossbauer studies (Chappert et al. 1982) on polycrystalline (cr-) and
thick film (50-100um) sputtered amorphous (am-) specimens of DyAg. Amorphous
materials cannot support true AFM, and indeed, am-DyAg enters a FM, or more
precisely, an asperomagnetic state at 7c = 18K (Boucher 1977). The designation
asperomagnetic means that the spins are not strictly collinear but randomly distributed
within a cone around the easy axis (here (111)). One of the significant findings of
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rate of the field at the muon site as obtained from fits to the Lorentzian Kubo-Toyabe patterns seen in ZF data
of cr-DyAg up to 51 K. From Kalvius et al. (1986, 1990)

Méssbauer spectroscopy was the distinct difference in dynamical properties of the
Dy** moments in cr- and am-DyAg with the fluctuation rate being at least one order of
magnitude lower in the amorphous compound. The static limit (on the Mdssbauer time
scale) was reached in am-DyAg well above T¢. uSR is a complementary technique to
study spin dynamical properties with a quite different time window. It is usually possible
to follow the temperature dependence of spin fluctuations deep inside the paramagnetic
regime (see the examples discussed in sects. 4 and 5.3).

The distinct difference in spin dynamical properties between cr- and am-DyAg was
seen in the WSR spectra as well and remained present up to room temperature (highest
temperature measured). Another distinguishing feature was the observation that the shape
of the ZF relaxation spectra is exponential in cr-DyAg throughout the paramagnetic
regime, while am-DyAg shows power exponential relaxation with the power decreasing
at lower temperatures. The results seen in the amorphous material will be discussed later
in sect. 8.3.1. Figure 100 in that section shows the comparison of relaxation rates in the
cr and am compounds.

ZF spectra of cr-DyAg had been presented as pertinent examples of pSR response
in a paramagnet in fig. 23 in sect. 3.2.2. Cooling from room temperature results in an
increase of muon spin depolarization rate characteristic for the approach to a second-
order phase transition (critical slowing down). The values of rate are typical for a strong
paramagnet and in keeping with the findings reported for comparable materials (see, for
example DyAl, in sect. 5.3). At low temperatures (I’ < Ty) the PSR spectra in ZF and
LF can fully be described by a static Lorentzian Kubo-Toyabe relaxation as shown in
fig. 56 (left) (Kalvius et al. 1986, 1987, 1990). The explanation is the same as discussed in
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the preceding section: the muon occupies the central interstitial site of high symmetry and
in consequence all contributions to the local field cancel for a type I AFM spin structure.
The remaining Lorentzian field distribution arises from dilute faults in the AFM spin
lattice. Raising the temperature toward 7y, one observes the marked increase in local-field
distribution width and fluctuation rate depicted in fig. 56 (right). As discussed earlier, this
is the characteristic USR signature of a 3% spin state that reflects phase de-locking when
approaching its transition temperature. At 7y = 51K a discontinuity in spectral shape
occurs, followed by another change at Ty = 60K. In the regime between 51 and 60K
the ZF spectra are characterized by a power exponential decay of muon spin polarization
(with p < 1), bordered at the low-temperature side by the dynamic Lorentzian Kubo-
Toyabe pattern (see fig. 57, left) and at the high-temperature side (paramagnetic regime)
by the pure exponential relaxation shape. Little change in relaxation rate is seen at Ty. The
type I 3k AFM state is reached only via a state with some disordered spin structure and not
directly from the paramagnetic state. Neutron diffraction (Kaneko et al. 1987) identified
the spin structure just below 7% as an incommensurate sinusoidally modulated AFM
structure. The two magnetic transitions were subsequently seen in bulk measurements
(Morin and Schmitt 1990} as well. Values of Ty and 7 are somewhat sample dependent.
The spectral response in LF at low temperatures (77 < 20K, ie., in the static
limit) is the normal decoupling behavior of a Lorentzian Kubo-Toyabe function (see
fig. 56, left). Unusual features were observed, however, at higher temperatures where
greater values of LF are needed to decouple the (still weakly) dynamic Kubo-Toyabe
pattern. The most startling feature is shown in fig. 57 (right). The 2kG spectrum can
still be reproduced by decoupling from the ZF spectrum, albeit only with an increase of
field distribution width. But the spectrum in 20 kG relaxes faster than the 2 kG spectrum.
This is contrary to the standard decoupling formalism which should lead to a nearly
complete suppression of muon spin depolarization. The fit shown in the figure is simply
an exponential relaxation. The standard decoupling formalism assumes that neither the
size of the moments, nor their spatial distribution, nor their fluctuation rate changes with
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field. Clearly, this approximation cannot be valid in the present case. For one, the external
field induces spin canting in the AFM structure with the canting angle depending on the
direction of applied field with respect to the crystalline axes (spin flop transitions occur
only at fields in excess of 80kG, see Morin and Schmitt 1990). Since a powder sample
was used in the PSR work, this effect will increase the field distribution width. Another
possibility is the mixing of CEF levels which may change (slow down) the spin fluctuation
rate. A detailed analysis of the high-field data is difficult for experimental reasons and
has not been undertaken. The data demonstrate, however, once more the high sensitivity
of uSR to small spatial changes in a spin structure.

5.2.3. AuCus structure

The AuCu; structure (space group Pm3m) is another simple cubic structure found in
R and An intermetallics. Its basic atomic arrangement is shown in fig. 58 (left). As
one can see, the R—R or An—An separation is given directly by the lattice constant a.
Many compounds of the type RX3; or AnX; with X being a group III or IV or a late
transition element, crystallize in this structure, but by no means all. For example, the
important HF materials CeAl; and UPt; (see sect. 9) possess a different (i.e., hexagonal)
crystalline lattice. Most important among the AuCus intermetallics are the compounds
formed with Ga, In, Sn, Pb and R = Ce and An = U, Np, Pu, since they are on the
borderline of strongly correlated electron behavior. For example, NpSnj, which has been
studied extensively, was originally considered the prime example of an itinerant AFM.
High-pressure Mossbauer measurements, however, showed that the Np is not strongly
delocalized and that a description as an AFM-HF compound, somewhat analogous to
CeAl,, is more appropriate. (For details see Potzel et al. 1993). A compilation of magnetic
and transport data for the actinide intermetallics can be found in Sechovsky and Havela
(1988) and for the In and Sn compounds in particular in Fournier and Gratz (1993).
In general, the 5f electrons in UX3; materials exhibit band-like behavior. The band width
gets narrower the heavier X gets, one possible cause being the increase of lattice constant.
Hill behavior, however, is not the dominant mechanism here. It is the hybridization with
ligand p electrons that plays the important role. This model is corroborated, for example,
in systematics of Mdossbauer parameters in Np compounds (Potzel et al. 1993). One
generally observes in the AnX; intermetallics that group IV ligands (Si, Ge, Sn) produce
weakly magnetic or even nonmagnetic compounds while group III ligands (Al, Ga, In)
induce strong magnetism with AFM order.

Only two intermetallics with the AuCus; structure containing a R ion have been studied
by uwSR. The data on Prln; have been discussed in sect. 5.1.2. The other material,
CeSnj3, is an established HF compound. The rudimentary results available are briefly
mentioned in sect. 9. More systematic WSR data are available for compounds formed with
the light actinide uranium. The systems USns, Ulns, UGa; together with their pseudo-
binaries U(Sn; _,In,); and U(Ge,Ga;_,)3 have been studied by Zwirner et al. (1993)
and Kratzer et al. (1994b, 1997b). USn; is an exchange-enhanced paramagnet close to a
magnetic instability (Lin et al. 1985a). It exhibits Curie—Weiss susceptibility above 20K



176 G.M. KALVIUS et al.

— T

e

Relaxation Rate [ 1/us ]

0.01 T T T T
J.00 0.02 0.04 0.06 0.08 0.10

Inverse Temperature [1/K]

Fig. 58. Left: Atomic arrangement in the AuCu, structure (semi-solid circles represent the R or An ions, open

circles the group III or IV elements). From Sechovsky and Havela (1988). Right: Logarithmic plot of the muon
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slope occurs at 30 K. From Kratzer et al. (1994b).

with ¢ = 2.4ug. The Sommerfeld constant is comparatively high at low temperature
(2K), with v ~ 0.17J/(molK?) (van Maaren et al. 1974). USn; is often discussed
(like UAL) as a spin fluctuator (Norman et al. 1986), but Ulns shows AFM order at
In = 95K with an ordered moment of ~1up (Buschow and van Daal 1972). Since the
lattice constant changes little between USn; (4.626 A) and Uln; (4.606 A), it is assumed
that the interaction with ligand electrons is responsible for magnetism. The localization
of 5f electron structure when going from Sn to In is also reflected in the Sommerfeld
constant, which attains a comparatively small value of y = 0.05 J/(mol K?) (see Fournier
and Tro¢ 1985). In consequence, one observes in the pseudo-binary alloys U(Sn; _,In,) a
continuous transition from spin fluctuator properties to AFM. Coming from the USn; side,
ordered magnetism appears around x = 0.55. Briefly before, however, the Sommerfeld
constant reaches a maximum of y ~ 0.6 J/(molK?). Around this point, some authors
(Lin et al. 1986, Zhou et al. 1987) have proposed to discuss the system U(Sn; . ,In,); in
terms of HF behavior.

In USns, the uSR spectra show no noticeable depolarization (A < 0.01 us™'). The
influence of electronic moments (on U) is fully motionally narrowed (1/74 > 10'3 Hz)
and nuclear dipole moments are negligible. Basically, this result agrees with that of the
established spin fluctuator UAI, to be discussed below.

In Uln;, the uSR spectra in the paramagnetic regime are dominated by the depolarizing
action of the '"In nuclear moments. In LF=10G depolarization is suppressed. The
value of the nuclear relaxation rate (A = 0.16 us™') is in full accordance with dipolar
field calculations for a muon stopping at the center of the cube formed by the U atoms
(see fig. 58). This site assignment was independently determined by measurements of
the angular dependence of frequency shift in a single crystal of Priny (Grayevsky et al.
1997). No indication of muon diffusion could be found below ~150K. The U moments
fluctuate rapidly as in USnz. At 88K (7n of the sample used) the spectral shape
changes to a Lorentzian Kubo-Toyabe function without loss of signal intensity. No
spontaneous spin precession is observed. As expected, the internal field at the (highly
symmetric) muon stopping site cancels to zero. It had been outlined in the discussion of
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the NaCl compounds that the residual depolarization (i.e., the Lorentzian Kubo—Toyabe
spectrum) in the AFM regime must result from dilute defects in the AFM ordered spin
lattice. The relaxation rate of the Lorentzian Kubo—Toyabe is small (about 0.2 ps™).

Details of the magnetic spin structure of Uln; are still under some discussion. Neutron
diffraction (Murasik et al. 1973) on a polycrystal found the magnetic unit cell to be
doubled in all directions with respect to the crystallographic cell suggesting a type 11
(g = (33 1)) AFM structure. For this spin arrangement no net magnetic field should
exist at the In position. ''’Sn Mdssbauer studies on 20at% Sn-doped Uln; (see, for
example, Yuen et al. 1992), however, showed the presence of a small hyperfine field at
the In position, which is taken by the Sn atoms. A 3k structure was suggested instead
of the usually assumed 1k structure. This finding appeared to be in agreement with the
SR data, which showed on approaching T’y a behavior of relaxation rate and static width
reminiscent of that of USb (Asch et al. 1994). In claiming a 3k spin arrangement, it
was overlooked, however, that the AuCu; structure is primitive cubic (and not fcc as
in the NaCl structure of the monochalcogenides and monopnictides) and ordering along
(111) results in a 4k rather than a 3k structure (see, for example, Rossat-Mignod 1987).
Unfortunately, symmetry arguments do not allow a 4k structure for the (% % %) wavevector.
The absolute orientation of the U moments is not known. A '''In-PAC study (Cottenier
et al. 1998) also found a magnetic field around 1T at the In nuclei. A model based on
canted U moments near the [001] direction was suggested. A recent theoretical APW
calculation showed a [001] orientation to have the lowest energy and an induced spin
density at the In site was found, which could be the origin of the hyperfine field. Thus a
straight forward type II AFM structure is still a possibility for the magnetic ground state of
Uln; (M. Roots 1999, private communication). The uSR results mentioned above would
be casier to reconcile with a small deviation from the [001] orientation that is static at
low temperatures but becomes dynamic just below Ty, but effects of domain dynamics
can not be ruled out altogether.

Samples with x = 0.7,0.5,0.4 and 0.3 were measured (Kratzer et al. 1997b) within the
pseudo-binaries U(Sn; _,In,);. The depolarization by electronic moments for x = 0.7 in
the paramagnetic regime is much more pronounced than in Ulns. The signal amplitude
collapses between 70K and 60K, where (according to bulk magnetic data) long-
range order (LRO) sets in. The Lorentzian Kubo-Toyabe, which is the signature of
the AFM state here, relaxes so fast that it falls within the spectrometer dead time
(measurements were taken at the ISIS pulsed muon facility). This increased relaxation,
both in the paramagnetic and ordered state, must be due to a substantial increase in field
distribution width, a notion that is confirmed by the observation that the signal could be
recovered by applying LF > 0.1 T. The field distribution width thus derived is around
300G, i.e., about two orders of magnitude larger than in Ulns. The likely cause is the
random spin disorder produced by dilution with nonmagnetic Sn atoms since the magnetic
properties are dependent on ligand electron structure. The fairly broad magnetic transition
region indicates in addition spatial inhomogeneities in the sample.

The result for x = 0.5 is surprising. This material is below the concentration limit for
the onset of AFM order and indeed no phase transition was seen in uSR, but the material
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does not behave like USn; at low temperature. Down to 50K there is little difference
compared to USn; (weak Gaussian relaxation) but below 50K a change in shape of the
relaxation function occurs. The spectra can be fitted to a power exponential relaxation
where the power p decreases towards 0.5 for T ~ 30 K. Around this temperature also the
slope of the temperature dependence of the relaxation rate changes (fig. 58, right) and the
paramagnetic frequency shift (in TF =22 mT) rises. It is concluded that the spin system
freezes into a spin-glass-like SRO state. Although the formation of a SRO state has not
been claimed before, it is interesting to note that specific heat and electrical resistivity
show irregularities below 30 K. These features were not explained previously (Lin et al.
1987b). Compounds with x = 0.4 and x = 0.3 show basically analogous behavior, but
the changes in spectral shape are less pronounced and shifted to lower temperatures.
In summary, PSR in the U(Sn;_,In,); series indicates that strong magnetic disorder is
induced by the dilution of Ulny; (AFM) with USn; (spin fluctuator without magnetic
LRO). It leads to the development of SRO magnetism between the concentration ranges
for AFM-LRO and paramagnetic spin fluctuator behavior.

The system U(Ge; -,Ga,); behaves quite differently. The change in lattice constant is
again extremely small (Aa =~ 0.05 A). UGejs has a nearly temperature-independent suscep-
tibility together with a rather low value of the Sommerfeld constant (y ~ 0.02 J/(mol K?)).
It is definitely no spin fluctuator, just a weakly magnetic compound. Its pSR spectra
are dominated by the Gaussian relaxation arising from static nuclear dipoles on Ge. No
significant change with temperature is observed. UGa; is an AFM with 7y = 70K and an
ordered moment of (0.8-0.9)up. The U moments are FM coupled within the [111] planes
and the planes in turn are AFM coupled (Murasik et al. 1974b, Lawson et al. 1985).
The pSR spectra are quite similar to Uln;. No spontaneous spin precession is seen,
just the changeover from Gaussian to Lorentzian shape at 7y. Again all contributions
to By cancel for symmetry reasons. In the ordered state the relaxation increases with
decreasing temperature, in contrast to Ulns. Most likely the spin structure still undergoes
weak continuous changes below 7n. In the pseudo-binary alloy series U(Ge;-,Ga,)s
magnetism is quickly lost (at x < 0.82). This is fully corroborated by the pSR data
(Kratzer et al. 1997b). In the spectra for x = 0.9 the signal vanishes below ~70K,
over a 10K temperature spread. Again, the additional disorder due to alloying causes
a considerably increased field distribution width and magnetic inhomogeneities in the
sample. The nonmagnetic samples measured (x = 0.75,0.5,0.25) all show the same
behavior as pure UGes. In particular, no evidence of enhanced magnetic correlations
or even SRO were observed, in sharp contrast to the system U(Sn;_,In,);. This again
demonstrates the sensitive influence of ligand electron structure. It appears that the special
electronic structure of USn; which leads to its spin fluctuator properties is also responsible
for the formation of a SRO state at the point of magnetic instability.

5.3. Laves-phase compounds

In this section we discuss intermetallics of type MX, (with M=R or An and X=Al or
transition element) that crystallize in the cubic C15 Laves phase (MgCu, structure). The
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M sublattice is a diamond lattice and the point symmetry of the R (An) site belongs to
the cubic 7 group. The X atoms form regular tetrahedra in the interstices between the
M sites (see fig. 66). Three different interstitial sites as stopping position for the muon are
possible. They are the central positions in tetrahedra formed by the M and X atoms. One
finds tetrahedra with 2, 3, and 4 X atoms (and 2, 1, 0 M atoms), which are denoted as the
2-2, 3-1, and 4-0 sites. The 2-2 and 3-1 tetrahedra are slightly distorted. Measurements on
single-crystalline CeAl, (see below) indicates that the 2-2 site is occupied by the muon.
The measured ZF static width A, however, is lower than dipolar calculations predict (see
Huxley et al. 1996). Furthermore, the CeAl, data indicate that the muon is stationary in
the C15 phases below ~80K. The site assignment is corroborated by neutron scattering
data of hydrogen-loaded isostructural RFe, and ZrV;, compounds in the low-concentration
limit (Fish et al. 1979, Didisheim et al. 1980).

5.3.1. MAL

5.3.1.1. RAl;. The RAl, intermetallics have played a central role in the study of
R magnetism, mainly because nearly all of them (except CeAly) have only one (second-
order) magnetic phase transition leading into a simple FM state. For surveys we refer to
the reviews mentioned at the top of this chapter. Some crystalline and magnetic properties
for the FM RAl, compounds are listed in table 6. CeAl; is special. It enters an AFM state,
is often listed among HF materials, and also shows some intermediate valence properties.
We discuss this case separately at the beginning.

CeAl, shows an enhanced Sommerfeld constant (7 — 0) ~ 0.135 J/mol K? which
puts it into the regime of moderately heavy-fermion materials. Ty is rather sample
dependent, ranging typically from 3.4 to 3.9K. The low transition temperature allowed
Hartmann et al. (1989) to determine the muon stopping site from the angular dependence
of depolarization rate using a single-crystalline sample. For T > Ty, the influence of
Ce moments is fully motional narrowed and depolarization is caused by the static fields of
27Al nuclear dipoles. The measurement and a comparison with dipolar sum calculations
is shown in fig. 59 (left). The 2-2 site (see discussion on interstitial positions above)
fits the angular dependence data for 7 = 69 K. A measurement at higher temperatures

Table 6
Some electronic and magnetic parameters of ferromagnetic RAl, compounds studied by uSR

Compound Lattice parameter (A) R¥* ground state g J Uep (Hp) Tc K) Easy axis

PrAl, 8.025 *H, 3.2 2.88 30 [100]
NdAL, 8.000 Ly, 33 2.45 78 [100]
GdAl, 7.900 3S02 70 7.10 160

DyAl, 7.840 Hs., 10.0 9.84 67 [100]
HoAl, 7.813 g 10.0 9.18 32 1100}
ErAl, 7.793 Lyss 9.0 7.80 14 [111]

TmAl, 7.780 H, 7.0 4.60 6 [111]
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Fig. 59. Left: Angular dependence of the TF=0.15T uSR depolarization rate for a single crystal of CeAl, at

temperatures well above Ty (~ 3.5K). The crystal is rotated around the (110) axis. An angle of 90° corresponds

to a field applied along (100). The top part shows the experimental result for two temperatures, the bottom part

corresponding dipolar sum calculations for three different tetrahedral muon stopping sites. Right: Temperature

dependence of the muon spin depolarization rate in three C15 Laves-phase compounds. The step around 80 K
signals the onset of muon mobility (see text). From Hartmann et al. (1989, 1990b).

shows a rate independent of crystal orientation. The result implies that the muon has
become mobile. This behavior appears to be a general feature of the C15 structure, as
demonstrated by the temperature dependence of the depolarization rate for paramagnetic
CeAl, and UAl, and diamagnetic LaAl; (fig. 59). In all cases a sudden decrease of rate is
seen around 80 K, signaling the onset of muon diffusion (Hartmann et al. 1990b). Another
common irregularity near 150K is probably due to muon trapping—detrapping effects.
Similar behavior appears to be present in YCo;, and is nicely illustrated in fig. 73.

The temperature dependence of the paramagnetic relaxation rate at low temperatures is
typical for the approach to a second-order magnetic transition. In the region between 3.2
and 3.8 K, however, a two component USR spectrum is observed. One component, having
a relatively slow relaxation rate (A ~ 0.25 us™!) continuously decreases in strength; the
other, with a rate about two orders of magnitude larger increases concomitantly as the
temperature is lowered (fig. 60, left). The former signal is attributed to regions where
paramagnetic spins, albeit under the influence of spin correlations (a dynamic cluster
structure, as discussed for Gd metal in the preceding chapter) are still present, the latter
to regions where AFM order has already occurred. A broad distribution of internal fields
causes rapid loss of muon spin polarization. This set of data demonstrates that magnetic
LRO does not immediately involve the whole volume of the sample (even for a single
crystal), but rather, that the ordered volume fraction grows gradually over a range of ~1 K.
One further notices that even for temperatures well below 7 a part of the sample (~20%)
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Fig. 60. Magnetism of CeAl,. Left: Inhomogeneous transition region into the AFM state as seen in the pSR
data of Hartmann et al. (1989). Solid symbols, slowly relaxing signal arising from the still paramagnetic
volume fraction; open symbols, fast relaxing signal coming from the magnetically ordered volume fraction.
Right: Change of SR spectral parameters at the previously unknown transition near 1K from the recent
study of Schenck et al. (1999). Top: Temperature dependence of the amplitudes of the oscillating (4,) and the
non-oscillating (4,) signals. Above 1K on finds 4, = 4, independent of temperature. Bottom: Temperature
dependence of relaxation rate A in CeAl, of the non-oscillating signal. The two studies used different samples
but both were single crystals.

remains in the paramagnetic state. Such a two-component magnetic structure appears in
several HF compounds, most notably in CeAl; (see sect. 9). A more recent study on a
powder sample gave essentially the same result (MacLaughlin et al. 1993).

The determination of the true AFM spin structure in CeAl, has been problematic and
is still not fully solved. Neutron diffraction measurements on a high-quality single crystal
(Barbara et al. 1980) revealed an incommensurate sinusoidally modulated AFM structure
with toq = 0.63up on Ce in a single-k arrangement. In contrast, Shapiro et al. (1979)
pointed out that the magnetic structure must be described by a multiple-k arrangement.
A more recent neutron study in applied field (Forgan et al. 1990) came to the conclusion
that the spin structure is a “non-chiral spiral”. In essence this means that the Ce ions in a
single (0,1,1) plane can be represented by two fcc sublattices and the spirals in adjacent
sublattices rotate in opposite directions.

These controversial results prompted Schenck et al. (1999) to perform a new ZF-uSR
study on a high-quality single crystal in the range between 0.1 and 4K. These authors
observe below 3.8 K a spin precession signal in addition to an exponentially relaxing
non-oscillatory term. The spectra are well described by

A(t) = 4 exp[-10°£1Jo(wt) + A exp[-Ar]. (65)

The Bessel-function-type oscillations (Jo(w?)) are in keeping with an incommensurate
spin structure. Using dipolar sum modeling, the best agreement to the measured pSR
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spectra was obtained for the single-k structure proposed by Barbara et al. (1980). The

new data reveal in addition previously unknown features. Around 1K drastic changes

occur in the spectral parameters 4;, 4,, and A as depicted in fig. 60 (right). The magnetic
structure clearly undergoes some change without, however, affecting its modulated nature.

There are also rapidly fluctuating field components below Ty that persist down to 77 — 0.

These features remain unexplained at this stage and the magnetic structure of CeAl, still

contains miysteries. A strong sample dependence is probable.

Other RAl; intermetallics with R=Pr, Nd, Gd, Dy, Ho, Er and Tm (see table 6) were
first studied by Chappert et al. (1981) and Hartmann et al. (1984, 1986) with the aim to
investigate fluctuations of 4f magnetic moments in the paramagnetic regime, especially
on approach to the Curie point. The TF method was used exclusively. The main features
of this study were:

(i) The signal from muons stopped in the sample vanishes below 7.

(i) Above T the spectra are characterized by a temperature- (and field-) dependent
depolarization rate that shows a divergent rise towards 7 starting at temperatures
well above the critical temperature.

(iif) A paramagnetic frequency shift is observed in nearly all compounds. It can reach
values exceeding several percent close to T¢.

(iv) The signal from muons stopped outside the sample (background signal from sample
holder etc.) changes in frequency and relaxation at the critical point for the
FM compounds, but not for AFM CeAl,. The reason is the distortion of the applied
field by the spontaneous bulk magnetization. This feature can be used to detect
FM components in complex spin structures (see discussion on GdMn,).

The loss of sample signal for 7 < T- comes from the fact that the 2-2 muon site divides
into magnetically inequivalent sites in the presence of a local axis of magnetization,
leading to several different dipolar fields (Hartmann 1989) and in turn to rapid (static)
depolarization.

A typical example of temperature and field dependence of the paramagnetic depolar-
ization rate is given in fig. 61 for ErAly, illustrating clearly the divergent behavior at 7.
The total relaxation rate

A(?) = exp[-0°1?] - exp[—At], (66)

contains the (static) inhomogeneous line broadening, which is roughly proportional to
bulk susceptibility

0 = k1 Bopp/ (T — Ttc), (67)

and the dynamic depolarization by fluctuating local fields. The latter is assumed to be
field independent while its temperature dependence follows a power law:

b= k/(T - To)™. (68)

The constants &j, &, and w are fit parameters. Equation (68) is a relation typical for
critical behavior. The amazing result of the study by Hartmann et al. (1986) was the
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text. |I;N(0)| is a parameter of Korringa relaxation. From Hartmann et al. (1986).

observation that in many cases such a power law extends for the UWSR relaxation over
a temperature range far exceeding the usual critical regime. For example, in fig. 61 the
range extends to about 10 7. This feature has in the meantime been observed for the
majority of R compounds exhibiting magnetic order (of any kind, not only FM order),
especially for R ions with large orbital momenta. In the preceding chapter we have already
pointed out that the relevant microscopic mechanism is the development of paramagnetic
spin correlations up to the formation of dynamic magnetic clusters close to the transition
point. Clearly, LSR already senses weak deviations from free paramagnetic spin motion.
The residual depolarization rate in the absence of spin correlations is contained in
ky of eq. (68) and determined by the RKKY (4f4f) and Korringa (4f—ce) interactions.
Starting from a treatment of the transverse NMR relaxation rate 75! by Moriya (1956)
and the common Korringa formalism (Korringa 1950) it was shown that the dynamic

depolarization rate at high temperatures (when contact coupling is neglected) can be
written as

A= n;%J(J +1) 1, (69)
with
2 o -1
T = [CTC (7(JTI)> +3 (IaNp(O) kg T | . (70)

The first term is the relaxation due to RKKY coupling, the second term the Korringa
relaxation. The constants are n = 2 for the 2-2 site and C = 1.477 - 10! HzK.
Iy is the 4f—ce coupling strength, Nr(0) the density of electrons at the Fermi surface
for one direction of ce spin (see Loewenhaupt et al. 1983 for details and values) and
a = (U,/4m)(Unptsgugs/d’) the dipolar coupling strength between 4f moments and the
muon, with d as the mean distance between |* and the neighboring R ions (~2.1 A
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Table 7
Properties of the paramagnetic state of R Laves-phase compounds from TF-uSR*?

Compound & (K) by Mg (T) B, (T) ag, T,(300)  A,(300) Ay, (300)
(107eV) (ps) (us™) (ps™)
PrAl, +0.12(1) 0.06(3) +0.07(3) 38 0.39 009  0.0503)
NdAl, +0.14(5) 0.07(3) +0.08(4) 35 0.19 0.04  0.0203)
GdAl, -0.27(5) 0.15(7) —0.26(9) 9.6 0.09 0.11  0.38(6)°
DyAl +0.00(5) sphere 0.00(2) 6.4 0.34 071  1.05(7)
HoAl +0.30(4) 0.21(9) —0.09(11) 6.0 0.57 117 116(8)
ErAl, +0.39(9) 0.19(9) 0.00(10)° 5.7 0.81 102 0.84(5)
TmAl, ~0.15(6) 0.15(8) ~020(10)° 5.6 0.98 044  0.43(4)

* Frequency shift parameter £, demagnetization correction ky - M,y for an ellipsoidal sample with b/a = 1.6,
derived contact field B,,,, dipolar coupling strength ay;,, estimated 4f fluctuation times (RKKY and Korringa)
7,(300), calculated and measured relaxation rates 4,,(300) and A,,,(300) at room temperature for various RAl,
compounds. Errors are given in brackets. After Hartmann et al. 1986.

b Experimental values of moments were used.

¢ Zero field value (Kalvius et al. 1984).

for RAl, compounds). For details we refer to the original paper. One notices that the
RKKY term leads to a temperature-independent relaxation rate (Moriya limit), while
the Korringa term is weakly (1/7) temperature dependent. It is, however, in many cases
negligibly small and as a rule not taken into consideration, meaning that &, in eq. (68) is
taken as constant. The case of ErAl, is an example where the Korringa relaxation appears
to be noticeable. The solid line in fig. 61 (right) shows theoretical calculations for different
values of |I N(0)]. In the general derivation of CEF effects on uSR relaxation rates by
Dalmas de Réotier et al. (1996), a term appears that is not unlike the Korringa term. In
practice it may not be easy to distinguish between the two contributions.

Table 7 lists calculated values of agp, 7, and A at 300K together with measured
rates A(300K). These values have been obtained by extrapolating to zero field the
rates measured for different transverse fields. For some RAl, (most notably for GdAl)
ZF depolarization rates have been obtained by Kalvius et al. (1984). In the fast fluctuation
limit the rates 1/7; (measured in ZF) and 1/T, (measured in TF and corrected for
inhomogeneous line broadening) should be equal (Hayano et al. 1979). The agreement
between ZF and corrected TF rates for several RAl, intermetallics is satisfactory. The
same holds for the agreement between measured and calculated values of A(300) if one
takes into account the simplifying assumptions used. The result on 7; (THz region) is in
keeping with inelastic neutron scattering data. One should also notice that, despite the
high fluctuation rates, the heavy R ions with large orbital momenta lead to substantial
depolarization rates (~1 ps!) in the Moriya limit. Further discussions and derivations of
A, especially in ZF can be found in chapter 2.3 of Schenck and Gygax (1995) and in
appendix C of Dalmas de Réotier and Yaouanc (1997).
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The temperature dependence of the paramagnetic frequency shift has already been
shown in fig. 18 for PrAl;. The shift is given by

8 = D (b + BT = O), al
when using a powder sample where dipolar fields average to zero. This expression allows
determination of the saturation (7" = 0) contact field. Derived values are given in table 7.
The crucial parameter is the correction factor (kyM.sr) for the demagnetizing field. In the
present cases it has been estimated for an ellipsoidally shaped sample with b/a = 1.6. The
use of a spherical sample is advantageous (see also discussion on Gd metal). From the
listed values of agi, one calculates dipolar fields at the muon site on the order of 1 T. The
contact fields are negligible in comparison, except for GdAl, which possesses pure spin
magnetism. As discussed in sect. 3.1, the contact field can be expressed in terms of the
difference in spin-up and spin-down conduction electron density at the muon site. This
density is enhanced by the positive charge of the muon. Interstitial spin magnetization
densities have been measured for several RAl, compounds by diffuse neutron scattering
(Boucherle and Schweizer 1981). Comparison with the value of the contact field sensed
by the muon gives enhancement factors around two for the conduction electron spin-
polarized density induced by the muon charge. Precise theoretical estimates of this effect
are not available. In summary, the work of Hartmann et al. (1986) provided the foundation
for the treatment of uSR data in R intermetallics.

DyAl, has also been studied in ZF and LF by Gradwohl et al. (1986) using a single
crystal. These authors found that A peaks somewhat above T¢, independent of an applied
LF up to 100 mT. Trapping—detrapping effects are suggested as a possible cause. This
scenario is reasonable from the point of view of the temperature range involved, but
it requires unusually fast diffusion rates (>10'' Hz). The problem remains unsolved,
but Asch et al. (1986a) found that the uSR relaxation behavior of DyAl, is sample
dependent. This is probably due to stoichiometry problems, a common feature in Laves-
phase compounds.

The analysis of Hartmann et al. (1986) on the uSR response in RAl, intermetallics
neglected any CEF effects. Deviations of the paramagnetic muon spin relaxation behavior
from a smooth Curie—Weiss dependence became more evident in ZF studies of HoAl, and
ErAl, (Dalmas de Réotier et al. 1990b). They were ascribed to a CEF induced temperature
dependence of the 4f magnetic moment. To shift all CEF effects into a temperature-
dependent magnetic moment is the simplest straightforward approach. Since the energy
separation between the CEF ground and first excited state is larger in the Er than in the
Ho compound, CEF effects are fairly weak in ErAl; but clearly noticeable in HoAl,. The
authors also point out the strong influence of magneto-crystalline anisotropy. This aspect
has been discussed in sect. 4 and is best studied with single crystals.

5.3.1.2. AnAl, (An=U, Np). UAl, shows no transition into a magnetically ordered state
down to temperatures below 1K. An effective paramagnetic moment on the uranium
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of ~3us and a paramagnetic Curie temperature 8p ~ -250K were derived from
susceptibility data above 100 K. The somewhat enhanced low-temperature Sommerfeld
constant is y(0) = 0.09J/(molK?). Below 50K UAl, exhibits unusual temperature
dependences of specific heat, magnetic susceptibility and electrical resistivity and for
that reason UAL is sometimes considered a moderate HF system. A summary of these
experimental findings can be found in Fournier and Tro¢ (1985). The low-temperature
specific heat, in particular, can be expressed well in terms of spin fluctuations. Originating
from this, all the unusual features of UAl, could be explained by a very narrow
5f band (= 60—150K) producing a high density of states at the Fermi surface, a Stoner
enhancement factor S = 4, and the presence of strong spin fluctuations (7sr ~ 25-30K).
The latter in turn prevent the onset of magnetic order. Such systems are termed “spin
fluctuators” and UAL is the prime example. Several band structure calculations have also
appeared. Boring et al. (1985) found wide 5f bands (= 500 K) and a Stoner enhancement
of ~10 resulting in a higher spin fluctuation temperature (Tsp > 40K). In contrast,
de Groot et al. (1985) calculate a low Stoner factor (S = 2) and have no need for strong
spin fluctuations. Both calculations explain successfully most of the low-temperature bulk
properties in terms of the details of the DOS near Ef.

TF-, ZF- and LF-uSR measurements on UAl, are reported by Asch et al. (1987) and
Kratzer et al. (1986). Typical ZF and LF spectra are shown in the upper panel of fig. 62.
The ZF spectra can be explained by the depolarizing action of 2’ Al nuclear dipoles. The
LF=10mT spectrum shows that even at low temperatures the U moments have only a
weak depolarizing influence (A ~ 0.1 ps™") due to fast spin fluctuations (74 > 10'3 Hz).
The rate A rises weakly at low temperatures, but shows no sign of critical slowing down.
Similarly, the frequency shift in an applied TF remains largely independent of temperature
(see lower panel of fig. 62), but shows the same irregularity (which, however, is hardly
outside error limits) at low temperatures as the relaxation rate. The origin of this feature is
not understood. In summary, the WSR data on UAl, indicate weak paramagnetic behavior
down to low temperatures. The absence of ordered magnetism is in full keeping with the
picture of a well-developed 4f spin fluctuator. The given limit for 74r agrees well with
neutron measurements of dynamic susceptibility (Loong et al. 1986).

Park et al. (1997a) report on a USR study of spin dynamics in Gd,U;_,Al, and
Gd,La;_,Al,. The magnetic LRO of GdAl, (x = 1) is disrupted by introduction of
U atoms around x = 0.8 in favor of a spin glass ground state. On the other side, a strong
coupling of dilute Gd moments to the rapidly fluctuating U moments in the nonmagnetic
spin fluctuator UAl, leads to (spin glass) magnetism beyond x = 0.1. LaAl, is devoid
of any magnetic moment. This situation is changed by doping with Gd, and spin glass
magnetism develops here as well, but the concentration range where this state exists is
much narrower (Ping and Coles 1982, Coles et al. 1984).

ZF-uSR spectra for (Gd,U; _,)Al, with x = 0.03 and 0.1 were measured down to 2 K. In
contrast to pure UAl,, the muon relaxation in the x = 0.03 alloy does not show the simple
temperature-independent Gaussian shape (caused by the dominance of depolarization by
Al nuclear dipoles), but rather approaches exponential shape at low temperatures. Clearly,
the spin dynamics of UAl, is already affected even by this low Gd concentration and
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the spin system has left the ultra-fast limit of a spin fluctuator. The dominant feature in
the spectra of the x = 0.1 alloy is a gradual loss of signal amplitude with decreasing
temperature below ~30K. In an increasing volume portion of the sample the stopped
muons sense a widely distributed and fairly strong quasistatic local field. The loss of signal
amplitude is complete at ~10 K (the nominal 7;). The whole sample has now suffered spin
freezing. In magnetic fields (LF) in excess of 30 mT the signal is recovered, corroborating
the picture just presented. The sample undergoes a markedly inhomogeneous spin freezing
process. The shape of the decay of muon spin polarization in the non-spin-frozen portion
is again not purely Gaussian, demonstrating once more the deviation in spin dynamics
from the situation in pure UAl,. Gd-doped LaAl, at x = 0.05 is, according to bulk data, a
spin glass at low temperature. The muon spin relaxation rate as a function of temperature
is peculiar and not understood. It first increases as usual down to 60 K but then decreases
once more with a minimum near 20 K. A new increase follows and at 2K the same rate
is reached as before at 60 K. Disregarding this peculiarity, the uSR response is similar
to that of (Gdg¢3U¢ 97)Alz, meaning in particular that the signal amplitude changes little
with decreasing temperature. Full spin freezing does not occur, only a moderate slowing
down of spin fluctuations is observed.
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Fig. 63. uSR spectroscopy on NpAl,. Top left: ZF spectrum below the Curie temperature. Bottom
left: temperature variation of the normalized mean spontaneous precession frequency together with the
normalized variation of the hyperfine field at the Np nucleus from Mgssbauer measurements (dashed line).
Right: Temperature dependence of the transverse field (20 mT) relaxation rate. After Aggarwal et al. (1990).

NpAl, (C15 Laves phase) orders ferromagnetically at 7c = 56K with a moment
Unp = 1.5ug. That value is considerably below the free-ion value (of either Np** or
Np**) and has been taken in connection with high-pressure Mossbauer data as evidence
for Np moment delocalization because of 5f~5f electron overlap. A summary of bulk
properties is given by Fournier and Troé (1985). The Mossbauer results are discussed in
detail by Potzel et al. (1993).

The pSR study of NpAl, (Aggarwal et al. 1990) was the first attempt to investigate
a transuranic compound by this technique. The technical difficulties connected with the
double safety encapsulation make precise measurements, especially the determination of
sample signal amplitude quite difficult. The unusual result was that in ZF spontaneous
spin precession is observed for T < T (fig. 63, top left), containing at least two different
frequencies. The difficulty in nailing down the exact strength of the signal arising from
muons stopped in the sample makes it impossible to decide whether the oscillating
signal is the full sample signal. Indications are that this is most likely not the case.
The observation of a spin precession signal is in contrast to the results in the R di-
aluminates where signal amplitude collapses at the magnetic transition temperature, due
to the multitude of magnetic sites in the C15 Laves-phase structure (see above). One
may speculate (but without any real supporting evidence) that the delocalization of the
5f magnetic moment helps in that direction, because a certain averaging of internal fields
could occur. It is remarkable in this connection that a spin precession signal is seen in
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one other material (CeAl,) where a not-so-well-localized f electron structure exists. In
addition, Huxley et al. (1996) mention in their study of CeRu, (discussed in sect. 9) that
the observed nuclear dipole width in ZF for CeAl, is distinctly smaller than the calculated
one. To us, this could be another indication of the occurrence of an averaging process in
this type of material.

The temperature dependence of the mean precession frequency in NpAl, (insert to
fig. 63, bottom left) follows closely that of the hyperfine field (Byr) determined by
Maéssbauer spectroscopy. Both do not show exactly the expected Brillouin behavior.
The deviations had originally been explained by Dunlap et al. (1969) with biquadratic
exchange. Later, slow spin fluctuations (magnetic Mssbauer relaxation spectra) have
been favored as cause (see Dunlap and Kalvius 1985). The identity of the wSR and
Massbauer results with their largely different time windows rule out the latter explanation
and biquadratic exchange appears to be present. The temperature variation of relaxation
rate shows the typical slowing of spin fluctuations on approach to T¢ (fig. 63, right).

53.2. MT, (T = Fe, Co, Ni)

5.3.2.1. RT,. Magnetic properties of R intermetallics formed with 3d transition elements
have been reviewed by Franse and Radwanski (1993). The Laves-phase compounds of
type RT, that have been studied by USR are listed, together with the WSR references
and some relevant data in table 8. In these systems (except for R=7, Lu), two magnetic
sublattices are present, one formed by the strong localized 4f electron magnetism of the
R*" ions (with ur equal to the free (3+) ion value), the other by the weak itinerant
3d electron magnetism of the transition elements (with moments well below the free-
ion value). The two sublattices order ferromagnetically at the same temperature (7¢
of the compound). They are FM coupled for the light R elements (up to Sm), and

Table 8
Ferromagnetic C15 Laves-phase compounds of type RT, studied by uSR

Compound  Lattice constant (A) T (K) Teomp (K) USR references

YFe, 7.36 535 Barth et al. (1986a)

GdFe, 7.39 810 Graf et al. (1981), Barth et al. (1986a)
GdCo, 7.26 404 Barth et al. (1986a)

ErFe, 7.28 587 486 Barth et al. (1986a)

TmPFe, 7.25 599 225 Barth et al. (1986a)

LuFe, 7.23 596 Barth et al. (1986a)

GdNi, 7.20 76 Chappert et al. (1986)

Dalmas de Réotier et al. (1990b)

DyNi, 7.14 22 Chappert et al. (1986)

Dalmas de Réotier et al. (1990b)
HoNi, 7.14 23 Dalmas de Réotier et al. (1990b)




190 G.M. KALVIUS et al.

B,(T)
10
T T T ’1: 09
I:Y ) 08
10F T=0K 07
—~ TmFe, ¢ 06
E r “eGdFe, ] 0s
A o5} YFe, Co, ErFe, | 3;
B GdCo, i 02
1 , 01
0.0 . .
0 05 10 15 20 25 O R Re )

pof T atom (ug)

Fig. 64. Left: Contact fields for T — 0 derived from the spontancous precession frequencies for various

RT, intermetallics. The solid line suggests a linear dependence on the magnetic moment of the 3d ligand. Also

shown are the results for Fe and Co metal (Denison et al. 1979). Right: Spontaneous spin precession frequency

as a function of temperature in TmFe,. The solid line shows the temperature dependence of bulk magnetization
normalized to v,(0). From Barth et al. (1986a).

AFM coupled for the heavy R elements. The latter coupling leads in TmFe; and ErFe,
to a so called compensation point (7comp) Where bulk magnetization goes through zero,
because the magnetizations of the R and T sublattices are there of equal strength but
directed oppositely.

With the exception of compounds with T=Ni, one sees that the 7¢’s are located well
above room temperature and thus much higher than in the di-aluminides. The contrasting
result is, that in ZF a single spontaneous muon precession frequency is observed below T¢,
although one expects a muon location on the 2-2 site (providing multiple local magnetic
fields in the ordered state) here as well (in fact, the neutron work on hydrogen loading
mentioned earlier refers specifically to RFe; compounds). The pSR data shown in fig. 59
demonstrate a mobile muon above ~80K in the C15 structures. Hence the most likely
explanation for the appearance of spontancous muon spin precession frequency (and a
single one in particular) is an averaging over the various magnetic muon stopping sites.
One must remember that the differences in local field arise from the anisotropic property
of dipolar fields. As the result of site averaging, the muon senses the isotropic contact field
as the only microscopic contribution. Figure 64 (left) clearly demonstrates that B, is given
almost entirely by the moment on the transition element. For R=7, La this is trivial. For
the heavy R one could argue that the contact contribution is small (see, for example the
results on RAl, intermetallics), but the result for the Gd compounds (where a noticeable
Gd contact field should exist) is not easily understood. Since only the 3d moments are
responsible for the local field it is not surprising that the temperature dependence of
spontaneous precession frequency does not follow that of bulk magnetization. An extreme
case is depicted in fig. 64 (right). It shows that in TmFe, the characteristic feature of a
compensation point is not reflected in the behavior of By, at all. Its temperature dependence
follows much more closely that of the Fe sublattice magnetization as a comparison
with neutron data (Bargouth and Will 1971) demonstrates. The ZF relaxation rates are
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determined by both the dynamics of magnetic moments and the motional properties of
the muon. The two effects are not easily separable.

Recently, the observation of the muon spin resonance signal has been reported (Lord
1998) for YFe, at room temperature (i.e., in the FM regime). The weak, but distinct
resonance is seen at 30.6 MHz in ZF with an RF-field of ~0.8 mT. This value agrees
perfectly with the result of Barth et al. (1986a). This was just a basic test of feasibility
and no further discussion is given.

The RT, intermetallics with T=Ni are, according to bulk data, much closer to the RAI;
than the RFe; or RCo; compounds in their magnetic properties. Their low T¢’s are but one
example. Since the magnetic transitions occur below the muon localization temperature,
no signal is seen in the ordered state for GdNi,, DyNi; and HoNi,, the compounds of this
series studied by WSR. Chappert et al. (1986) compared paramagnetic fluctuation rates
for the pairs GdAl,/GdNi; and DyAl,/DyNi,. In the Moriya limit the muon relaxation
rate is expected to be inversely proportional to 7¢ and to the lattice distance d to the
sixth power. When forming the ratio of rates between the Al and Ni compounds the
R moments and spins should cancel. Comparing calculated and measured values show
good agreement for the Gd pair but not for the Dy pair. In DyNij, the rate is nearly an order
of magnitude smaller as calculated. The authors suggest a coupling of the anisotropic
(orbital) R electron distribution to the electric field gradient produced by the u* (Campbell
1984), which leads to a rapid precession around the R-y axis. This effect could lead to
additional motijonal narrowing. It is clearly absent for Gd**. HoNi, was studied with
respect to CEF interactions (Dalmas de Réotier et al. 1990b). A behavior of A(T) similar
to HoAl, was found. This is expected since CEF splittings are nearly identical.

5.3.2.2. AnT,. All compounds AnT, with An=U and Np posses the cubic C15 structure
with the exception of UNi, (hexagonal C14 Laves phase). To our knowledge, no uSR
data exist for the uranium alloys. The only actinide material studied by uSR thus far is
NpCOQ.

The NpT; intermetallics are special with respect to their electronic structure. The Laves
phases NpX,, where X is not a 3d transition element, are prime examples (see Potzel
et al. 1993) for the Hill model. In contrast, the NpT, compounds are marked exceptions.
They exhibit ordered (FM or AFM) magnetism with sizable moments (~1pg on Np),
although their Np—Np separation is well below the Hill limit. On first thought one may
suspect that ordering of the T-sublattice pulls the Np-sublattice. But NpNi, is a dramatic
counterexample (Unp = 1Ug, tn; < 0.3up). The underlying cause must rather be a special
electronic structure generated by 3d-5f hybridization (see, for example, Boring et al.
1985).

NpFe, and NpNi, are established FM (with T =492 and 32 K). The magnetic ground
state of NpCo,, in contrast, has been under some discussion. Usually it is listed as an
AFM with Ty =13 K, based on susceptibility and mainly on Mdssbauer data (Aldred et al.
1975, Sanchez et al. 1992). There a Zeeman pattern appears (in the absence of an applied
field) below 13 K. The spectrum shows, however, rather wide resonance lines and a clear
distinction between static (distribution of internal fields) and dynamic broadening cannot
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Fig. 65. uSR spectroscopy on NpCo,. Left: ZF-uSR spectra in the paramagnetic (15K) and magnetically

ordered (12, 10, 2.5K) regimes. Right: Spontaneous spin precession frequency as a function of temperature.

The line is a guide to the eye. A two-frequency fit works better at 2.5 K, suggesting a somewhat different spin
structure than at higher temperatures. From Kopmann et al. (1999).

be made. Hence, an alternative explanation of the Mdssbauer results would be a rather
sudden slowing down of Np moment fluctuations (leading to the so called “paramagnetic
hyperfine splitting” — see, for example, Dunlap and Kalvius 1985) without the presence of
a magnetic phase transition. Some features of the hyperfine spectra distinctly point in that
direction. Sanchez et al. (1992) also performed neutron diffraction studies. The specimen
was a small single crystal. No magnetic Bragg reflections were observed. Yet, the authors
point out that the conclusion of absence of long-range magnetic order can only be drawn
on the basis of the (reasonable) assumption of a type I AFM spin structure. The magnitude
of the magnetic hyperfine field observed by Mdssbauer spectroscopy corresponds to an
ordered moment of unp =2 0.5445. Polarized neutron measurements of the magnetic form
factor in an applied field of 4.6 T gave uc, = 0.06up and pn, = 0.21up (Wulff et al.
1990).

Recent (still preliminary) ZF-pSR data (Kopmann et al. 1999) on NpCo, clearly
show the onset of spontaneous spin precession below 13K (see fig. 65). The precession
frequency is compatible with the quoted values for unp. As in NpAly, it is difficult to
judge whether all muons stopped in the sample participate in spin precession. Again, the
indication is that this is probably not the case. This, together with the strong damping of
the oscillatory signal (¢ > 10ps™!), points towards a more complex spin structure than
type I AFM. This then is compatible with both the neutron and Md&ssbauer results. In any
case, the AFM ftransition at Ty =13 K is safely established by nSR, which puts NpCo,
in line with the rest of the NpT, materials. The spin structure of NpCo, remains to be
determined.
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5.3.3. MMn; and related compounds

The RMn; series exists as Laves phase for practically all rare-earth atoms. Either the
cubic (C15) or the hexagonal (C14) variant is formed. Our discussion is limited to
materials with the C15 structure. The special feature of this system is that the Mn atoms
only carry a moment if the lattice parameter exceeds 7.6A (or the Mn—Mn separation
2.67A) (Wada et al. 1987). A theoretical discussion of the problem can be found in Ballou
et al. (1991). Amongst the compounds with magnetism on Mn, the material YMn; plays
a special role since in this case the R partner is not magnetic. Corresponding actinide
compounds are also known (at least UMn,, NpMn, and PuMn,). Magnetic order is
definitely established only for NpMn, (FM with T =56 K). For details see Fournier and
Tro¢ (1985).

5.3.3.1. YMn,. The intermetallic YMn, has been studied thoroughly with respect to
its bulk magnetic properties. At high temperatures it is considered a weak itinerant-
electron magnet with a moment of 1.7ug on Mn. Its features are well described by the
self-consistent renormalization theory (SCR) of spin fluctuations (Moriya and Kawabata
1973). The corresponding strong spin fluctuations were detected by neutrons (Deportes
et al. 1987). When entering the AFM state (basically a collinear type I structure)
around 100K it exhibits all features of a strong localized magnet with a moment of
Uord = 2.714B).

Since the Mn ions form a sublattice of regular tetrahedra (fig. 66, left), dominant
AFM nearest-neighbor exchange leads to full geometrical frustration (see lower part of
fig. 66, left). The strong longitudinal spin fluctuations in the paramagnetic regime are an
outcome of frustration. In addition, such a system cannot support a collinear AFM spin
structure and tends to enter a spin-glass-like state instead (Gaulin 1994). YMn,, however,
takes a different path. It combines the AFM transition with strong lattice expansion
(~5% volume change) together with tetragonal distortion. Nearest-neighbor exchange is
weakened and no longer independent of direction. This leads to pronounced hysteresis at
T~ (fig. 66, right), establishing the first-order nature of the magnetic phase transition. In
addition, a long wave (~400A) helical modulation of the basic collinear spin structure
is present (Ballou et al. 1987). Neutron scattering also found a coexistence of para-
and antiferromagnetic phases at 70K and the persistence of strong AFM correlations
up to 6 T (Freltoft et al. 1988). In general, YMn; and its related compounds are prime
examples for the study of magnetism under heavy frustration and most of the SR work
is concerned with this aspect. Other materials to be mentioned in this context are the
pyrochlores (see sect. 8) and the Kagomé compounds. For the latter no R or An-containing
materials are known. The AFM Laves phases as well as the pyrochlores possess a three-
dimensional frustrated lattice (tetrahedra) while the Kagomé materials feature a two-
dimensional (corner-shared triangles) frustrated lattice.

KSR spectroscopy in ZF, LF and TF on pure (polycrystalline) YMn; has been reported
by Cywinski et al. (1991), Weber et al. (1994a) and Kalvius (1994). The first study
centered on the spin dynamics on approach to the magnetic transition, the latter two
looked in addition for a spin-glass-like magnetic precursor state due to the heavy
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Fig. 66. Properties of YMn,. Left: Crystalline and (basic) magnetic structure (top) and illustration of geometrical

frustration in a tetrahedron (bottom). Right: Lattice expansion and hysteresis around the AFM transition (after

H. Nakamura et al. 1988b), together with the temperature dependence of magnetic susceptibility (after Shiga
et al. 1983).

frustration. The different works do not contain contradictory information. A nWSR signal
from the AFM-LRO phase could not be detected. A broad field distribution must cause
very rapid depolarization. In the presence of AFM order the 2-2 position taken by the
muon splits into 12 magnetically different sites for which dipolar sum calculations give
local fields between 0.2 and 1.5T (Weber 1992). Rapid muon depolarization is thus a
natural outcome. The paramagnetic signal is characterized by electron—nuclear double
relaxation. The difficulty here is that both moments are on the Mn ion and hence hyperfine
coupled, meaning that also the nuclear dipole fields appear dynamic with a temperature-
dependent relaxation rate. As discussed in sect. 3.4 one would need the quasistatic high-
temperature limit for the nuclear depolarization in order to separate the two relaxation
channels. Unfortunately, this limit is never reached in YMn,. It is likely that the muon
becomes mobile. We discuss the problem of the high-temperature relaxation further below.
Weber et al. (1994a) resorted to a global fit procedure of ZE, TF and LF spectra taken
under identical condition. Figure 68 gives an example of this method.

Observing the strength (initial asymmetry) of the paramagnetic signal as a function
of temperature (especially in TF) directly mirrors the temperature dependence of the
paramagnetic volume fraction. The typical hysteretic behavior around 7y is observed
and hence also present on a local scale. We have shown this result earlier in fig. 28
in sect. 3.2.1 when discussing such types of measurements in general. Figure 28 further
shows that in addition to the loss of signal when the AFM state is formed around 100 K
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Fig. 67. Left: ZF relaxation rate A of the paramagnetic signal in YMn, as a function of temperature for a

cooling and warming sequence. The solid line is a fit to the SCR model (see text), the dashed line a guide to
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paramagnetic frequency shift. The full line is a guide to the eye. Note the absence of temperature dependence
for 7> 130K. After Kalvius (1994).

(on cooling) an initial reduction of amplitude of the paramagnetic signal begins around
150 K. This drop coincides with the appearance of a rapidly damped signal. It could
best be fitted by a power exponential relaxation exp[-(Af)P] with p close to 0.5. A typical
example is shown in fig. 68 (which refers to Tb-doped YMn, where the effect is even more
pronounced — see further below). LF measurements confirm the highly dynamic nature of
the fast component. The relaxation rate changes little with decreasing temperature, but
the signal strength increases somewhat. It is interpreted as arising from spin-glass-like
clusters which begin to form above the magnetic transition when critical slowing down
limits the relief of frustration by longitudinal spin fluctuations. The SRO clusters remain
present throughout the region of hysteresis around 7. In pure YMn, their continuous
presence below T could not be established with certainty. 3’ Fe Mdssbauer spectroscopy
(Przewoznik et al. 1993) on YMn, doped with 0.5% Fe (which substitutes for Mn atoms)
showed that at 42K still ~11% of the sample does not participate in the long-range
AFM order. The hysteresis at 7y is also observed. The internal field at the Fe nuclei is
largely temperature independent for T' < T, as expected for a first-order transition.

The relaxation rate of the normal paramagnetic signal (separated from the spin
glass signal) shows critical behavior on approaching 7Ty (fig. 67, left). It could be
fitted up to ~150K to the temperature dependence expected from the self-consistent-
renormalization (SCR) model of Moriya and Ueda (1974) and an additional Korringa
term. At higher temperatures the rate decreases again. The most straightforward
explanation is the onset of muon diffusion (Kalvius 1994), but recently, pulsed *Mn
NMR on YMny, (H. Nakamura et al. 1998) found a decrease of 1/7;, slightly above
130K that points towards an intrinsic irregularity of the Mn moment fluctuation rate.
An explanation has not yet been given. Only the relaxation rate A shows this feature
in uSR. The paramagnetic frequency shift (fig. 67, right), which demonstrates critical
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behavior as well, remains constant for 7 >> 7. From the behavior of both rate and shift
on approach to 7y, it is concluded that YMn, tries to undergo a normal second-order
magnetic phase transition, but this is prevented by the pronounced frustration enforcing
lattice distortion.

5.3.3.2. Y(Th)Mn;. Replacing Y by a few percent of Tb has two major effects. Firstly,
it lowers the AFM transition temperature, but keeps the hysteretic behavior. Secondly, it
suppresses the slow helical modulation of the type I spin structure (Berthier et al. 1988).
WSR measurements were performed on Y ¢Tby;Mn, and Y g5TbgosMny (Asch et al.
1990a, Weber et al. 1994a, Kalvius 1994). No significant difference in uSR response
could be found for the two (polycrystalline) samples. A comparison between figs. 28
and 68 immediately demonstrates that the addition of Tb leads to a higher portion (up
to ~20%) of the fast-decaying spin-glass signal at the transition temperature, as well
as to an onset of this feature already at higher temperatures (although the magnetic
transition temperature is lower). The fast depolarization rate is ~1.5 us~!, independent of
temperature and applied LE. (The change in spectral shape in fig. 68 between LF=20G
and LF =200 G is due to the influence of field on the Mn nuclear depolarization which,
due to hyperfine coupling, is dynamically driven by the electronic spin fluctuations, and
thus not so easily decoupled). Furthermore, the fast depolarizing signal in the Tb-doped
samples could be followed to temperatures below the hysteresis region. It appears that
certain clusters in the sample do not enter the AFM ordered state, but remain spin-
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glass-like. In summary, the uSR data demonstrate that doping YMn, with a strongly
paramagnetic ion such as Tb** enhances the spin glass clusters.

5.3.3.3. Y(Sc)Mn,. The AFM transition in YMn; can be suppressed by the application
of external pressure or via the lattice contraction in pseudo-binary compounds such
as Y;_xSc,Mn;. The pressure coefficient of Ty is huge (~35K/kbar) leading to a
critical pressure of ~3 kbar for the disappearance of LRO magnetism (Oomi et al. 1987,
Voiron et al. 1990, Hauser et al. 1995). Neutron scattering showed that the loss of
ordered magnetism is spatially inhomogeneous (Mondal et al. 1992). Furthermore, the
Sommerfeld constant increases substantially with pressure, indicating an enhancement
of spin fluctuations (Fisher et al. 1993). Electrical resistivity measurements to very high
pressures (200 kbar) indicate that the spin fluctuations disappear above 40 kbar (Drescher
and Abd-Elmeguid 1995). 1'°Sn Méssbauer spectroscopy on YMn, doped with 0.5 at% Sn
(Block et al. 1994) revealed the presence of a SRO magnetic state in the pressure range
between the disappearances of AFM-LRO (~3 kbar) and spin fluctuations (~40 kbar).

Preliminary WSR high-pressure data (Schreier 1999) on Y¢.9Tbg 1 Mn, up to 3 kbar also
showed that the hysteresis of the AFM transition is shifted to lower temperatures with a
coefficient of ~30 K/kbar. They demonstrate in addition, that the breadth of the hysteresis
becomes markedly narrower (i.e., from AT = 30K at ambient pressure to AT =~ 15K at
1 kbar). The spin-glass-like precursor phase appears to be unaffected.

Chemical compression in Y _,Sc,Mn, leads to the loss of the AFM transition for
x 2 0.03 while maintaining the cubic C15 structure (H. Nakamura et al. 1988b, Shiga
et al. 1993). According to NMR, magnetic order is no longer present at this concentration
down to 0.07 K (H. Nakamura et al. 1988c). Again, the Sommerfeld constant is enhanced
by nearly an order of magnitude compared to YMn,. Its value (y =~ 0.15J/molK?
for x = 0.03) reaches the regime of medium heavy HF compounds (Wada et al.
1989). Paramagnetic neutron scattering detected strong AFM spin correlations with a
strength of 1.3up per ion, nearly independent of temperature (Shiga et al. 1988). Hence
Yo.075¢.03Mn, may be regarded as a dynamic AFM system with strongly correlated spin
fluctuations. It exhibits the features of a quantum spin-liquid ground state due to the strong
magnetic frustration (Shiga et al. 1993). It has also been inferred that the spin fluctuations
caused by frustration may play the same role as the spin fluctuations resulting from the
Kondo interaction in 4f and 5f HF systems (see sect. 9 for more details). From this point
of view YMn, exhibits the properties of a 3d itinerant electron HF compound (Lacroix
and Pinettes 1995).

In general, the pseudo-binary system Y;_,Sc,Mn, allows a more detailed study of
the paramagnetic phase down to much lower temperatures in comparison to the parent
compound YMn,. Kalvius et al. (1996) exploited this possibility to study by TF-, ZF- and
LF-uSR the behavior of the SRO state characterized by fast (root exponential) relaxation
in compounds with 0.01 > x > 0.04. The sample with x = 0.01 behaved much like pure
YMn,, only the magnetic transition is shifted to lower temperatures and has a narrower
hysteresis. The SRO signal appears slightly above Ty. For x = 0.02 a magnetic transition
slightly below the base temperature of this study (3.5K) cannot safely be excluded
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Fig. 69. Left: Comparison of the development of the volume fraction of the short-range-ordered (SRO) state in

YMn,, Y,,Tb,;Mn, and Y,q,S¢, s Mn,. Adapted from Kalvius et al. (1996). Right: Temperature dependence of

the relaxation rate for Y, 478¢q4;Mn, (solid symbols). Also shown are analogous data for Y ¢;S¢ 03 (MnggAly ),

(see discussion in sect. 5.3.3.4). The measurements were done in LF=10mT in order to suppress depolarization
by the Mn nuclear dipoles. After Mekata et al. (1997).

because of a rise in the relaxation rate of the paramagnetic signal. In any case, the SRO
signal appears around 20K and reaches a fairly high proportion (> 50%) already at 4K.
For x = 0.03, 0.04 no evidence of a magnetic transition was found, as expected. The SRO
state begins to show up below ~50 K and appears to take over the whole sample volume
for T — 0. In fig. 69 (left) a comparison of the development of the SRO fraction is shown
for pure YMn,, 10%Tb-doped YMn, and 3%Sc-doped YMn,. In the latter material the
whole volume is finally short-range-ordered.

This aspect has been studied in much more detail by Mekata et al. (1997) including
results at very low temperatures. Shown in fig. 69 (right) is the temperature variation of
the relaxation rate. These authors used (in contrast to Kalvius et al. 1996, who fitted their
data by the sum of an exponential and a root exponential signal) a single signal fit with
power exponential depolarization. The exponent decreases from 1 at high temperatures
to 0.5 at low temperatures. This means of analysis reflects in essence the same situation
of a steady increase of SRO volume. The relaxation rate A reaches a broad maximum
around 2.5 K. This is interpreted as a spin glass transition (I;) since the spectral shape
changes to a Lorentzian Kubo-Toyabe function in the limit of slow spin dynamics. The
rate A plotted in fig. 69 (right) for T < T, refers to the decay of the “1/3 tail” of the Kubo-
Toyabe function. The authors remark that even for I — 0 the shallow minimum of the
Lorentzian Kubo-Toyabe function is absent. Most likely the compound is magnetically
inhomogeneous, which leads to a distribution of width of field distributions, analogous to
the situation leading to the Gaussian-broadened Gaussian relaxation function discussed
in sect. 8. Applying LF below 1; decouples the Kubo—Toyabe relaxation. From the field



SR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 199

dependence of initial asymmetry an internal field strength of 0.2 T was estimated for
T=0.1K.

The appearance of a Lorentzian Kubo—Toyabe function below T is surprising. It means
that one deals with a dilute magnetic system. The authors make the assumption that the
Mn moments in most of the tetrahedra are coupled to form a singlet. Only a small fraction
of tetrahedra have uncorrelated paramagnetic Mn moments, which then freeze at 7; and
the strong frustration puts the freezing point at fairly low temperatures. The problem is
to create a model for the singlet formation. One possibility is the formation of a quantum
spin liquid state (see sect. 9 for some discussion in this respect) which has been suggested
by Shiga et al. (1993). But classical models could also be evoked. An additional ingredient
is the randomness introduced by the random replacement of Y by Sc. (This complication
could be avoided by studying pure YMn; under pressure to very low temperatures; but
no USR data of this type are available at present). For more details we referto the original
paper and the references given therein.

53.3.4. Y(MnAlD,. A means to reduce frustration is to substitute some of the Mn ions
(e.g., Y(Mn; _,Al),) since the strict tetrahedral exchange correlation is then partially
broken. Substitution by Al also causes lattice expansion, which leads to some moment
stabilization and in turn causes slowing down of spin fluctuations. The system enters
a spin glass state at rather elevated temperatures (7, ~ 50K) for x = 0.06 and above
(Motoya et al. 1991). SR measurements on a sample with x = 0.1 clearly confirm spin
glass order below 7, and also support the notion of slowed down spin fluctuations by a
more Gaussian shape of the muon spin depolarization function at 7' < T (Cywinski and
Rainford 1994).

The strong effect of reduced frustration by substituting Mn in part by Al was convinc-
ingly demonstrated by Mekata et al. (1997) in their uSR study of Y 975¢q,03(MnggAlg1),.
Figure 69 (right) compares the temperature dependences of the relaxation rates in
Yo0.975¢0.03Mn, with and without Al substitution of Mn. The maximum in A(7') indicating
the glass transition is shifted to much higher temperatures (7, = 45 K) in the Al-containing
compound. Also apparent is the much narrower temperature range over which the slowing
down of spin fluctuations towards freezing occurs. The hindrance of entering even a SRO
state by frustration is markedly reduced and the material behaves much more like an
ordinary concentrated spin glass.

5.3.3.5. Y(Mn,Fe);. Substitution within the Mn lattice can also lead to lattice contraction
and hence to a destabilization of Mn moments. An example is Y(Mn, _,Fe,),. A combined
neutron scattering and USR study was carried out by Cywinski et al. (1990). Neutrons
show that already at x = 0.025 the Mn moment is reduced to ~0.2ug and the system reverts
to Pauli paramagnetic behavior. They further revealed the presence of AFM correlations
over a wide temperature range, but could not distinguish between static (frozen spins)
or dynamic (longitudinally fluctuating spins) correlations. With the help of TF-uSR
measurements it was possible to pin down the dynamical nature of the correlations. The
temperature dependence of relaxation rate followed a simple power law (A(T) < T°%)
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with exponent w ~ 0.75. No paramagnetic frequency shift could be resolved in keeping
with a pure Pauli paramagnet. The authors therefore exclude a move towards a magnetic
transition, which is usually the origin of a power-law dependence of muon spin relaxation
rate. This conclusion that is also supported by the neutron results showing no temperature
dependence of the nature of the spin correlations down to 5 K. The observed temperature
variation of A then reflects the slowing down of longitudinal spin fluctuations with
decreasing temperature.

Recently, a magnetic phase diagram for the Y(Mn, _,Fe,), pseudo-binary series has
been given by Cywinski et al. (1999). It is shown in fig. 70 (left). The substitution of
Mn by only 2 at.%Fe has the same effect as 3 kbar external pressure on YMn;, that is, a
suppression of long-range AFM order. At somewhat higher Fe concentrations a spin glass
state is formed with rather low freezing temperatures. The presence of the spin glass state
is mainly deduced from uSR data. At even higher Fe concentrations one finds FM order.
The SR spectra in this regime show the FM state to be extremely inhomogeneous.

One might add a word of warning at this point. The Mdssbauer studies of YMn; usually
use doping with Fe. Although the concentration can be kept below 1% and hence well
below the critical concentration of 2%, the steep dependence of magnetic transition with
Fe concentration lead to uncertainties whether the true properties of the pristine material
are measured. In contrast, it is particularly rewarding that the wSR results on paramagnetic
spin fluctuations are in full accord with the neutron inelastic line widths for YMn, and
its pseudo-binary analogues (Rainford et al. 1995b).

5.3.3.6. Y(4l Fe),. Although the pseudo-binary series Y(Al;_,Fe,), is not a member of
the YMn, family, it is best discussed in this context. Except for a small concentration
range around x = (.5, the series forms the cubic Laves phase (C15). The geometrical
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frustration leads to a spin-glass state for lower Fe concentrations. At higher Fe concentra-
tions the FM exchange wins and the FM ground state of YFe, (see table 8) is formed. The
magnetic phase diagram derived from PSR and Mssbauer data is shown in fig. 70 (right)
(Telling et al. 2000). The uSR spectra above the spin glass temperature are of varying-
power exponential shape. From the variation of its parameters the authors conclude that
an increasingly broad distribution of spin relaxation rates evolves as the glass temperature
is approached. High-applied-field (13.5 T) Mgssbauer data were interpreted in terms of a
Markovian two-level-jump process. A spin-correlated state is formed after a stochastically
varying time T,y and decays after 7,, back to a free spin state. It was found that 7,
obtained from the Mdssbauer data and A from the uSR data both follow the power law
(T — T,V/T]™" for Fe concentrations between x = 0.25 and 0.75, at least for T > 1.57,.
This result is astonishing since the two methods probe the fluctuation of different internal
fields. A final interpretation is not yet possible, but the authors indicate attempts to apply
the jump process directly to the analysis of the muon spectra. This would then allow a
comparison of the autocorrelation functions of the field at the (Fe) nuclear site and that
of the interstitial site occupied by the muon.

5.3.3.7. YMn, summary. The PSR data presented lend strong support to the following
rough picture for the magnetic behavior of YMn; and related compounds: lattice
compression (by whatever means) destabilizes the Mn moment and prevents the formation
of a local moment AFM state with LRO vig a first order transition combined with
expansion and distortion of the lattice. One then is left with an itinerant-electron
magnet featuring substantial geometrical frustration in the Mn magnetic lattice and
in consequence huge longitudinal spin fluctuations. As mentioned, the likely magnetic
ground state of such a system is a SRO glass-like state. Still, strong frustration works
even against spin freezing and forces the system to stay as long as possible in the
paramagnetic state where the longitudinal spin fluctuations reduce frustration. Only
when these fluctuations have slowed down markedly at low temperatures does the glass
transition take place. Thus, the weaker the frustration, the higher is 7; In the limit of
extreme destabilization of Mn moments, the system moves towards a Pauli paramagnet.
The introduction of a 3d transition metal leads to ferromagnetic coupling and thus
relieves the triangular frustration. Before the FM state is formed, the AFM frustration
is sufficiently weakened to suppress the first order transition and creates a spin glass
magnetic ground state with low transition temperature.

The general aspects of “spin fluctuations in itinerant magnets” have been reviewed
recently by Rainford (1999a). The case of YMn; and related systems plays a dominant
role in this article. Data obtained by different methods are compared.

5.3.3.8. RMn, with R = Gd, Th, Dy. Since uSR data are available only for the three R ions
listed, and even then they are fairly rudimentary, we restrict ourselves to a brief discussion
of those cases. The fact that, in contrast to YMny, the alloying partner is now a strongly
paramagnetic 4f ion requires new aspects be taken into consideration. (i) Two magnetic
sublattices will be present, both susceptible to LRO. Possible cross-exchange (R <> Mn)
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may reduce frustration in the magnetic Mn lattice. (ii) Most of the R ions possess large
orbital momenta and hence strong single-ion anisotropies. Also CEF interactions are likely
to become important. Both these features also could give rise to rather complex spin
structures. (iii) The lanthanide contraction reduces the lattice constant and moves the
compounds containing the very heavy R ions close to and finally beyond the critical
Mn—Mn separation. On the whole, much less detailed information is available for the
RMn; compounds and their magnetic behavior is considerably less understood than that
of YMn, (where the question of good understanding may be a matter of discussion as
well).

One would expect GdMn; to be a simple case. Firstly, the Mo—Mn separation (and
with it the Mn moment) is about the same as in YMn, (Wada et al. 1987). Secondly,
Gd?* is an S state ion devoid of single-ion anisotropy and insensitive to CEF interactions.
A disadvantage is the high neutron absorption of Gd, which makes neutron scattering
studies very difficult. Hence little direct information on ordered spin structures is
available. A magnetic transition at Ty =104 K featuring a small volume change (~1%),
but no tetragonal distortion, is well-established. Specific heat sees a sharp peak at Ty,
confirming its first order nature, and a broad anomaly around 40K (Okamoto et al.
1987). Magnetization data (Malik and Wallace 1981) show ferromagnetic behavior below
40K and for this reason 40K is often referred to as the Curie point (7¢) of GdMn,.
Two pictures of LRO magnetism were mainly discussed. Okamoto et al. (1987) assume
AFM order to set in for both the Gd and Mn sublattices at 7y and interpret 7¢ as a spin re-
orientation transition. Ibarra et al. (1993), on the basis of magnetostriction measurements,
claim that two spatially separate phases exist, one which shows AFM order of Gd and
Mn ions at T, the other remaining paramagnetic down to 7, where only the Gd ions
order ferromagnetically.

In the (preliminary) uSR data on GdMn; (mainly in TF) at ambient and applied
pressures (Martin 1996, Martin et al. 2000), the transition at 7y manifests itself by a
complete loss of signal amplitude. This excludes a paramagnetic phase for T < T. The
relaxation rate shows critical (second-order) behavior on approach to Ty from above,
as in YMn;,. The value of 4 close to Ty is at least an order of magnitude larger than
in YMn,, demonstrating clearly that the Gd ions with their large paramagnetic moment
are involved. The Ibarra model can safely be excluded since all of the Gd and Mn ions
enter a LRO state around 100K. A similar, but not as definite, conclusion was drawn
from Mossbauer spectroscopy (Przewoznik et al. 1993). Hysteresis around 7y is absent in
agreement with bulk data (Gaidukova et al. 1983). Just above T a slight loss of amplitude
showed up (as in YMn;) in the TF data. This is again caused by the formation of a
SRO fraction reflected in a rapidly decaying signal portion, which escapes detection in
TF mode. The high-pressure data are not sensitive enough to decide on any changes in
the SRO fraction with pressure. The reason is the additional signal from the high-pressure
cell, which also is somewhat pressure dependent.

Under pressure a downshift of Ty occurs (fig. 71). The pressure coefficient of Ty
(approximately —5 K/kbar) is nearly an order of magnitude smaller than in YMn;. This has
also been seen in resistivity data (Hauser et al. 1995). It indicates that the presence of the



uSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 203

TF-Amplitude

0,04 |

Fig. 71. Temperature dependence of TF signal

amplitude of GdMn, at different pressures. The

A . sudden drop of amplitude indicates the magnetic

0 20 40 60 80 100 120 140 160 180 transition, which is clearly pressure dependent
Temperature [K] (Martin et al. 2000).

large moment Gd magnetic sublattice reduces the effect of Mn moment destabilization.
The critical behavior of A(T") shows a slight increase of critical exponent w from 0.16 at
Okbar to 0.2 at 6 kbar. The generally low value of w is not understood.

A Mébssbauer study on GdMn;, using the '>>Gd resonance up to pressures of 8 GPa
(80kbar) has appeared recently (Strecker and Wortmann 1999). At low pressures the
same loss of magnetism as discussed above was observed. In the vicinity of 2 GPa the
hexagonal C14 Laves phase begins to appear. The compound is fully converted to the new
phase around 5 GPa. In the C14 phase the magnetic transition temperature rises again with
pressure reaching ~170K at 8 GPa.

The loss of signal below Ty prevents a direct SR study of the LRO phases. The
presence of a ferromagnetic component can, however, be monitored indirectly. The strong
resulting magnetization of a FM sample distorts the applied TF in its vicinity. This induces
changes in the shape of the background signal stemming from muons stopped in the
sample holder (an example is shown in Hartmann et al. 1986). If remanence is present,
the distortion will remain even after the field is switched off. This is a sensitive test for
FM. Data of this type taken down to 10K established a FM component already below T,
not only below Tc. But a definite change of signal occurs at 7¢, meaning that the spin
structure definitely changes, but still maintains 2 FM component. The remanent signal
is also sensitive to pressure, indicating that the spin arrangement responds to volume
changes. In a (rather limited) neutron study it was found that the FM component (at 2K)
is only present in an applied field (15kG), but not in the case of ZF cooling (Ouladdiaf
1986). USR needs an applied (transverse) field (which, however, can be switched on after
ZF cooling) to test for a FM component. Data at 2 K do not exist, but there is no evidence
at somewhat higher temperatures that ZF cooling avoids remanence. In any case, the fields
involved in the SR measurements are rather small, i.e., well below 1kG. In summary, it
emerges that one of the models of magnetism in GdMn; (i.e., that of Ibarra et al. 1993)
can be excluded, but also, that the details of the magnetic state and the exact meaning of
the two transitions are still far from understood.

In TbMn; the lattice constant brings the Mn—Mn distance close to (but still above)
its critical value. Volume expansion of ~2% and a fairly narrow hysteresis are observed
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around 40K (Gaidukova et al. 1983, Wada et al. 1987). The properties of the ordered
magnetic state of TbMn, are truly complex. There is an extreme sensitivity to external
conditions such as applied field, pressure or alloying. Hysteresis effects in the low-
temperature magnetic isotherms suggest metastable magnetic ordering of the Mn lattice
(Ballou et al. 1992). Neutron scattering data (Brown et al. 1992) give an explanation.
The spin structure is poised between two structures S; and S, with propagation vectors
(3 2 0)and (4 1 1), respectively. External conditions induce transitions between those
structures. For example, in high magnetic fields and under pressure only S, is present.
Under ZF conditions (and one may hope that the small fields used in uSR of less than
25mT still qualify as a ZF condition and hence the USR data may be comparable) first
Jferromagnetic Bragg peaks appear at 45K on cooling. They disappear at 40 K when the
AFM peaks of S| begin to rise. The S, peaks are present at 2 K and below. In general, the
question of FM components in the magnetism of TbMnj, is not clear cut as a consequence
of metamagnetic behavior. It is concluded that an intricate interplay between Mn moment
instability and exchange frustration is the underlying cause for the unstable magnetic
behavior.

USR data are rather limited and restricted to the paramagnetic regime (for which hardly
any neutron data exist). The TF measurements of Cywinski and Rainford (1992) showed
a full collapse of signal amplitude at 45 K. The magnetic transition point is thus coupled
to the appearance of the FM Bragg peaks. Power law temperature dependences were seen
for the relaxation rate A and the frequency shift Av. An exponent w ~ 0.83 was derived
for A(T) while Av(T) varies with an exponent 1 indicating Curie-~Weiss susceptibility.
Kalvius (1994) briefly reports on some ZF-, LF-, and TF-uSR measurements. Two
subspectra are seen (especially in ZF) even at high temperatures (250K), one rapidly
depolarizing (A, ~ 1.5 us™1), the other slowly relaxing (A, =~ 0.03 us™'). The intensity
ratio is roughly 1.5:1 and changes little with temperature. The rate of the fast signal
increases by about a factor of two on approach to Ty, while the slow signal shows little
change. Both signals vanish at the onset of LRO. It is tempting to consider the rapidly
relaxing signal as arising from the SRO precursor state. Considering the enhanced stability
of this state by alloying Tb into YMn,, this is a definite possibility. Also, it is mentioned
in Ballou et al. (1991) that TbMn; exhibits strong SRO in its paramagnetic phase. The
other subspectra would then correspond to true paramagnetic regions with very rapid spin
fluctuations (nearly complete motional narrowing). On first sight, the results of Kalvius
(1994) seem to be in some disagreement with those of Cywinski and Rainford (1992) who
state that they fit their TF spectra with a single purely exponential relaxation function. But
they also remark that their analysis may mask some more subtle features in the spectra
(see the following discussion of USR in DyMn;). Unfortunately, neither group reports on
the hysteresis region and whether a FM component is originally present.

The Mn—Mn separation in DyMn, is exactly at its critical value. In consequence, it
was shown by neutron diffraction (Ritter et al. 1991) that below the Curie temperature of
Tc=45K only one out of four (of the crystallographic equivalent) Mn atoms possess
a magnetic moment (Uy, = l.4ug). These spins are ferromagnetically ordered. The
Dy sublattice forms a spin-canted FM structure with up, = 8.8us. The Mn atoms that
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carry moments are those which are sandwiched between FM coupled Dy layers and
thus reside in a highly polarizing environment. The other Mn atoms reside on sites with
magnetic inversion symmetry.

Available uSR data are restricted to TF measurements in the paramagnetic range since
the signal vanishes totally at T (Cywinski and Rainford 1992). This shows that a strong
and widely distributed internal field is felt by all stopped muons (residing presumably on
the 2-2 sites) even if not all Mn atoms carry a moment. As in the case of TbMny, the
temperature dependences of A and Av are described by power laws with exponents 0.62
and 1, respectively. The signal amplitude shows a continuous decrease by ~20% between
200K and T¢. To look for more subtle effects in the TF spectral shape the authors used a
Fourier transform analysis based on the maximum entropy procedure. The result (depicted
in fig. 72) shows the development of a second contribution with a broad and asymmetric
frequency distribution (equivalent to a rapid, not purely exponentially relaxing signal) on
approach to T¢. This could again be the signature of a SRO precursor phase. The authors
also mention the possibility of muons trapped at sites other than the regular 2-2 sites.
This scenario is, however, not so likely.

Telling et al. (1998) recently studied the pseudo-binary system (Dy; _,Y,)Mn, by ZF-
uSR. According to neutron scattering data by Ritter et al. (1994), this system shows
for x > 0.75 long-range AFM order (Ty around 100K) similar to that of YMn,. For
x < 0.35 the complex magnetic structure of DyMn; is observed below ~45K. In the
intermediate concentration range, LRO collapses and the indication is that a spin-glass-
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like state is formed with spin freezing temperatures around 25 K. The SR study employed
polycrystalline specimens with x = 0.1, 0.55 and 0.7. The spectra for x = 0.1 in the
paramagnetic regime show simple exponential muon spin relaxation. The rate rises on
approaching 7 =45K in the usual fashion. Also a loss of signal amplitude is observed
below 120 K, meaning that part of the sample gives rise to very high relaxation rates.
Below Ty the signal collapses fully. Overall, the PSR response is not fundamentally
different from that of pure DyMn,. The spectra for x = 0.55 and 0.7 are quite similar,
but distinctly different from those for x = 0.1. They are better described by power
exponential relaxation with a power factor decreasing continuously from p = 1 at
high temperatures to p ~ 0.3 near 7; ~ 25K. This behavior is characteristic for
concentrated spin glass systems (see, for example, Campbell et al. 1994 and sect. 8.2.1),
but the Arrhenius-type temperature dependence of relaxation rate is not observed. An
increasingly broad distribution of spin fluctuation rates is considered the possible cause.
The initial asymmetry, which starts to decrease around 60K, continues to do so even
below the nominal spin glass temperature, meaning that the relaxation rate still increases,
shifting the signal out of the spectrometer time window. (The measurements were done
at the ISIS pulsed facility.) Obviously, the magnetic spin system has not reached a static
limit, which prompts the authors to question whether the magnetic ground state is truly
a spin glass state. They suspect that longitudinal spin fluctuations are more effective in
disrupting magnetic LRO than (static) geometrical frustration alone (which would lead to
spin freezing). This picture has definite similarities with the findings (discussed above)
on Sc-doped YMn; (reviewers’ remark).

5.3.3.9. YCo,. This material haunts the rare-earth magnetism community consistently
because it behaves like an enhanced paramagnet only with no significant moment on Co.
Various proposals for this behavior have been offered. Neutron scattering experiments
point towards a spin fluctuator (see discussion on UAl,). For a review of the YCo,-
problem we refer to the review by Kirchmayr and Poldy (1979).

A first, rather preliminary, uSR study was carried out by Graham et al. (1988).
More detailed results have recently been provided by Wiesinger et al. (2000). Below
1K ZF-uSR shows a static Gaussian Kubo-Toyabe pattern of nuclear origin. Dipolar
sum calculations find reasonable agreement for the 2-2 site usually assumed in the
C15 structure. As shown in fig. 73, heating leads to weakly dynamic Kubo-Toyabe
spectra first with slowly rising fluctuation rates. At higher temperatures (around 70 K)
the rate increases rapidly and peaks around 100 K with the still very low magnitude of
approximately 1.5 MHz. It then falls quickly back to the static limit on further temperature
increase, but for 7 > 200K dynamic behavior reappears. Concurrently the static width
A of the Kubo-Toyabe function changes with temperature. These features reflect muon
dynamics. The muon implanted on an interstitial site first becomes mobile (and 70K is
a typical temperature for Laves-phase compounds as shown in fig. 59, right) and is then
trapped. The most likely trapping sites are Co vacancies, since exact stoichiometry is a
well-known problem in Laves phases of this type. It gets de-trapped when the temperature
is further increased. At the trap site, the field distribution (of nuclear dipolar fields) differs
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Fig. 73. Temperature dependence of the fluctua-
tion rate and the width of the field distribution in
YCo, derived from fits to a dynamic Gaussian
Kubo-Toyabe function. The data reflect muon
dynamics in the C15 Laves-phase lattice (see
Temperature [K] text). From Wiesinger et al. (2000).
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from the interstitial muon stopping site, which is the cause for the variation in A. Again it
is found by dipolar sum calculations that a muon resting on an (unoccupied) Co site sees
a significantly lower width of field distribution. This is an impressive demonstration of
the behavior of the muon in a C15 Laves phase. Muon stopping site and muon dynamics
in this class of materials have already been discussed at the beginning of this section,
especially in connection with data on CeAl,.

An influence of electronic moments on the muon spin depolarization rate could not
be detected. This is in full keeping with the notion of YCo; being a spin fluctuator. As
in the archetypal spin fluctuator UAl, (see paragraph on AnAl,, above) fluctuations of
electronic spins are so fast even at low temperatures that full motional narrowing is in
effect (reviewers’ remark).

5.3.3.10. UMn;. This is the only actinide compound within the MMn, series studied by
wSR. Its magnetic properties have been under some discussion. Basically, UMn, behaves
much like UAl, (see preceding section), a well-established spin fluctuator (Fournier
and Tro¢ 1985). Anomalies in susceptibility and resistivity around 240K are similar
in appearance to the FM transition in UFe;, which features a very small U moment
(0.01ug) but a substantial Fe moment (0.6ug). The FM transition is coupled to a
rhombohedral distortion and the question arose whether the 240K anomaly in UMn,
reflects a purely structural or a coupled structural-AFM transition. Neutron diffraction,
carried out together with the uSR study (Cywinski et al. 1994b) showed that the structural
changes are more complex. Rhombohedral distortion sets in at 230K, but below 220K,
a transition into an orthorhombic structure starts, which is then completed at 200 K.

The ZF-uSR spectra are dominated by nuclear depolarization from >Mn, which
can easily be suppressed by LF=10mT. A weak damping from fast fluctuating
electronic moments remains. The situation is rather similar to that in UAl,. The nuclear
depolarization varies in accordance with the structural transitions, only a final rise below
40K remains unexplained. In summary, the PSR data provide no evidence for moment
localization at U or for the onset of magnetic LRO. The transitions in UMn; are thus
purely structural.



208 G.M. KALVIUS et al.

5.3.4. Other Laves phases

Laves-phase compounds can also be formed with 4d and 5d transition elements. To our
knowledge, LSR studies were only carried out for CeRu, (Huxley et al. 1996), which
is considered a strongly correlated electron system. The case is discussed in sect. 9.3.1
(SR found weak moment magnetism).

5.4. Binary compounds and alloys (other than Laves phases)

5.4.1. MX, compounds

This section refers to intermetallics of type MX, that do not take the Laves-phase
structure. Two materials crystallizing in the orthorhombic CeCu, structure and some R-
hydrides have been studied by SR.

5.4.1.1. PrCu,. Anomalies in the field dependence of the Knight shift and an excessive
ZF dipolar width in this singlet ground state system have been considered to arise from
muon-induced effects (Schenck et al. 1997a). The case is presented in sect. 5.1.

5.4.1.2. NdCu,. This intermetallic exhibits rather complex magnetic behavior. Neutron
scattering data are controversial. Arons et al. (1994) report an incommensurate AFM
structure below Txn=6.5K that changes into a commensurately modulated structure
below 4.1 K. Svoboda et al. (1992) found three spin re-orientation transitions below 7Ty
(at 5.2, 4.1, 3.2K). uSR measurements with the aim of clarification of the magnetic
phase diagram were carried out by Hillberg et al. (1997b). Polycrystalline and single-
crystalline samples were used. Below 25K a rapid increase of relaxation rate was
observed (in 200mT TF), which led to a disappearance of the signal around 16K, i.e.,
well above Tn. The authors claim an onset of SRO spin correlations producing fast
muon spin depolarization (A > 50 us™!). The signal reappears around 1.2K meaning
that no signal is seen around 7n. The recovered signal exhibits in ZF a spontaneous
precession frequency (though with reduced signal amplitude). The precession frequency
(22 MHz) is practically constant with decreasing temperature but the relaxation rate first
decreases rapidly and then reaches a rather low and constant value (0.8 us™') at 0.5K.
This behavior is interpreted as resulting from the development of a square-modulated
commensurate spin structure. Specific heat data (Sugawara et al. 1995) suggest the
opening of a gap in the magnon excitation spectrum near 3 K. The resulting decrease
in magnon excitations could be the cause for the low-temperature dependence of the
muon spin relaxation rate. But a continuous re-alignment of spin orientation could be
responsible as well.

5.4.1.3. R dihydrides and dideuterides. The [f-phase of the RH, or RD; compounds
crystallizes in the fluorite-type fcc structure with hydrogen ideally occupying all
tetrahedral sites. In superstoichiometry (RH;,.) the additional hydrogen rests on
octahedral interstices. Superstoichiometry profoundly changes the electronic structure
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properties and can lead, for example, to metal-insulator transitions. In general, the
R dihydrides are magnetic, but show a variety of transitions and ordered spin states (see
Vajda 1995, for a general review).

First preliminary WSR studies on some members of this systemn have recently been
reported (Gygax et al. 2000b). For HoD,y, HoD; 1, and DyDyy, the results within
the paramagnetic regime are straightforward. Full signal strength and a temperature
dependence of relaxation rate above the critical temperatures around 5-7 K following
the typical power law are seen. The exponents w = 0.54(2) for HoDsp, 0.66(2) for
HoD; i, and 0.67(2) for DyD, are not unusual but have not been interpreted in detail.
Knight shift measurements have been performed but an evaluation in terms of possible
muon sites has not yet been performed. It is mentioned that the Knight shift scales with
bulk susceptibility between 200 and 300 K. Measurements below the critical temperatures
suffer from a severe loss of signal amplitude and hysteretic behavior. No information on
the ordered spin system has been extracted at this stage. The transition temperatures are
close to those found in bulk measurements.

Puzzling are the results for DyD, 13, which according to bulk data should behave like
HoD, 1. Above 10K up to room temperature the USR signal is reduced in amplitude,
the asymmetry rising monotonically from 0.02 to 0.13. Below 10K a spontaneous spin
precession signal with v, ~ 90MHz is found, but its intensity does not explain the
reduced signal amplitude at higher temperatures. The data indicate the presence of
SRO magnetism up to quite elevated temperatures, an unusual and new result if farther
substantiated.

5.42. MX; compounds

To our knowledge only two, rather unrelated, intermetallics of this class were studied by
USR other than the cubic materials with the AuCu; structure discussed in sect. 5.2.3.

54.2.1. Euds;. At Ty = 11K, an incommensurate structure with a strongly temperature-
dependent modulation vector is formed. Lock-in to commensurability occurs at 10.3K.
The ZF puSR study (Chatterji and Henggeler 1998) on a single crystal oriented with
the c-axis parallel to the initial muon-spin direction revealed a complex spectrum in the
incommensurate phase, having four spontaneous frequencies with different temperature
dependences. In the commensurate phase only an exponentially decaying signal was seen.
At Ty the relaxation rate shows divergent behavior.

5.42.2. UPd;. This compound crystallizes in the hexagonal MgCd; structure and is
considered a localized actinide magnet containing tetravalent (5f*) uranium ions on two
crystallographically different sites. One (the a site) has hexagonal, the other (the c site)
nearly cubic symmetry. Susceptibility shows Curie—Weiss behavior down to 100 K with a
moment of 2.8Lg/U atom, which can well be explained by the CEF interactions observed
by neutron scattering (Buyers and Holden 1985). Three phase transitions are observed.
All appear to be connected to the near-cubic U site. Below Ty ~ 7.8K and Tp =~ 6.5K
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different antiferro-quadrupolar ordered states coupled to a modulated structure appear
and below Ty ~ 4.5K AFM commensurate to the quadrupolar structure sets in with an
ordered moment around 0.02up/U atom (McEwen et al. 1998). UPd; is also of interest as
the endpoint of the pseudo-binary alloys Y, ,U,Pds;, which are HF compounds showing
non Fermi liquid behavior (see sect. 9.4).

Knight shift data were recently reported in a conference contribution (Schenck et al.
2000b). The TF signal consists of two components with amplitude ratio 2:1. The
orientational dependence of the Knight shift indicates that muons rest on two axially
symmetric interstitial sites. Tp and Ty are clearly visible (but Ty less so) as a change in
various spectral parameters, more pronounced in the stronger signal component. Below Ty
no marked increase in relaxation rate is seen, a result difficult to explain in the context of
static AFM order. The authors mention that preliminary ZF did not reveal any measurable
relaxation below 7. This would rather point towards dynamic (on the uSR time scale)
spin order analogous to the situation in the HF compound UPt; (see sect. 9.3.2). The
temperature dependences of the Knight shifts are complex and not understood at this
stage. A different magnetic response of the U atoms on the two crystallographic sites is
likely to be the underlying cause.

5.4.3. MXs compounds

Besides CeCus and UCus which are HF compounds (and hence discussed in sect. 9.3),
only the RNi; intermetallics have been investigated by uSR. PrNis is a singlet ground
state system and has been discussed (especially in connection with muon induced effects)
in sect. 5.1. The systematic studies of other members of the series were carried out with
the goal of detailed insight into the dynamical properties of 4f moments, both in the
paramagnetic and ferromagnetic states. Single crystals were predominantly used since
anisotropies of paramagnetic spin fluctuations was another point of interest. In many
aspects the work parallels that on Gd metal discussed in sect. 4. Furthermore, CEF
influences play a significant role in the RNis compounds (for R other than Gd) and their
influence on the LSRR magnetic response has been another central theme of study.

The RNis materials crystallize in the hexagonal CaCus structure (space group
P6/mmm) as does CeCus (but not UCus). uSR studies are limited to compounds
containing heavy R ions (Gd** and beyond). They all order ferromagnetically with Tc
ranging from ~31K (GdNis) to 0.5K (YbNis). From relaxation data on nonmagnetic
LaNis (where only nuclear dipole fields exist) a stationary muon for 7 < 150K resting
on the interstitial 3f site (%, 0, 0) was established (Dalmas de Réotier et al. 1990c). This
site is also occupied by hydrogen in the a-phase of LaNisH,. The situation appears to be,
however, not quite as simple as that. Data on angular scans of Knight shift for a spherical
single crystal of GdNis (Mulders et al. 1998b, 2000} indicate that in addition to the 3f site
the 6m sites (0.13,0.26, %) are occupied with the muon diffusing rapidly between the six
equivalent sites of this type (see discussion below).

5.4.3.1. GdNis. This intermetallic is an axial ferrimagnet (the transition temperature is
~31 K) with FM ordered Gd moments of ~7ug. They induce antiparallel oriented moments
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Fig. 74. uSR on GdNi;. Left: Temperature dependence of the ZF muon spin depolarization rate in the para-

and ferromagnetic states for the two measuring geometries indicated. The rate peaks at the Curie temperature.

Right: Fit of depolarization rate in the FM state to a two magnon process (top) together with the extracted
magnon stiffness constant (bottom). After Gubbens et al. (1994a) and Yaouanc et al. (1995).

of 0.16up on the Ni atoms (see Franse and Radwanski 1993). These weak moments on
Ni atoms can in most cases be neglected and GdNis may effectively be treated as a FM.
Since orbital 4f contributions are absent in Gd, only a weak magnetic anisotropy exists,
which is caused by dipolar interactions between the Gd moments.

ZF-uSR measurements by Gubbens et al. (1994a) on a single crystal established that
the full muon signal can be followed continuously through the paramagnetic region into
the FM state. In the latter, two spontaneous muon spin precession frequencies (with
amplitude ratio 3:2) of 220.9 and 79.7 MHz, resulting from two magnetically inequivalent
muon positions, were observed for the §, L ¢ geometry. The temperature dependence
of relaxation rates for the two signals is quite similar but their absolute values differ by
a factor of four (the more intense signal being more strongly damped). No oscillatory
components are present for S, || c. These results mean that the c-axis is the easy axis
in contradiction to magnetization data (Gignoux et al. 1976), but in agreement with
Mossbauer data (Tomala et al. 1977).

The temperature dependence of the ZF muon spin relaxation rate beautifully demon-
strates critical slowing down at T¢. As seen in fig. 74, the critical behavior of rate is
not fundamentally different for the two orientations, emphasizing the weak magnetic
anisotropy. In the paramagnetic regime, GdNis shows a temperature dependence of
relaxation rate in the critical range that can well be described in terms of a dipolar
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