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PRE FAC E 

Kar l  A. G S C H N E I D N E R ,  Jr., L e R o y  E Y R I N G ,  and  

G e r r y  H. L A N D E R  

These elements perp lex  us in our rearches [sic], baffle us in our speculations,  and haunt  

us in our very dreams. They stretch like an unknown sea before us - mocking, mystifying, 

and murmur ing  strange revelations and possibilities. 

Sir William Crookes (February 16, 1887) 

This volume of the Handbook covers a variety of topics with three chapters dealing 
with a range of lanthanide magnetic materials, and three individual chapters concerning 
equiatomic ternary ytterbium intermetallic compounds, rare-earth polysulfides, and 
lanthanide organic complexes. Two of the chapters (206 and 210) also include information 
on the actinides and the comparative lanthanide/actinide behaviors. 

The lead chapter by N.H. Duc deals with giant magnetostrictions in lanthanide (Sm, 
Tb, and Dy)-transition metal (Fe and Co) thin films. Magnetostrictions (changes in the 
dimensions of a solid) arise in magnetically ordered substances when they are subjected 
to a change in the magnetic field. Magnetostrictions can also occur when the magnetic 
state of the solid is changed by a temperature or pressure variation. Magnetostrictive thin 
films are particularly promising for use as microactuator elements, such as cantilevers 
or membranes, since they combine a high energy output at high operating frequencies, 
and also offer the possibility of remote control operation. In his review Duc covers 
lanthanide-iron thin films, including Terfenol-related compositions [(Tbl-xDyx)Fe2]; 
lanthanide-cobalt films; giant magnetostrictive spring magnet type multilayers (materials 
which combine giant magnetostrictions with soft-magnetic properties); and lanthanide- 
transition-metal sandwich films. 

G.M. Kalvius, D.R. Noakes and O. Hartmmm in a detailed and comprehensive 
review treat muon spin resonance (~tSR) spectroscopy of both lanthanide and actinide 
materials. As the authors point out, p~SR spectroscopy is a useful technique which 
complements other, more commonly used experimental methods (such as, magnetic 
susceptibility, magnetization, NMR and neutron scattering) for studying lanthanide and 
actinide materials. They note that the muon: (1) is quite sensitive to small variations in 
spin structures and these measurements have shown that even in small "well established" 
systems, the magnetic structure is not fully understood; (2) is a highly local probe 
and thus is well suited for detecting and studying short-range-order magnetism; and 
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(3) samples the entire volume of the specimen and thus is useful in studying systems 
which simultaneously exhibit more than one cooperative state, e.g. the coexistence of 
superconductivity and magnetic order. Also, ~tSR spectroscopy has a high sensitivity to 
a small magnetic moment, which is important in studying Kondo lattices and heavy- 
fermion systems; and possesses a unique time window for spin-dynamical processes. In 
this chapter the authors cover the pure elements, various simple and complex intermetallic 
compounds, non-metallic compounds, superconductors (including the high-Tc cuprates), 
disordered magnetism, and correlated electron systems. 

R. P6ttgen, D. Johrendt and D. Kussmann cover the structure-property relationships 
of ternary equiatomic Y b T X  intermetallic compounds, where T is a transition metal and 
X is a third or fourth main group element. These authors review the synthesis, crystal 
chemistry and bonding, various physical properties (magnetism, electrical resistivity, 
and heat capacity), and spectroscopic data (LIII spectra and M6ssbauer) of the Y b T X  
compounds. These compounds are of interest because ytterbium can be divalent, trivalent, 
or mixed-valent, which can lead to heavy-fermion and Kondo-like behaviors. The bonding 
in the TbTX compounds is governed by strong T - X  covalent interactions within the 
polyanions rather than ionic Yb-T or Yb-X bonds. Some of the more unusual Y b T X  
compounds are ferromagnetic YbNiSn, intermediate-valent YbCuA1 and the heavy- 
fermion compound YbPtBi with an extremely large effective electronic mass. 

K. Kobayashi and S. Hirosawa discuss rare-earth permanent magnets [SmC05, 
Sm2COl7, Nd2Fel4B, Sm2FelTX3 (where X = N  or C) and Nd(Fe,Ti)12N], reviewing the 
fundamentals involved and commenting on the state-of-the-art. Included in their discus- 
sions are sintered magnets, the HDDR (hydrogenation, disproportionation, desorption, 
recombination) process for preparing some of these materials, nanocomposite permanent 
magnets prepared by rapid solidification and mechanical alloying, and exchange-coupled 
(or spring) magnets. They also review the coercivity and corrosion of these materials, 
especially Nd2Fe14B, and discuss the relationship between the two properties. 

I.G. Vasilyeva reviews polysulfides, i.e. compounds which have more sulfur atoms 
than the ideal ionic R2S3 composition (>66.6 at.% S). The polysulfides are grouped into 
three classes: the hypostoichiometric RS2 x phases, the stoichiometric RS2.0 disulfides, 
and the hyperstoichiometric phases. The author gives a brief history of these materials, 
which have been known for about 90 years, and then discusses their occurrence, prepar- 
ative methods, crystal growth, phase equilibria, structural properties, thermodynamic 
properties, chemical bond and electronic structures, and finally their physical properties 
(electrical, magnetic and optical). Although these polysulfides have not yet generated 
practical applications, their scientific interest remains large. 

D.K.P. Ng, J. Jiang, K. Kasuga and K. Machida conclude this volume with an overview 
of rare-earth and actinide half-sandwich tetrapyrrole complexes. When tetrapyrrole 
molecules, such as porphyrins or phthalocyanines, are reacted with the rare earths 
and actinides, they are split in half, forming the half-sandwich complexes because the 
metal atoms are larger than the core size of the macrocyclic ligands. They also can 
form sandwich-type complexes in which the metal centers are sandwiched between 
the macrocycles. However, this chapter is devoted to the former class of compounds. 
Ng and co-workers discuss the synthesis, structure, and spectroscopic and electrochemical 
properties of half-sandwich complexes of porphyrins and phthalocyanines. The authors 
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note that these complexes are potentially useful as biological probes for biomolecules, 
imaging agents, and photosensitizers in photodynamic therapy. 

With this volume of the Handbook Prof. LeRoy Eyring is retiring as a co-editor. The 
editorial duties of future issues of the Handbook will continue to be handled by the senior 
editor (Karl A. Gschneidner, Jr.) with the assistance of two new editors: Prof. Jean-Claude 
Bfinzli, Swiss Federal Institute of Technology, Lausanne, and Prof Vitalij K. Pecharsky, 
Iowa State University. 
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List o f  symbols 

A~ spin-spin coupling parameter t film thickness 
B external magnetic field (/z0H) T c Curie temperature 
Bexoh exchange field Z7 number of nearest neighbours 
b elastic coefficient aj Stevens factor 
D magnetocrystalline coupling constant a i (i=x, y, z) direction cosines of magnetisation 
E Young's modulus /3~ (i =x, y, z) direction cosines of measured 
gR Land6 factor magnetostriction 
JR total angular momentum for 4f ions F exchange integral 
J quantum number of J~ 0 sperimagnetic cone angle 
K anisotropy constant ,~ magnetostriction 
M~ sublattice magnetisation v Poisson's ratio 
MR, MT magnetisations of R and T sublattices ~ stress 
M~ spontaneous magnetisation Z magnetic susceptibility 
nji molecular-field coefficient 

1. Introduction 

Magnetostriction is a well-known phenomenon of  magnetoelastic coupling which exhibits 
a change in dimensions and a change in the elastic modulus o f  a magnetic substance 
induced by a change in its magnetic state. Generally, the dimensions o f  a magnetostrictive 
material change when the material is subjected to a change in magnetic field. This is 
the (linear) Joule magnetostriction associated with the distribution o f  the orientation 
o f  the magnetic moments. It results in a relative replacement o f  atoms due to the 
modification o f  the electrostatic configuration. Another type is the (volume) spontaneous 
magnetostriction associated with the change of  the magnetic state by a temperature 
variation. Magnetostrictive materials as well as piezoelectric and shape memory ones 
are the transducer materials which directly convert electrical energy into mechanical 
energy. They are useful in the manufacture o f  sensors, actuators, controllers, force and 
displacement as well as other electro-acoustic devices. For these applications, transducer 
materials in the form of  thin films are o f  special interest as they are capable o f  cost- 
effective mass-production compatible to microsystem process technologies. In addition, 
magnetostrictive thin films are particularly promising for the microactuator elements like 
cantilevers or membranes as they combine high energy output, high frequency and remote 
control operation. Due to this potential, interest in such giant magnetostrictive thin films 
has rapidly grown over the past few years. Owing to the specifications related with 
microsystem applications, the materials research has focused upon thin-film materials 
showing giant magnetostriction in combination with soft magnetic properties. 

With regard to the Joule magnetostriction, the lanthanide metals and lanthanide-iron 
intermetallic compounds have constituted very interesting systems for research. In 1971, 
A.E. Clark at the Naval Ordnance Laboratory (NOL), now Naval Surface Warfare Center 
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discovered that bulk TbFe2 (Terfenol) has the highest room-temperature magnetostriction, 
and his Terfenol-D (TbxDyl _xFe2, where x ~ 0.3) alloy is still the best known and exploits 
huge magnetostriction in combination with reduced magnetocrystalline anisotropy. (The 
name he gave to these alloys - Terfenol- indicate the constituents: ter for Tb, fe for 
iron, -D for dysprosium, and nol for the place where these alloys had been discovered) 
(Clark and Belson 1972). As a tradition, research on the giant magnetostrictive thin films 
have also been based on the lanthanide-iron alloys. However, progress has been obtained 
with the development of lanthanide-cobalt alloys, and a record of magnetostriction of 
1020×10 -6 has been achieved at the Laboratoire Louis N6el, Grenoble (France) on 
the amorphous Tb(Fe0.55Co0.45)zl thin film (Duc et al. 1996). Composite materials are 
known to exhibit outstanding properties sometimes, which cannot be predicted from the 
constituent behaviour. Actually, a very high magnetostrictive susceptibility has recently 
been observed in TbCo/FeCo and TbFe/Fe multilayers. 

Information on the magnetoelastic properties has been reviewed by Clark on "Magne- 
tostrictive rare-earth R.Fez compounds" (1980), by Morin and Schmitt on "Quadrupolar 
effects in rare earth intermetallics" (1990) and by du Tr6molet de Lacheisserie (1993) 
on "Magnetostriction: theory and applications of magnetoelasticity" (1993). In case of 
thin films, which is the topic of this review, the research on magnetostriction also 
concentrates on the lanthanide-transition metal materials. However, additional attempts 
to further lower the macroscopic anisotropy are based on the use of amorphous, 
nanocrystalline or multilayered states of the R-Fe and R-(Fe,Co) alloys. For the 
best comprehension of readers, it is necessary to present in this chapter not only 
an introduction to magnetostriction, but also a brief summary of the magnetism and 
magnetocrystalline anisotropy of amorphous lanthanide-transition metal compounds. This 
chapter is organised as follows. Section 2 is devoted to magnetoelastic phenomena. 
Problems in the determination of the magnetostrictive coefficients of thin films are 
presented in sect. 3. In sect. 4, magnetism and magnetostriction in crystalline and 
amorphous lanthanide-transition metal compounds are summarised, and the possibilities 
to develop a giant magnetostriction in thin films are discussed. Section 5 presents an 
overview on the research of magnetostrictive lanthanide-transition metal thin films, 
sandwich and multilayer systems. Potential applications of magnetostrictive films in 
microsystems are briefly discussed in sect. 6. Finally, summary and concluding remarks 
are presented in sect. 7. 

2. Magnetoelastic phenomena 

The elasticity and magnetism in magnetic materials are explained by electrostatic 
interactions between the nucleus and the electrons. Thus, the magnetoelasticity is strongly 
related to these interactions. In order to describe the elastic effects, the following magnetic 
interactions are usually taken into account: 
- The dipolar interactions are responsible for the energy of the demagnetision field. The 

minimization of this energy leads to the form effect, which is always small (~10-6). 
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- T h e  exchange interactions are isotropic to first order. They describe a coupling 
between the magnetic moments and dominate the magnetic ordering in the materials. 
The variation of  these interactions with the interatomic distance is the reason for a 
spontaneous deformation (i.e., the volume magnetostriction). 

- The pseudo-dipolar exchange interactions, which are anisotropic and vary rapidly with 
the increasing interatomic distance, are one of origins of the Joule magnetostriction. 

- T h e  crystalline electric-field (CEF) interactions are the principle origin of the 
magnetocrystalline anisotropy. They cause a notable contribution to the (linear) Joule 
magnetostriction. 

These interactions are generally considered for bulk magnetic materials, even for 
those which are ribbon-shaped and have a thickness of some micrometers, still very 
substantial as compared with the interatomic distances. For thin films and multilayers, 
the surface (and/or interface) magnetostriction is important. Up to now, however, it is 
not clear which mechanism is responsible for the surface magnetism. But, since the 
magnetostriction and magnetic anisotropy have, generally speaking, the same origin, 
the non-linear contributions to the bulk magnetoelastic coefficients due to surface 
strains and surface roughness effects are expected to be considerable. Principally, the 
problem of surface magnetostriction can be developed in the spirit of the N6el model 
of the surface anisotropy (Zuberek et al. 1994). Detailed theoretical calculations of 
the surface magnetostriction, however, have been performed only in frames of the 
dipolar model (Szumiata et al. 1993). This implies that surface magnetostriction is 
an intrinsic property, which does not necessarily arise due to large surface strains. 
The surface/interface contributions to magnetostriction will be discussed in sect. 5.2 
for multilayers. Presently, however, mechanisms of the bulk magnetostriction will be 
discussed and only the CEF interaction origin of the Joule magnetostriction will 
be described. 

The demagnetised state is determined by a local magnetic anisotropy. This anisotropy 
is based on the CEF interactions, which couple the orbitals of the electrons with the 
crystal lattice or atomic environment. As a consequence, the orbital moments and 
the spin moments (through the spin-orbit coupling )~LS) tend to orient along a well- 
defined direction, referred to as the easy magnetisation direction (EMD). For an ordered 
crystalline structure, the anisotropy establishes the parallel alignment of the moments up 
to the macroscopic scale. It is responsible, through this mechanism, for the long-range 
magnetic order. 

For the case where the spin-orbit coupling is relatively week (~0.015 eV per atom), 
the spin moments with the stronger exchange interactions (~0.1 eV) can easily be rotated 
into the applied-field direction, but the orbitals are almost unaffected (fig. la). To the 
first order, the anisotropy energy represents the change in the spin-orbit coupling energy 
occurring when the spin moment rotates from the easy direction to the difficult one. In 
this case, the anisotropy and then the magnetostriction is small. This is usually observed 
in the 3d transition metals. 

For the case where the CEF interactions are dominant, e.g., the case of the lanthanides 
and their alloys, the electron orbitals tend to follow the local symmetry of the 
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® 
s, i ~ (a) 

(D ~ s , I  (~) weak 
, spin-orbit coupling 

® 

(b) 
negative Joule 

( ~  0 0  magnetostriction 

(c) 
positive Joule 

magnetostriction 

Fig. 1. Schematic representation of the phenomena of 
magnetostriction. The atoms, schematised as positive charges, 
are displaced from their initial symmetrical position (open 
circles) to their final strained positions (solid circles) due 
to the electrostatic interactions with the aspherical electron 
distribution. 

environment. The spin-orbit coupling is strong and the rotation of the total moment J 
forces simultaneously the rotation of the orbitals. This results in not only a change 
in the magnetocrystalline anisotropy but also in a deformation of the crystal lattice. 
Different deformations of the lattice, i.e., different (positive or negative) magnetostriction 
are associated with different orientations of the 4f shell. As illustrated in fig. 1 (b,c), the 
magnetostriction is negative when the distribution of the charge density is prolate, whereas 
the magnetostriction is positive when the charge density is oblate (see also sect. 4). This 
process occurs at low temperatures in the lanthanides and even at room temperature in 
the lanthanide-transition metal intermetallics. 

For the Joule magnetostriction, the deformation reaches its limit value, )~s at 
the magnetic saturation. When the magnetic state is isotropic in the absence of 
the field, one can measure a relative change of the length along the applied-field 
direction, which corresponds to the magnetostrictive coefficient (Al/l)l I =)~11 =)~s and 
a relative change in the plane perpendicular to the field, which corresponds to 
(Al/l)± =)~± = lits. As the materials always present an anisotropic demagnetised state, 
it is necessary to measure Al/1 along two perpendicular directions to determine ~s. 

_ 2  In this case, )~s- 5('~11-'~±) is independent of the demagnetised state of the magnetic 
materials. 

The magnetostrictive properties imply the symmetry of the crystal lattice when a piece 
of material is present in the form of a single crystal. In that case, the length changes 
observed at the magnetic saturation depend on the measurement direction as well as on 
the initial and final direction of magnetisation of the single crystal. In cubic materials, 
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Fig. 2. Magnetostriction modes for cubic and 
uniaxial symmetries. 

the magnetostriction is given by the phenomenological expression (Akulov 1928, Becker 
and D6ring 1939) 

Al/l=).o+ 2 2 2 2 _t. 0~[~ z 2  2 _ 1 1.5~100(ax/3 x + a]/3~ 5) (1) 

+ 3~11~(ax~ay/3y + ayl~azl3z + axl3xazl~). 

In this expression, ai (i =x, y, z) represent the direction cosines of the magnetisation 
direction with respect to the/-axes of the crystal and fii represent the direction cosines of 
the measurement direction with respect to the crystal axes. The quantity )~0 describes 
the isotropic (volume) magnetostriction which depends on neither the magnetisation 
direction nor the crystal direction. The magnetostriction constants 2.100 ()~111) represent 
the change in length in the [100] ([111]) directions when the magnetisation direction is 
also along the [100] ([111]) directions. These two magnetostriction constants describe the 
anisotropic magnetostriction which transfers the lattice symmetry to tetragonal ()~00) or 
rhombohedral (2,111). The magnetostriction modes for the cubic symmetry is shown in 
fig. 2. 

For uniaxial crystals, also included in fig. 2, the magnetostriction modes are given as: 
- the c~-magnetostriction describes the changes in the interatomic distance within the 

basal plane ()~) and along the c-axis 0t~). In more detailled descriptions, the 
(~-magnetostriction is divided into terms with zero-order a-magnetostriction (2.~ '° and 

c~0 ~2' ) similar to )~0 in cubic crystals and with the second-order a-magnetostriction (A~,2 
and ~ 2 ~2' ) when the magnetisation rotates in the crystal under the effect of a magnetic 
field during a spontaneous spin reorientation. 
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- the y-magnetostriction (JY) represents an orthorhombic distortion in the basal plane 
when the magnetisation direction does not coincide with the c-axis. The second-order 
,/-magnetostriction relates to j-lO0 as j-~,2 = 3 g j-100. 

- the e-magnetostriction (j-e) describes a deviation of an angle between the basal plane 
and the c-axis from the 90 ° arrangement. The second-order e-magnetostriction relates 
to j - i l l  as j-e,2_ 3 - g j-ill. 

3 .  M a g n e t o s t r i c t i v e  c o n s t a n t s  i n  t h i n  f i l m s  

For bulk ferromagnetic materials, the magnetostriction is described by the function 
of the magnetic field J-(H)=AI/l, which corresponds to a relative deformation in one 
direction. For thin films, the experimental determination of the magnetostriction is not 
an easy task. First, the two dimensional character of thin films implies that only one 
'j-s' magnetostrictive coefficient cannot describe correctly the physics of such magnetic 
substances, since the symmetry may not be higher than uniaxial. This leads to the fact that 

ct,2 cq2 G2 one must use at least four Joule magnetostriction modes, j-1 , j-2 , j-v,2 and j-1 which are 
relevant to the cylindrical symmetry (see sect. 2). Moreover, magnetic films have always 
been deposited on the planar Surface of a non-magnetic substrate. In such a bimorph, the 
observed strains, when applying a magnetic field, are not strictly Joule magnetostriction, 
but it contains also contributions of the elastic properties of the substrate. 

Various experimental methods have been developed for investigating the magnetoelastic 
properties of thin films. Indirect methods are based on the stress dependence of any 
magnetic properties, e.g., susceptibility or resonance frequency, while the most common 
direct method was introduced as early as 1976 by Klokholm (1976, 1977) who observed 
the deflection of the end of a himorph when subjected to a magnetic field. 

Assuming that the magnetic film is thin in comparison to the substrate, the deflection D 
(~  L.tg) at the distance L from the clamping edge to the measurement location (fig. 3) is 
given by 

L )  El(1 - Vs) 
D=9tfj-s ~s E d l + ~ "  (2) 

Here, t is the thickness, E is Young's modulus, v is Poisson's ratio, j- is the 
magnetostriction; f stands for film, and s for substrate. Numerical values of Es and vs 
are illustrated in table 1 for several magnetostrictive films and related substrates. 

From eq. (2) j-s can be calculated by 

9 tf El(1 Vs)" 
(3) 

The above cantilever-bending technique requires a sensitive displacement detection 
[such as capacitance probe (Klokholm 1976, 1977), optical interferometry (Sontag and 
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Fig. 3. (a) Fixation of a bimorph on its sample 
holder and (b) measurement principle of the 
deformation of any magnetostrictive bimorph 
using the deflection of a laser beam. After Betz 
et al. (1996a). 

Table 1 
Young's modulus (E) and Poisson's ratio (v) for several magnetostrictive films and different substrates 

Material E~ (GPa) v~ Reference 

a-R-Fe 40 0.4 Wada et al. (1997c) 
a-R-Fe 50 0.3 Quandt (1997) 
n-R Fe 80 0.3 Quandt (1997) 
a-R-Co 80 0.31 Duc et al. (1996) 
W 345 0.28 Wada et al. (1997c) 
Ta 186 0.3 Wada et al. (1997c) 
Other metals ~ 200 0.31 Betz (1997) 
Glass 72 0.21 Duc et al. (1996) 
Si [100] 130.19 0.278 Betz (1997) 
Si [110] 169.16 0.037 Betz (1997) 

Tam 1986) or a tunneling tip (Wandass et al. 1988)] or angular detection (e.g., laser beam 
deflection, Sontag and Tam 1986, Tfippel 1977, Tam and Schroeder 1988). 

Schatz et al. (1993) have proposed a formula which can be applied for thin films, 
but again without any demonstration. The utilisation o f  the 'Klokholm'  formula (i.e., 
eq. 3), however, is doubtful. Dirne and Denissen (1989) have modified this formula by 

2 without any explanation. Kaneko suppressing the (1 + vf) term and adding a multiplying 
et al. (1988) have argued that the term (1 - %) should occur only for the case o f  a uniform 
thermal stress and have dropped the ratio (1 + vf)/(1 - %). This modified formula gives 
again a correction for ,is in the order o f  ½. Nozi6res (see du Tr~molet de Lacheisserie and 
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Peuzin 1994, 1996) found the magnetostriction coefficient for thick nickel films twice as 
large as observed in bulk nickel. The same problem of calibration has probably led van de 
Riet (1994) and Weber et al. (1994) to the recalculation of the Klokholm's formula. Their 
results are consistent with those reported independently by du Tr6molet de Lacheisserie 
and Peuzin (1994) that the true formula to determine the magnetostriction of thin films 
is (also referred to as TL,P's formula) 

2 D (~ )2  Es(1 + Vf) 
~s = ~ 7f El(1 + v~)" 

(4) 

Equations (3) and (4) differ respectively by (1 - v~) and (1 + %). For substrates of Corning 
5 Thus, glass, Vs = ¼, hence for Stokholm's formula (1 - %) = ~, while for TL,P (1 + v~) = ~. 
5 )~s calculated from eq. (3) would be larger than )ts, from eq. (4), by a factor of 5" 

Finally, we note that it is in general difficult to determine correctly the elastic 
paramete r s  E f  and vf of thin films. This may introduce a large uncertainty in the 
)~s value. On the other hand, the relevant parameters for technical applications, e.g., in 
microsystems, are the magnetoelastic coupling coefficient b v,2 of the film and the elastic 
parameters of the substrate, but not the magnetostriction of the film. du Tr6molet de 
Lacheisserie and Peuzin (1994) and Betz (1997) thus preferred to determine b v'2 rather 
than Xs. The magnetoelastic coupling coefficient b Y,2 is simply derived by taking the 
difference between the parallel and perpendicular deflections, DII and D±, and is given 
as 

by,2 _ Es D I I - D ±  t 2 (5) 
3(1 + Vs) L 2 tf' 

The two magnetoelastic coefficients measured along the two applied field directions are 

bi - Es Di  t 2 (6) 
3(1 + v~) L 2 t f '  

where i stands for ][ and L and b 7,2 =b[ i -b±  in accordance with the definition for bulk 
materials )~Y' 2 =)~11 - )~±" 

Nevertheless, in order to easily compare with the results traditionally reported in the 
literature, it is possible to determine the magnetostrictive coefficients from bi ,and b Y'2 by 
applying the formulas 

~i - bi(1 -1- Vf) ~y, 2 = ~)~s -- b7'2(1 + vf) (7a,b) 
Ef ' Ef 

In the following sections, for instance in sects. 5.1.2 and 5.1.3, both the magnetoelas- 
tic, b y'2, and magnetostrictive, )~,2, data will be reported. As an illustration, we present 
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4 coefficients for a vacuum-evaporated 
nickel thin film. After Betz (1997). 

in fig. 4 a typical magnetostriction curve described with all the parameters XI[, X±, xY' 2, 
bll, b± and b y, 2 for a vacuum-evaporated nickel film. 

4. Magnetism in amorphous lanthanide-transition metal alloys 

The lanthanide-transition metal compounds have been considered to be formed by the 
association of the relatively narrow 3d band with a wider 5d band with higher energy. The 
electronegativity difference between the constituents gives rise to a transfer of 5d electrons 
towards the unfilled 3d band. Since the screening of the nuclear potentials by the electrons 
is modified, the two bands draw together, leading to 3d-5d hybridisation states at the 
top of the 3d band and at the bottom of the 5d one. This strong 3d-5d hybridisation 
does not only result in the formation of the lanthanide intermetallics, but also determines 
the physical properties of the existing compounds. In the compounds based on the 
lanthanides and transition metals, it is found, as a general rule that, due to the hybridisation 
between the 3d and 5d states, the 4f-3d spin-spin coupling is always antiferromagnetic 
(Campbell 1972, Duc 1997). Taking into account the coupling between the spin and orbital 
moments of the 4f electrons, one can explain the parallel and antiparallel alignments of the 
3d(Fe,Co,Ni)- and 4f-moments in the light- (or = IL-  S i) and heavy- (J =L + S) lanthanide 
compounds (fig. 5). 

As already mentioned, the lanthanide elements can be separated into two groups: the 
light Ce, Pr, Nd, Pro, Sin, Eu, and the heavy Gd, Tb, Dy, Ho, Er, Tm, Yb. Within these 
two groups, one can divide them once more into two subgroups according to the sign of 
the Stevens factor aj .  This division put on the angular distribution of the charge density 
of the 4f electrons, which is in the oblate (aj < 0) or prolate (aj > 0) form (fig. 6). As 
mentioned in sect. 2 (fig. 1), with the oblate distribution (a j  < 0), the magnetic moment 
is perpendicular to the plate (e.g., Nd and Tb). In this case, the magnetostriction is 
positive. When a j  > 0, i.e., the electronic density distribution in the prolate form, the 
magnetic moment is aligned along the axis of a prolate spheroid, and the magnetostriction 
is negative. 
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Fig. 6. Angular distribution of the 
4f charge density of lanthanide atoms 
for Jz =J  (effective moment parallel 
to the z-axis). After Thole cited by 
Coehoorn (1990). In Ce, Pr, Nd, Tb, 
Dy, Ho the charge density is oblate 
(aj <0); in Pm, Sm, Er, Tm, Yb 
it is prolate (aj >0). In Gd and 
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The huge magnetost r ic t ion is expected to occur in compounds  which combine  a 
high lanthanide concentra t ion with a high ordering temperature.  This is the case in 
the Laves-phase RFe2 compounds.  Magnet ic  and magnetostr ict ive properties o f  RFe2 
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are presented in table 2. These compounds exhibit a magnetostriction which is always 
larger along the [111] direction than along the [100] axis. The highest known room- 
temperature anisotropic magnetostriction has been found in TbFe2 (Clark and Belson 
1972) as )~111 = 2.4 × 10 -3 . SmFe2 exhibits a )~111 value of similar magnitude, but negative. 
In DyFe2, the magnetostriction is somewhat smaller than in the other two compounds. This 
difference has been related to the fact that the easy magnetisation direction in TbFe2 and 
SmFe2 is [111], whereas it is [100] in DyFe2. For all these binary alloys, however, a 
relatively large magnetic field is needed to achieve the technical saturation, due to the 
rather large magnetocrystalline anisotropy energy. Clark has tried to minimise the fourth- 
order anisotropy constant K4 by alloying two different binary RFe2 compounds having 
anisotropy coefficients of different sign. This was possible without dramatically reducing 
the magnetostriction since in the Laves-phase RFe2 compounds, magnetostriction arises 
mainly from pseudo-dipolar interactions (l = 2), whereas magnetocrystalline anisotropy is 
governed by higher order interactions (l = 4, 6). He succeeded in finding the technically 
important Tb0.27Dy0.y3Fe2 alloys (Terfenol-D) in which the magnetostriction at room 
temperature is still sufficient, but the anisotropy is extremely low, because the fourth- 
order contributions of Tb and Dy almost cancel each other. Lanthanide contribution to 
the anisotropic magnetostriction in RFe2 is well expected within the framework of the 
single-ion model, where giant magnetostriction as well as magnetocrystalline anisotropy 
originate from the electrostatic interactions between the anisotropic 4f electron shell of 
the R ion and the crystal field (Clark 1980). 

In the crystalline RCo2 compounds, the Curie temperature (Tc) has a value much lower 
than in RFe2. Only in GdCo2 Tc exceeds the room temperature (see table 3). For this 
reason, these compounds are not interesting for application. However, the huge 4100 and 
)~111 magnetostriction observed in these compounds should be a point of great attention. 
While GdA12, GdNi2 and GdFe2 have a magnetostriction not larger than 8× 10 -5, GdCo2 
exhibits at low temperatures a tetragonal distortion corresponding to 4100 =-1.2× 10 -3 
(Levitin and Markosyan 1990). Similar or even larger I)~i001 values have been found 
also for TbCo2, DyCo2, HoCo2 and ErCo2 (table 3). Additionally, neither the sign nor 
magnitude of )~100 follow the trend expected in the case of an R contribution. This 
high )~100 value was thought to have its origin from the Co atom. The k l l  1 value of 
RCo2, however, is comparable with that of RFe2, showing the important role of the 
R sublattice in the formation of this magnetostrictive mode. This seems to suggest that 
in the RCo2 compounds the main condition for the huge magnetostriction, i.e., the local 
environment, is still satisfied. For applications one would like to increase the ordering 
temperature of these alloys. Fortunately, this condition can be reached in the amorphous 
state. This will be presented below and as will be seen in sect. 5, the room-temperature 
magnetostriction of the amorphous RCo2 alloys is comparable to that observed in the 
amorphous RFe2. 

The amorphous alloys are characterised by a structural disorder where each atom 
constitutes a structural unit. In this state, the small mass density and the loss of the 
periodicity enhance the localisation of the 3d electrons in the lanthanide-transition 
metal alloys. In amorphous alloys, at a certain concentration, the 3d magnetic moment 
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Table 3 
Magnetic and magnetostrictive properties of the RCo2 compounds: Curie temperature (Tc), saturation magnetic 

magnetization (Ms), easy magnetisation direction (EMD),)~o0 and )q H at 4.2 K 

GdC02 TbCo 2 DyCo 2 HoC02 ErCo 2 TmCo 2 

T c (K) 398 235 137 78 32.4 5 

M s (~tB/f.u.) 5.0 6.3 7.0 7.5 6.9 3.8 

EDM [100] [111] [100] [110] [111] [111] 

~00 (104) -1200 -1200 -1900 -2200 -1000 750 

"~'nl (10-6) 100 4500 5000 500 -2550 -4100 

Refs. [1,2,31 [2,3,4] [2,3] [2,3] [2,3,5] [4] 

References 
[1] Franse and Radwansld (1993) 
[2] Markosyan (1988) 
[3] Nakamura (1983) 

[4] Morin and Schmitt (1990) 
[5] Andreev et al. (1985) 

is higher but the 4f-3d exchange interactions are somewhat weaker in comparison 
with the crystalline alloys. These parameters, however, follow the same tendencies 
with varying concentrations (Duc and Givord 1996). These results confirm again the 
systematic variation of the 3d-5d hybridisation and their role in the magnetism of the 
lanthanide-transition metal compounds. The decrease of the transfer and of the associated 
hybridisation allow the conservation of the strongly ferromagnetic character over a large 
range of the concentrations, i.e., there exists a large value for the critical lanthanide 
concentration where the magnetism disappears in the amorphous alloys. These effects 
lead to the enhancement of the Curie temperature when going from the crystalline state 
to the amorphous state for the R-Co alloys: the ordering temperature of a-TbCo2 is 
comparable with that of a-TbFe2 (Tc >400K) (see fig. 7) (Hansen et al. 1989, Hansen 
1991). For the a-RYe compotmds, however, the magnetic properties are not improved 
by the amorphisation, but just the opposite. Due to the amorphous structure, the Fe- 
Fe interatomic distance is distributed and the Fe-Fe exchange interactions can sometimes 
be positive or negative. This leads to the effects of the frustration and freezing of the 
magnetic moments in the Fe sublattice and to form the speromagnetism as observed for 
Yl_xFex (Coey 1978, Chappert et al. 1981). 

Sperimagnetism occurs in two-sublattice structures like lanthanide-transition metal 
alloys of composition R1-xTx where the 4f-3d exchange interactions are not modified 
(Duc and Givord 1996, Danh et al. 1998), but the large spin-orbit coupling of the non-S- 
state lanthanides gives rise to large local anisotropies (local easy magnetisation axis). 
For the two classes of alloys distinguished with light and heavy lanthanides, we can 
again divide the amorphous R-T alloys into four groups of sperimagnetic structures as 
illustrated in fig. 8: 
- an asperomagnetic LR sublattice with a collinear T sublattice (like Sin-Co), 
- an asperomagnetic HR sublattice with a collinear T sublattice (like Tb-Co), 
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- an asperomagnetic LR sublattice with a non-collinear T sublattice (like Sm-Fe), 
- an asperomagnetic HR sublattice with a non-collinear T sublattice (like Tb-Fe). 
In these sperimagnetic structures, the subnetwork magnetisations are reduced. The 
influence of the exchange interactions and a random axial anisotropy on the average 
magnetic moment can be described using the Hamiltonian (Harris et al. 1973) 

H =- Z AijJiJj- E Di(HiJi)2--RR~B Z BJi' (8) 

where i,j =R, T, A~ is the exchange-coupling parameter, D is the magnetocrystalline 
coupling constant, J is the total moment, and B is the external magnetic field. In this 
case, the energy at T = 0 K can be expressed as 

E i = -(B + Bexch) JRCOS0i -- DJ2cos2(q}i - 0i), (9) 

where the exchange interactions were treated in the molecular field approximation. 0i 
and ¢i represent the angles between the direction of the magnetic field and the magnetic 
moment with respect to the local easy axis, respectively. Neglecting R - R  interactions, 
the exchange field Bexch is given as (Duc 1997) 

Bexch = --ZRTARTSR/~IB, 
with ZRT the number of T-nearest neighbours of  one R atom. 
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The reduced magnetic moment of the lanthanide sublattice m = (Jz)/J can then be 
calculated as 

[ ~/2 

m = cos 0i sin q)i d0i.  
do 

(10) 

With increasing magnetic field, however, the fanning angle of the asperomagnetic 
structure is reduced and saturation can only be reached when the applied field significantly 
exceeds the local anisotropy field (see fig. 9). Practically, for most amorphous R 1 - x T x  

compounds, this limit cannot be reached even in fields up to 30 T. To solve this problem, 
the strengthening of the R-T  exchange field may help. Indeed, as will be presented in 
sect. 5.2, this solution has successfully been applied to the a-(Tb,Dy)(Fe,Co) system, 
where the R-(Fe,Co) exchange energy was thought to exceed both that of R-Fe and that 
of R-Co (Duc et al. 1996, 2000a). 

At T > 0 K, besides the average of the spatial projection (identified with angle brackets), 
one must also take account of the thermal average of the magnetic moment (identified 
by an overline). Thus, the total average lanthanide magnetic moment is 

f ~  fo~, cos 0i sin 0i exp(-Ei/kBT) d0i d~Pi 
JR sinai d0i J0 fo~/~ sin 0i exp(-Ei/kBr)d0i d~Pi 

(11) 

The direction cosine for each lanthanide moment with respect to the field direction is 
expressed as 

fo y~ 
az = sin q~i dq~i f0~w~ cOS2 0i sin 0i exp(-Ei/kB T) d0i d~Pi 

fosvi sin 0i exp(-Ei/kBT)dOi d~Pi 
(12) 

Equations (11) and (12) will be used to discuss the sperimagnetic structure of the 
magnetostrictive Tb-Co alloys in sect. 5.2. 
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5. Giant magnetostrictive thin film materials 

5.1. Thin film systems 

5.1.1. R-Fe thin films 
5.1.1.1. Tb-Fe thin flms. Traditionally, the R-Fe based alloys are thought to be the 
best candidates giving giant magnetostriction in the bulk as well as in film materials. 
The common approach to amorphous R-Fe magnetostrictive thin films is to reduce the 
macroscopic anisotropy to achieve the magnetostriction saturation in low magnetic fields. 
The magnetic and magnetostrictive properties and magnetic anisotropy of the amorphous 
binary Tbl xFex films as a function of the Tb concentration have been the subject of many 
investigations (Forester et al. 1978, Hansen et al. 1989, Hayashi et al. 1993, Quandt 1994a, 
Grundy et al. 1994, Huang et al. 1995, Hernando et al. 1996 and Miyazaki et al. 1997). 
Results of these investigations on the Tb-concentration dependence of the magnetization, 
the easy magnetisation direction (EMD) and the structural behaviours are shown in fig. 10. 
Low saturation magnetisation around x = 0.77 implies the compensation of the subnetwork 
Tb- and Fe-magnetisations. Around this compensation point (0.8 ~ x ~< 0.65), the EMD is 
along the film normal. The existence of this perpendicular anisotropy suggests potentials 
for application as perpendicular magnetic and magneto-optic recording materials. The 
origin of this perpendicular anisotropy, however, is still not well understood. Local 
magnetic anisotropy in the R-T alloys results from the combination of the electrostatic 
interaction between 4f cloud with its electric environment, and the large spin-orbit 
coupling. The 4f-electronic cloud of Tb has the shape of an oblate ellipsoid with magnetic 
moment perpendicular to the equatorial plane. If the macroscopic EMD of the sample is 
along the film normal, the equatorial plane of the 4f cloud has to be preferentially in the 
film plane. Such a configuration should correspond to either an excess of environment 
negative charge along the polar direction or an excess of environment positive charge 
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along the equatorial directions. The EXAFS and magnetic anisotropy studies performed 
by Huang et al. (1995) and Hernando et al. (1996) have suggested that the origin of the 
perpendicular anisotropy in a-TbFe thin films should be the excess of the positive charge 
in the equatorial direction of the 4f cloud. They also show that Tb-Fe bonds mainly lie 
along the in-plane directions for films with x < 0.7, where anisotropy and magnetostriction 
are high and stable. This supports a "point-charge" model for the explanation of the 
structural origin of  the anisotropy. 

Magnetostriction curves measured in magnetic fields up to 0.7T applied parallel 
to the film plane for several a-Tbl-xFex thin films are presented in fig. 11. For all 
samples, except for x = 0.944 which has the bcc-Fe structure, the field dependence of 
the magnetostriction shows a relatively large random anisotropy. The values of the 
magnetostriction in the as-deposited TbFe thin films collected from different sources 
are summarised in fig. 12a,b. Although there is some scatter they show a compositional 
variation of  the magnetostriction, which is very similar to that observed for polycrystalline 
Tb-Fe compounds. A magnetostriction maximum occurs around 0.55 ~< x ~< 0.67. In fact, 
at /~0H=0.7T, the largest magnetostriction of about 480×10 -6 was found at x=0.67 
which corresponds to an alloy of the TbFe2 composition (Miyazaki et al. 1997, see 
fig. 12b). This confirms again the role of the optimal combination of the lanthanide 
concentration and the magnetic ordering temperature (see fig. 7, sect. 4) on the giant 
magnetostriction. The magnetostriction maximum shifts to higher Tb content with 
decreasing the applied magnetic field and a magnetostriction maximum of 220 x 10 6 was 
obtained at x = 0.58 in #0H = 0.1 T. 

The hard magnetostrictive property of the sample with x=0.67 is thought due to 
its perpendicular anisotropy. In order to obtain a soft magnetostrictive behaviour for 
this alloy, attempts to reduce the magnetic anisotropy have been undertaken. Altering 
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the deposition conditions, e.g., by applying a r.f. bias voltage (Quandt 1994a), the 
tensile stress obtained can lead to an in-plane magnetic easy axis and to dramatically 
improved magnetostriction at low fields. Miyazaki et al. (1997), Wada et al. (1997a,b) 
have also succeeded to enhance the low field magnetostriction, however, by varying 
the substrate temperature and the heat treatments. Miyazaki et al. showed that the soft 
magnetostrictive property of the Tb-Fe films can be improved by the heat treatments 
just below the crystallisation temperature (Tx) at about 600 K. With these treatments, 
however, a perpendicular magnetic anisotropy appears in the mixed state of amorphous 
and crystalline structures (see sect. 5.1.1.2, fig. 17). In this case, therefore, the origin 
of the recovery of the soft magnetostrictive behaviour is not due to the reduction of 
perpendicular anisotropy, but the main reason is related to phase segregations (Miyazaki 
et al. 1997). The role of heat treatment, here, is to separate the single amorphous phase in 
the as-deposited state into two Tb-rich and Tb-poor phases before the alloy is crystallised. 
As already mentioned above, the Tb-rich phase is magnetically (and magnetostrictively) 
rather soft. In this state, the weak magnetic character is mainly governed by this Tb- 
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rich phase. With further increase of the annealing temperature, the Tb-rich phase may 
decompose into a TbFe2 Laves-phase and Tb oxides. Also, the Tb-poor phase may 
decompose into a TbFe2 Laves-phase and pure iron and/or its oxides. Therefore, after 
crystallisation, the magnetic and magnetostrictive properties become very hard. From 
X-ray diffraction data, however, only the TbFe2 Laves-phase and Tb oxides were observed 
to occur, see below in the following section. 

The EMD of a magnetostrictive film is directly related to the film's stress. The change 
of the orientation of the film's EMD can be determined by considering the minimum 
of the magnetoelastic energy for an isotropic ferromagnet (du Tr6molet de Lacheisserie 
1993): 

_ 3 ~.sCOS 2 a ,  E m e  - - ~ lY • (13) 

where a is film stress and a is the angle between the directions of the magnetisation and 
of the application of the stress. 

For a material with a given saturation magnetostriction, the EMD depends on the sign 
of the film stress or. Equation (13) implies an in-plane EMD for a positive product o-£s, 
while a negative product results in a perpendicular anisotropy. In the case of positive 
magnetostrictive Tb-based films, tensile stress is required for parallel anisotropy, and 
compressive stress results in a perpendicular anisotropy. The sign and the magnitude of the 
film's stress were controlled by the fabrication conditions (Quandt 1994a), by the thermal 
expansion coefficients of the substrate (Schatz et al. 1994) or by stress annealing (Duc 
et al. 1996). Films deposited on silicon and on titanium substrates show tensile stress of 
about 200 MPa whereas films on CuBe and on stainless steel exhibit compressive stress 
of the same order. 

The different magnetostrictive behaviours were explained by considering the nature 
of the magnetisation processes (Schatz et al. 1994). A spin rotation induces a change 
in magnetisation as well as magnetostriction. This corresponds to the the motion of 
90°-domain walls. A magnetisation caused only by the motion of 180°-domain walls, 
however, cannot lead to any magnetostriction. According to the rotation of the magnetic 
moments out of the easy axis, the magnetostriction as a function of magnetisation and 
magnetic field can be given as (Chikazumi 1964) 

) f i l l ) _  (M(H) '~  2 (14) 

For amorphous alloys described by the random anisotropy model (Cochrane et al. 
1978) as well as for polycrystalline materials, the EMD is isotropically distributed. In 
this case, spin orientation and domain walls are randomly distributed. The magnetisation 
process therefore consists of two steps: (i) the motion of 180°-domain walls leading to 
a magnetisation of Ms~2 without any magnetostriction, and (ii) the rotation of spins into 
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the direction of the applied magnetic field. Instead of eq. (14), the relationship between 
magnetostriction and magnetisation now becomes (Schatz et al. 1994) 

_ (2M(H) ) 3/2 
Z 1 (15) 

Normalised magnetostriction as a function of normalised magnetisation for films with 
perpendicular and parallel anisotropies is plotted in figs. 13a,b. It was derived that the 
films with in-plane anisotropy show high magnetostriction at low fields due to the easy 
rotation of the spins in the isotropic plane even if the motion of 180°-domain walls 
does not contribute to magnetostriction. For the films with perpendicular anisotropy, the 
magnetisation is governed only by rotations into the plane. In contrast to the rotations in 
the isotropic easy plane, these rotations out of the EMD require larger external fields. 

5.1.1.2. (Tb, Dy)-Fe thin films. By assuming that the same local environment in the 
amorphous state is similar to the crystalline one, a further approach to lower the 
remaining anisotropy is by eliminating the fourth-order anisotropy by substitution of 
Tb by Dy (Williams et al. 1994, Wada et al. 1996, 1997a-d, Miyazaki et al. 1997). 
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The well-known composition of the bulk Terfenol-D alloy is Tb0.3Dy0.7Fe2. Recently, 
however, Miyazaki et al. have succeeded to confirm the compensation of the magnetic 
anisotropy in the a-(Tb,Dy)0.42Fe0.s8 thin films also ocurrs at the 3:7 Tb:Dy ratio. 
Room temperature magnetostriction curves for the a-(Tbl-xDyx)0.42Fe0.58 thin films are 
presented in fig. 14. Note that with increasing x the value of ,~ decreases and tends to 
saturate with smaller magnetic field. In addition, the magnetostriction data measured at 
~0H=0.008, 0.05 and 0.7T are plotted as a function o f x  in fig. 15a. At /~0H=0.05 
and 0.7 T, )~ does not decrease monotonically with x but exhibits a broad peak around 
x = 0.7. This concentration dependence of J. is rather similar to that of bulk polycrystalline 
(Tbl _xOyx)Fe2 compounds (see fig. 15b). It indicates the near-zero magnetic anisotropy 
in a film of Terfenol-D composition. The atomic short-range order of sputtered amorphous 
films, thus, can be considered as quite similar to that of crystalline bulk samples 
and the same origin of the magnetic anisotropy as well as magnetostriction can be 
expected for both film and bulk alloys. We will return to this aspect in the discussion 
of a-(Tb,Dy)(Fe,Co) films in sect. 5.1.2.2. 

Effects of the substrate temperature, of the annealing treatment on the microstructure, 
magnetic domains and then on the magnetic and magnetostrictive properties of the 
Terfenol-D films have been investigated by Wada et al. (1997c,d). Their results showed 
that a high magnetostrictive susceptibility (O&/OH) can only be observed in films formed 
at substrate temperaturse below 405 K. In these films, nanocrystalline structures with 
grains below 5 nm were evidenced. The measured hysteresis loops and the observations 
of the magnetic domains in applied magnetic fields seem to indicate a preferential 
perpendicular magnetisation by spin rotations with low anisotropy in these nanocrystalline 
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tent for (a) a-(Tbi_yDyy)o42Fe0.ss films and (b) bulk 
(Tbl_yDyy)o42Fe0.58 alloys. After Miyazaki et al. (1997) 
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films (n-films). The films formed at temperatures between 410K to 600 K were found to 
have grains with a size from 5 nan to 10 nm. It was recently reported by Ried et al. (1998) 
that samples annealed at 600°C for 10 minutes also have grains with a size around 10 nm 
and exhibit an in-plane magnetostriction of 860× 10 -6. For these grown polycrystalline 
films (p-films), however, the results suggested that the magnetisation is governed by 
the motion of domain walls at low magnetic fields. The change in the normalised in- 
plane magnetostriction )~ll/)~s as a function of the normalised magnetisation of these 
films is plotted in fig. 16. It can be seen that at low magnetic fields, the n-film shows 
a much higher magnetostrictive response to the magnetisation than the grown p-film. 
The parabolic dependence of the in-plane magnetostriction on in-plane magnetisation 
observed for the n-film is in good agreement with the as-mentioned arguments and with 
the experimental results for the motion of 90 ° domain walls, i.e., the rotation of spins with 
perpendicular anisotropy into the plane (see also eq. 14 and fig. 13a). For the p-film, 
almost no magnetostriction takes place up to M/Mmax = 0.2. This behaviour seems to 
be the case, and was described by Schatz et al. (1994) (see also eq. 15), for random 
distributions of spins. 
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The appearance of a perpendicular anisotropy in the mixed state of both amorphous and 
crystalline structure, where the magnetostriction becomes hard was reported by Miyazaki 
et al. (1997) for the (Tb0.3Dy0.7)0.33Fe0.67 films fabricated above 673K (400°C) (see 
fig. 17). Study of the thermal stability and the reproducibility of those films was also 
carried out. For films prepared with substrate temperatures above 673 K (400°C), the 
magnetostriction changes remarkably after 3 months. This is due to aging effects, which 
lead to the formation of the Laves phase (Tb,Dy)Fe2 compound. 

5.1.1.3. Sm-Fe thin films. A negative magnetostriction was actually observed in 
amorphous Sm-Fe thin films (Hayashi et al. 1993, Honda et al. 1993, 1994). For 
these films, the room-temperature magnetostriction increases rapidly in low fields due 
to the in-plane anisotropy. The maximum absolute )~-values of about 250-300x 10 .6 
at 0.1T and 300-400×10 6 at 1.6T were obtained on films with 30-40at.% Sm. 
Honda et al. (1994) have used these magnetostrictive films for the fabrication of 
trimorph TbFe/polyimide/SmFe cantilevers (see fig. 43a, below). Applying a bias voltage, 
it was again possible to alter the stress state to tensile stress, which resulted in a 
perpendicular anisotropy due to the negative but increased saturation magnetostriction 
(Quandt 1997). In contrast to Tb-Fe films, crystallisation of Sm-Fe films does not 
result in a higher saturation magnetostriction, but only the hysteresis was found to be 
significantly increased. Boron added to the SmFe2 alloy improves the formability of 
the amorphous state, reduces the local magnetic anisotropy energy (Polk 1972) and, 
thus, can enhance the low-field magnetostriction. This was examined by Kim (1993) 
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on the dc-sputtered (SmFe2)100 xBx system with a thickness of 0.3mm. In these 
alloys, the saturation magnetisation decreases with increasing x, whereas the saturation 
magnetostriction significantly increases. The highest saturation magnetostriction of 
-670×10 6 at 1.0T with an effective magnetostriction o f - 4 9 0 x 1 0  -6 at 0.03T can 
be obtained for the a-(SmFez)99.26B0.74 alloy. A similar result was also reported for 
amorphous bulk (Sm,Tb)Fez-B alloys (Fujimori et al. 1993, Shima et al. 1997). 

5.1.2. R-Co thin films 
5.1.2.1. Tb-Co and (T-b, Dy)-Co thin films. The magnetostriction of a-Tbl xCox 
(0.78 ~> x ~> 0.38) thin films was studied intensively by 13etz et al. (1999) (see also Givord 
et al. 1995, Betz 1997). These alloys are ferrimagnets. Their Curie temperatures are 
above room temperature for x ~> 0.62. For x ~ 0.67, Tc reaches approximately 500 K 
which is already higher than that of the a-TbFe2. Room-temperature magnetostriction is 
shown fig. 18 for several a-Tbl-xCox films. The magnetostriction is always positive. The 
compositional variation of magnetostriction is shown in fig. 19. It is clearly seen that the 
magnetostriction increases rapidly with the increasing Co content when the films become 
magnetic at room temperature and reaches a maximum around x = 0.71 (bl] = 20 MPa, 
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Fig. 18. Room-temperature magneto- 
striction for several a-Tb~ xCO x alloys. 
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b 'I'2 = 23.5 MPa under #0H = 1.9 T which corresponds to ~11 = 320 × 10 6, ~ ' / , 2  = 400 × 10 - 6  

assuming Ef = 80 GPa and vf = 0.3). For comparison, the magnetostriction results for 
a-TbFe measured at a field of  1.6T by Hayashi et al. (1993) are also included in the 
same fig. 19. These early published results were corrected by multiplying a corrected- 
term (1 - %)/(1 + vs) for the use of the former Klokholm's formula (Betz 1997, Betz et al. 
1999). It is also meaningful to consider the magnetostrictive susceptibility Ob/OH (and/or 
O3./OH), which is of significance for applications. For the films under consideration, at 
low applied magnetic field, however, the magnetostrictive susceptibility is maximum for 
x = 0.65. The fact that b v,2 is larger for the a-Tb-Co system than for a-Tb-Fe is probably 
due, on the one hand, to the higher Tb-Co exchange energies for the Tb42o films even 
though the Co moments are smaller than those of Fe. So the higher values of b v,2 can 
be explained by the ferromagnetic Co-Co interactions which increase the magnetoelastic 
coupling. On the other hand, it may be caused by the ordering temperature, which is higher 
in the case of a-Tb-Co. Betz et al. (1999) thus have succeeded to show the similarity of 
the compositional variation of the magnetostriction in both a-TbFe and a-TbCo alloys and 
opened up a promising series of  magnetostrictive alloys for potential applications. 

A biaxial anisotropy, which is characterised by the linear part between the saturation 
and the hysteresis in the magnetisation loops was observed for as-deposited Tb-Co films. 
This is due to the competition of the in-plane and the perpendicular anisotropy. As the 
observed stresses are compressive and the magnetostriction of a-TbCo is positive, the 
anisotropy tends to create an EMD along the film normal. In this case, however, the 
biaxial anisotropy still appears because the stresses is not strong enough to dominate the 
demagnetisation field. Within the biaxial anisotropy model and combining the eqs. (7) 
and (13), Betz et al. (1999) have deduced the stresses in a-TbCo films. Logically, a 
decrease of ~r as a function of the film thickness (t) (a roughly 1/t dependence, but with 
a high initial stress) was found (fig. 20). If the in-plane stresses were isotropic, then only 
a perpendicular component would be generated by this mechanism. We know, however, 
that the stress is rather inhomogenous - perhaps due to the substrate clamping during the 
deposition. This stress creates also an anisotropy between the different directions in the 
film plane (see also Takagi et al. 1979). 

The comparison between bll()~ll ) and b±(;~±) indicates clearly the anisotropy state 
of the sample. If the zero-field state is fully isotropic, then bll = -2b± ,  and if it is 
isotropic in the plane, then bll = -b± .  For a well-defined in-plane uniaxial system, 
which is usually perpendicular to the sample length in the experimental set-ups (Duc 
et al. 1996, Betz 1997), magnetisation reversal under a field applied along the easy 
axis, occurs by the displacement of the 180°-domain walls. Neglecting the domain- 
wall contributions, no magnetostriction is associated with this process. Thus, b± should 
be zero and bll =b ~,2. Figures 21a,b show the magnetostriction for the if-sputtered 
Tb0.27Dy0.73(Co0.83Fe0.17)2 and Tb0.27Dy0.73Fe2 films. Here we see that for the as- 
deposited Tbo.27Dyo.73(eoo.83Feo.17)2, bll ~ - b ±  indicating an in-plane isotropy, whereas 
the as-deposited Tb0.27Dy0.73Fe2 has already a certain initial anisotropy evidenced by 
b± =-0.12bll. After field annealing at 250°C, opposite effects are observed: bll increases 
and b± is significantly reduced (b± =0.25bll , see fig. 21a), i.e., a well-defined in-plane, 
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uniaxial anisotropy is created for Yb0.27Dy0.73(Co0.83Fe0.17)2, whereas the sample becomes 
in-plane isotropic for Tb0.27Dy0.73Fe2 (b N = - b ± ,  fig. 21b). This effect will be analysed in 
more detail in sect. 5.1.2.2. Annealing effects under magnetic field, thus, are interesting 
not only to relax the film stresses but also to create a uniaxial anisotropy in the Tb-  
Co films. In the case of  R-Fe films, however, only the first effect plays a role. This effect 
increases b v,2 in R-Fe films, however, it is not so interesting for applications as R-Co, 
where the magnetostrictive properties are mainly improved in the preferential direction. 
Field-annealing effects in the (Tb,Dy)(Fe,Co) systems will be discussed in sect. 5.1.2.2. 

The maximum magnetostriction found in the amorphous state for both Tb-Fe and 
Tb-Co alloys is much lower than in the crystalline state. There are three reasons to 
be considered for this difference. (i) The structure is not the same in the crystalline 
and the amorphous state. Nevertheless, it is often argued that the local environment in 
the amorphous state is reminiscent of  that found in the crystalline one. As a starting 
point for the discussion, differences in the local environment can be neglected. The 
measured differences in magnetostriction between the crystalline and amorphous states 
might then be attributed to the facts that (ii) some compositions have a lower ordering 
temperature in the amorphous state which means that the magnetocrystalline anisotropy 
and so the magnetoelastic coupling coefficient is lower, and (iii) the sperimagnetic 
arrangement of  the Tb-moment in the amorphous case gives rise to a distribution of the 
Tb-moments which lower the projected magnetisation and magnetostriction. In order to 
verify the latter argument, Betz (1997) has compared the mean Tb-magnetic moment 
in the a-Tbl_xCox and c-Tbl_xCox alloys and determined the variation of the low- 
temperature Tb-sperimagnetic cone angle 0 as shown in fig. 22. This result is comparable 
with that published in the literature (Cochrane et al. 1978, Danh et al. 1998). 
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In general, the lanthanide saturation magnetisation can be calculated by applying 
eq. (11) and the magnetostriction of a sperimagnetic system can be evaluated by using 
the expression 

= 1),  ( 1 6 )  

where ;~iYn 2 is an intrinsic magnetoelastic coupling coefficient of the corresponding 
collinear ferrimagnet and a~ is the direction cosine for each lanthanide moment with 
respect to the field direction, which was already introduced in sect. 4 (see eq. 12). In fact, 
Betz (1997) has succeeded to calculate the magnetisation Ms and magnetostriction )~v' 2 
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at 300 K for a-Tbl-xCox alloys. Although there is still a deviation between the calculated 
and experimental results, their approach is important to understand the influence of the 
sperimagnetic structure on the magnetostriction. 

5.1.2.2. (Tbo.27Dyo.73)(Fel xCox)2 thin films. Up until now the optimisation of the 
magnetostriction in thin films was focussed on the lanthanide concentration and on 
the internal stresses. One of the crucial ways to obtain a larger magnetostriction at 
room temperature, however, as mentioned in the preceeding section, is to enhance the 
lanthanide magnetisation by increasing the ordering temperature and by diminishing 
the sperimagnetic cone angle. For these attempts, Duc et al. (1996) have succeeded 
by substituting Co for Fe in the a-R-(Fe,Co) alloys. The simple arguments were that, 
in general, R-Fe exchange energies are larger than the equivalent R-Co interaction 
energies (Liu et al. 1994, Duc 1997). This arises from the fact that the Fe moment is 
significantly larger than the Co one, while the R-T  intersublattice exchange constant 
is approximately the same for T=Fe  and Co. Fortunately, the T - T  interactions tend 
to be stronger in (Fe,Co)- than in either Fe- or Co-based alloys (Gavigan et al. 1988). 
This results in an increase of  Tc for a given R:T ratio. The stronger R-FeCo exchange 
energies should then lead to a closing of the sperimagnetic cone angle and thus to an 
enhancement of  the magnetostriction. Duc et al. (1996) have started a study on the 
(Tb0.27Dy0.73)(Fe~-xCox)2 system, in which the Tb:Dy ratio of  1:2.7 was fixed as the 
same as that of  Terfenol-D. At low temperature, all these as-deposited compounds of 
the composition (Tb0.27Dy073)(Fel-xCox)2 are magnetically rather hard. The coercive 
fields reach their highest value of 3.4 T for x = 0 then decrease rapidly with increasing 
Co concentration down to about 0.5T for 0.67 ~<x ~< 1.0. At 4.2K, the high-field 
magnetic susceptibility 0(hf) shows a minimum and the saturation magnetisation exhibits 
a maximum at x = 0.47 (see fig. 23). This compositional variation of Ms is in contrast to 
the behaviour observed for the corresponding crystalline alloys where Ms always shows a 
minimum in the middle of  the composition range due to the enhancement of the 3d(Fe,Co) 
magnetic moment. In the amorphous case, however, an increase in M3d will close the 
sperimagnetic cone. The maximum observed at x = 0.47 reflects that, at low temperatures, 
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Fig. 24. Hysteresis loops for T b 0 . 2 7 D y 0 . 7 3 C o 2  

thin film: (1) as-deposited; (2,3) annealed 
at 250°C along (2) induced easy axis and 
(3) hard axis. After Duc et al. (2000a). 

the enhancement o f  M3d is smaller than the associated increase in (MTb). The observed 
minimum o f  Xhf also confirms the above arguments. At  room temperature, the films 
become magnetically rather soft. The strongest coercive field (of  0.015 T only) is found at 
x = 0.63. The room-temperature spontaneous magnetisation Ms ,  however, is independent 
o f  the Co-concentration (see fig. 23). 

Samples were annealed at temperatures between 4 2 5 K  and 525K in an applied 
magnetic field o f  2.2 T. The magnetic hysteresis loops before and after annealing are 
presented in fig. 24 for x = 1. For the as-deposited samples, the magnetisation reversal 
process is progressive and isotropic with rather large coercive field. This property is often 
observed in sperimagnetic systems where domains o f  correlated moments are formed due 
to the competi t ion between exchange interactions and random local anisotropy. These 
domains, termed Imry and Ma domains (Imry and Ma 1975, Boucher et al. 1979), are 
oriented more or less at random in zero field but can be reoriented relatively easily under 
applied field. After  annealing, there are a number of  clear differences in the magnetisation 
process. Firstly, the coercive field is strongly reduced, e.g., after annealing at 525 K, g0Hc 
is less than 0.002 T. Secondly, for x = 1.0, there is now a well defined easy axis with an 
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increased low-field susceptibility. These properties are characteristic of systems which 
show uniaxial anisotropy. That such anisotropy is induced by annealing, suggests that 
a process of single ion directional ordering (N6el 1953) has occurred, in which there 
is a local reorientation of the Tb easy axis along the field direction. The composition 
dependence of the uniaxial anisotropy is, however, more complex and will be discussed 
further in connection with the magnetostriction data. Finally, the field annealing also 
causes a reduction in Xhf, indicating that the cone distribution of the Tb moments is 
somewhat closed. 

Different field-annealing effects on the magnetostriction of the two amorphous Fe- 
rich and Co-rich (Tb,Dy)(Fe,Co)2 films were shown in fig. 21 (sect. 5.2.1.1). These 
differences are evident across the whole composition range as summarised in fig. 25. 
For the Co-rich alloys, bll increases significantly after annealing while b v,2 remains 
virtually unchanged. For the Fe-rich alloys we see the opposite effect, b v,2 increases 
significantly after annealing while bll remains virtually unchanged. The increase in b Y'2 
may be associated to the decrease of the saturation field after annealing. In fact, the 
largest magnetostriction of )d'2=480x 10 .6 and ~11 =250× 10 6 is found in the middle 
of the composition range (at x = 0.47) and it can be obtained in rather low applied 
magnetic-field of 0.06 T. Note that, due to the replacing Fe by Co the ordering temperature 
in the c-Tb(Fel_xCox)2 was increased but no enhancement of magnetostriction was 
observed (Dwight and Kimball 1974 and Belov et al. 1975). At present, the increase 
of magnetostriction is considered as originating from the close of the sperimagnetic cone 
angle due to the enhancement in M3d in the substituted a-R(Fe,Co)2 alloys. The analysis 
is as follows. Introducing bi~'n~ = 127 MPa, the room temperature value of b ¥'2 in isotropic 
polycrystalline (Tb0.zTDy0.73)Fe2 (du Tr6molet de Lacheisserie, private communication) 
into eq. (16) and assuming an uniform probability distribution of the easy axes within a 
cone, the sperimagnetic cone angle 0 can be deduced from the obtained magnetostriction 
data. In this case, it gives values of between 48 ° and 53 ° which are typical of those reported 
in the literature (Coey et al. 1981, Hansen 1991, Danh et al. 1998). This variation in 0 
implies that there is a variation in the average (Tb,Dy) moment as a function ofx.  Using 
M(Tb,Dy) =7.27/~B, the room-temperature value for (Tb0.27Dy0.v3)Fe2 (Clark 1980), one 
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can deduce (MTbDy} = M(TbDy)(aZ),  as a function of x, and this is plotted in fig. 26. From 
the measured magnetisation data, the value of M3d as a fimction ofx  can also be evaluated 
(see also fig. 26). Clearly, a similar composition dependence of M3d as observed in the 
crystalline R-(Fe,Co) alloys is found and a maximum is reached for x = 0.47 where there 
is sufficient Co to ensure good ferromagnetic T-T  coupling as well as sufficient Fe giving 
the larger magnetic moment. 

Figure 27 shows the variation of bll/b± as a function of Co concentration. It clearly 
indicates a systematic variation of the anisotropy before and after annealing when going 
from the Co-poor alloy to the Co-rich one. The ratio of  bll/b± decreases indicating that 
the initial as-deposited uniaxial anisotropy is destroyed with increasing Co content in 
the films, whereas its increase indicates that the induced uniaxial anisotropy becomes 
better defined after annealing. These differing anisotropies seen in the as-deposited state 
are more difficult to account for precisely, but it has often been noted that Fe-based RT- 
compounds have an opposite anisotropy state compared to their Co-based counterpart 
(Thuy et al. 1988). The differences in the effects of annealing under a magnetic field, 
however, may be accounted for as follows. During the annealing process, it is the local 
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internal molecular field that is responsible for the reorientation of the R-moments. The 
external field merely saturates the material in a given direction. For Fe-rich alloys, the 
sperimagnetic nature of  the Fe sublattice distribution is conveyed to the R sublattice and 
gives no net anisotropy. In Co-rich alloys, however, the strongly ferromagnetically coupled 
Co sublattice is well ordered and its molecular field acts to orient the R sublattice in one 
direction, giving rise to the observed uniaxial anisotropy. This variation in anisotropy 
was illustrated by associating the field dependence of the magnetostriction with different 
types of the magnetisation process as already mentioned in sect. 5.1.1.2 (i.e., eqs. 14 
and 15). The results of  this analysis are presented in fig. 28. The experimental data for 
the (Tb,Dy)Fez film are well described by eq. (15) for the case where the motion of 
180°-domain walls leads to a magnetisation of M0 =Mma×/2 without any contribution 
to magnetostriction. With increasing Co concentration, ~/~max VS. M/Mmax curves shift 
towards the line described by eq. (14). This further confirms that the Co substitution is 
advantageous to the creation of a well-defined easy axis in this system. 

It is well known that the substitution of Dy for Tb gives rise to the increase of the 
magnetostriction at low magnetic fields through the reduction of the saturation field. 
However, it is also accompanied by a reduction of the saturation magnetostriction. The 
Co substitution in the R-(Fe,Co) alloys, coupled with the effects of field annealing, results 
in an enhancement of  both the low-field and saturation magnetostriction. Thus, it shows 
a possibility to enhance the magnetostriction in this type of alloys by increasing the Tb 
concentration. Indeed, a record giant magnetostriction of )y,2 = 1020 x 10 -6 at/~0H = 1.8 T 
with )~ll = 585 x 10 -6 at/~0H = 0.1 T in a-Tb(Fe0.45 Co0.55)2.1. This will be discussed below. 

5.1.2.3. (Tbl xDyx)(Feo.45CooAs)2.1 thin films. Figure 29 shows the field dependence 
of the magnetostriction for a-Tb(Fe0.45Co0.55)2.1 (Duc et al. 1996). Here we see that 
a magnetostriction of jr,2 (= 3.11 _ )~±) = 800 x 10 -6 at 1.8 T is already observed for the 

1 as-deposited film. In this state, b± = ~bl[, indicating a certain initial anisotropy. After 
annealing, b H increases and b± is significantly reduced (in absolute magnitude) in 
agreement with the fact that the easy axis becomes better defined. In addition, it is 
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important to note that b ¥'2 actually increases after annealing at 250°C leading to the very 
large magnetoelastic coupling coefficient of 60 MPa (i.e., ~v,2= 1020 × 10 -6) at saturation. 
This result is particularly interesting as the magnetostriction was almost completely 
developed at only 0.3 T. In comparison, the magnetostriction of Tb0.32(Fe0.45Co0.55)0.68 

and Tb0.32Co0.68 is presented in fig. 30. Clearly, the Fe substitution increases the 
magnetostriction by a factor of 2. The temperature dependence of the magnetostriction is 
shown in fig. 31 for the Tb0.36(Fe0.50o0.5)0.64 film. The magnetostriction decreases linearly 
with increasing temperature up to the ordering temperature which is about 423 K. 

Figure 32 presents low-field magnetostriction data for a-(Tbl xDyx)(Fe0.45Co0.55)2 
thin films with different Tb/Dy ratios after annealing at 250°C. It exhibits obviously a 
decrease in the magnetostriction and saturation field with increasing Dy content but with 
a maximum in the initial magnetostrictive susceptibility for x = 0.73 as observed in other 
Terfenol-D based alloys. As shown in fig. 33, the ratio bll/b± has also a minimum for this 
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composition, implying that the anisotropy is then less well defined. In the same figure, 
the anisotropy constants K deduced from the magnet•sat•on measurements are plotted. 
Here, we see a partial anisotropy compensation for x = 0.73 as found for crystalline 
(Tb0.27Dy0.v3)Fe2. This indicates that even in amorphous samples, in which the uniaxial 
K2 terms are expected to dominate due to the local distortions from cubic symmetry, there 
is still a significant contribution from the / (4  cubic anisotropy terms. It is interesting to 
contrast this with the numerical simulations for a-TbFe2 which have shown that the fourth- 
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order anisotropy energy per atom was an order of magnitude smaller than the second- 
order anisotropy energy per atom albeit the fourth-order term was of the same order of 
magnitude as in the crystalline TbFe2 Laves-phase (Kaneyoshi 1984). The present result 
implies that K 4  tends to be larger than expected and the local environment is reminiscent 
of that in the cubic Laves phase. 

5.1.2.4. Sm-Co thinfilms. A comparison of the magnetostriction of Sm-Co and Tb-Co 
systems is shown in fig. 34 for Sm0.37Co0.63 and Tb0.36Co0.64.  The Sm-Co alloy shows a 
comparable behaviour as the Tb-Co one but with the opposite and a somewhat smaller 
magnetostriction in absolute value. In addition, the Sm-Co alloy is magnetically harder 
than Tb-Co: its magnetostriction saturates around 0.3 T and the coercive field is about 
0.03 T. The high-field magnetostrictive susceptibility, however, is smaller in the case of 
Sin-Co. It is particularly interesting to compare the Stevens factors, aj(O°2), of these 
two alloys with the observed magnetostriction. The values of ay(O °) are +41.3×10 2 
and -66.6×10 -2 and the values of b y'2 at 300K are +11.0 and -18.3MPa for the 
corresponding Sm-Co and Tb-Co films, respectively. One finds that the ratio between 
the operators is comparable with that between the two magnetoelastic coefficients: 
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aj <O02>TbC°/aJ <O20} SmC° : 1.61 a n d  b~bC°/b~ mC° = 1.67. A few amorphous Sm-Co 

alloys have also been studied by Quandt (1994b). A (negative) magnetostriction somewhat 
smaller (by 30-50%) than that of Tb-based alloys have been confirmed. 

5.2. Giant magnetostrictive spring-magnet-type multilayers 

Up to now, the giant magnetostrictive material research has been based on R-T 
homogeneous alloys. For these alloys, as already described in the sect. 5.1, attempts 
to reduce the driving fields required for giant magnetostriction are concentrated around 
techniques for reducing the macroscopic anisotropy, e.g., to control the Tb:Dy ratio 
in order to achieve compensation of fourth order anisotropy, to use amorphous or 
nanocrystalline materials to reduce anisotropy, etc. Furthermore, the saturation field Hs 
can be reduced by increasing the saturation magnetisation Ms, instead of decreasing 
anisotropy constant K, as Hs =K/2Ms. For a given R concentration, which is optimised 
on the point of view of giant magnetostriction, e.g., at the 1:2 R:T ratio, the possibility 
to increase the T-sublattice magnetisation by substitution, for instance, will increase 
slightly the total magnetisation in the R-  alloys with R = light lanthanide. This, however, 
will reduce the total magnetisation in the alloys with a heavy lanthanide (due to the 
ferrimagnetic nature). An increase in the R concentration can increase Ms, however, this 
results in a lowering of the ordering temperature. Thus, it is difficult to see how Ms can 
be notably increased using homogeneous R-T alloys. This, however, can be achieved by 
combining two different magnetic materials using a similar approach those developed for 
the permanent "spring magnets". For the spring magnets, one matches a material which 
has a high magnetisation with another which possesses a strong coercive field. These 
two materials are coupled magnetically. Here, multilayers are fabricated by combining 
also two different materials, one with a large room-temperature magnetostriction (like, 
e.g., a-Tb-(T,T') alloys, T,T t= Fe, Co) and the other magnetically soft and with a high 
magnetisation (like, for example, (T,T ~) alloys). The structure of this spring-magnet type 
multilayer is illustrated in fig. 35. The thickness of these layers must be enough for 
magnetic coupling but they must be thinner than the magnetic exchange length, for which 
domain walls cannot be formed at the interfaces, i.e., it should range between 1 nm to 
20nm (Givord et al. 1993, 1996, Wfichner et al. 1995, see also sect. 5.3). In this state, the 
3d-3d exchange interactions ensure that parallel coupling of the (T, Tt)-magnetic moments 
persists throughout the entire thickness of multilayers. Without creating domain walls at 
the interfaces, the multilayer behaves as a unique material. Then, magnetisation processes 

Magnetic moments Magnetisation 

number of 
periods n 

Fig. 35. Schematic of "spring magnet" type giant 
magnetostriction multilayers. 
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result from the average of the magnetic characteristics of each individual layer. Assuming 
that the 3d-3d exchange interactions are infinite and the interracial magnetic anisotropy 
is neglected, it is possible to calculate the magnetisation, anisotropy and magnetostriction 
of the multilayers from the corresponding values of the simple alloys and the individual 
Yb-T (tTb) and T (tT) layer-thicknesses as follows (Betz 1997) 

MTtT - MybtTb 
(M} - , (17) 

t~ + tTb 

KTtT + KTbtTb 
( I ¢ 5  - , (18) 

tv + t ~  

(b,,2) : (b"2)Tt  + (b"2) b (19) 
tz  + t ~  

In the as-deposited composite Tb-T/T and Tb-(T,T~)/(T,T/) multilayers, Tb-based 
layers were formed in the amorphous state while T or (T,T') layers were found to 
be nanocrystalline with a mean grain size being equal to the layer thickness (Quandt 
and Ludwig 1997). In spite of the compressive stress, these multilayers exhibit an in- 
plane EMD. Magnetisation of the TbFe/Fe and TbFe/FeCo multilayer series as a function 
of the transition-metal sublayer-thickness is presented in fig. 36 (Quandt and Ludwig 
1997, Quandt et al. 1997a,b). The experimental data can be compared with the theoretical 
one for spring-magnet-type multilayers by considering either the parallel and antiparallel 
coupling between the Tb-Fe and the T layers. As seen in fig. 36 the agreement between 
the experimental data and the theoretical calculations strongly support the antiparallel 
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coupling of the magnetisation of the layers due to the dominating Tb moments in the 
ferrimagnetic TbFe layers and to the parallel coupling of the (T, Tr) - and Fe-magnetic 
moments throughout the entire thickness of multilayers. The in-plane magnetisation loops 
of a Tb0.4Fe0.6(4.5 nm)/Fe(6.5 nm) multilayer which was annealed at 280°C is plotted in 
fig. 37 together with the corresponding loop of a giant-magnetostrictive TbFe single- 
layer film. It reveals the strong increase of magnetisation of the multilayer film combined 
with the reduced but (non-neglectable) hysteresis and saturation field. Figures 38 and 39 
show the magnetostrictive hysteresis loops of the TbFe/Fe and TbFe/FeCo multilayers, 
respectively. For both multilayer systems, high saturation magnetoelastic coefficients ,U ,2 
(= 2~11 - "~±) of 29 MPa (TbFe/Fe) and 42 MPa (TbFe/FeCo) were obtained at field as low 
as 20 mT. Unfortunately, these saturation magnetostriction values are still lower than those 
of the best TbFeCo single-layer films and also the uniaxial easy axis does not seem to be 
well established in these systems. The magnetostriction improved in TbFe/FeCo compared 
to TbFe/Fe multilayers is due to the magnetostrictive contribution of the FeCo layers, 
which exhibits a saturation magnetostriction exceeding 100× 10 .6 (Quandt and Ludwig 
1997, Betz 1997). This may imply that the exchange field and the annealing effects are 
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not effective in closing the Tb sperimagnetic cone angle in these multilayers as in the 
single layer films. The reason may be associated to the antiparallel orientation between 
the dominant magnetisation of the sample and the magnetisation of Tb, which creates a 
rather strong demagnetisation field in the Tb subsystem. This demagnetisation field opens 
the sperimagnetic cone, leading to the decrease of the magnetoelasticity. During field 
annealing, the Tb moments remain antiparallel with the applied field. The Tb moments 
are thus dispersed (instead of aligned). In order to avoid this antiparallel ordering, one 
can use a light lanthanide element, for example Sm. At present, however, the question is 
still open. 

The magnetostriction of the multilayers is found to change as the thickness t of  the 
magnetic layer is changed (Zuberek et al. 1987, 1988, Awano et al. 1988, Dirne and 
Denissen 1989, Nagi et al. 1988). The changes in the magnetoelastic properties have 
been attributed to magnetostrictive strains which are localised at the interface. These 
strains lead to the linear variation of the effective magnetostriction with the inverse 
layer thickness t -l. Such magnetostrictive effects are called "surface magnetostriction" 
(Szymczak et al. 1988). In addition, it is often claimed that the changes in elastic 
and magnetoelastic properties of multilayers are due to the presence of interdiffusion 
layers which are formed at the interfaces. In many multilayers as well as in the 
magnetostrictive multilayers under consideration, the interface diffusion and considerable 
surface anisotropy and magnetostriction have been neglected. For Gd/Fe multilayers, 
however, a surfaciat magnetostriction ()-~r) of 10.2x10 -6 which is larger than the 
observed bulk magnetostriction ()Lbulk = 6.5 × 10 6) has been found (Zuberek et al. 1995). 
In fact, investigations on the SmFeB/TbFeB multilayers have shown that the strain 
and stress are transferred effectively at the interface (Shima et al. 1997). In these 
SmFeB/TbFeB multilayers, magnetostriction was varied with ratio of each layer thickness 
and it was found that the magnetostriction is sensitively affected by Young's modulus, 
Poisson ratio and the thickness of the constituent layers. From a better understanding 
of the nature of interfaces, we can expect better performance of these magnetostrictive 
materials. 
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5.3. Magnetostriction of R-T sandwich films 

Sandwich films of the type RT/WT/RT made by stacking coupled layers with a typical 
thickness of 100 nm have been intensively studied at Louis N6el Laboratory in Grenoble, 
France in the last decade (Dieny et al. 1990, 1991, Givord et al. 1993, 1996, Wtichner et al. 
1995). Because properties such as magnetisation or anisotropy differ from one layer to 
the next, the reversal of the magnetisation in each layer occurs at the different value of the 
coercive field. When the reversal takes place in a given layer but not in the adjacent one, 
a domain wall will be formed at the interface between the layers, in order to minimise 
the exchange energy. Such a domain wall has the particular feature of extending over 
the whole film surface and it was referred to as an extended domain wall (EDW). In 
these systems the magnetostriction, which is fundamentally different to that observed in 
the above mentioned multilayers, is associated with the creation of this domain wall. 
Magnetostriction associated with domain wall formation has been known for a long time 
as due to the progressive rotation of magnetic moments making up the domain wall. 
Normally, this effect is small since the volume occupied by the domain wall is always 
quite small and it contributes to the magnetostriction measured along the easy axis. In the 
systems with EDWs, however, the domain wall can occupy an extremely large fraction 
of the total volume of the sample. 

The effects of EDW formation were investigated on the sandwiches consisting of Nd-  
Co/Tb-Co/Nd-Co (system 1) and Tb-Co/Nd-Co/Tb-Co (system 2), in which the uniaxial 
easy axis was well created by field annealing at 150°C and the Tb magnetic moment 
is dominant in the Tb-Co layers at room temperature (Givord et al. 1996, Betz 1997). 
In order to better understand the magnetisation process, the coupling between one pair 
of layers was suppressed by a thin oxide layer at the interface. The configuration of 
magnetisation and of the magnetic moments in zero-magnetic field is illustrated in fig. 40a 
for the sandwich system 2. 

Magnetostriction of the sandwich Tb-Co/Nd-Co/Tb-Co system is shown in fig. 41. 
While the high-field magnetostriction exhibits the similar behaviour as observed in 
the single Tb-Co layer films, the low-field magnetostriction measured along the easy 
axis shows a rather complex field dependence with magnetostriction anomalies and, in 
particular, extremely large magnetostrictive susceptibilities. (In the Nd-Co/Tb-Co/Nd- 
Co sandwich system, a magnetostrictive susceptibility (Ob/Ot~oH) of 556MPa/T was 
observed even at g0H = 2 mT). The magnetisation loop at room temperature is shown 
in fig. 42. for the sandwich Tb-Co/Nd-Co/Tb-Co system. Starting from the high-field 
state, where the magnetisation of the system is well saturated in the applied field direction, 
we see that the Co moments between layers are antiparallelly coupled and an EDW is 
formed at the coupled interface (fig. 40b). As the field decreases, a (positive) critical 
field (of 8.5 mT) is reached, where the EDW at the Nd-Co/Tb-Co coupled interface is 
suppressed by the reversal of the moment in the Nd-Co layer (fig. 40c). The reversal of 
the uncoupled TbCo layer occurrs at -46  mT, and, finally, for the coupled TbCo at a higher 
field o f - 9 6  mT due to the re-creation of an EDW (figs. 40d, e). Taking into account these 
demagnetisation processes, the field dependence of the magnetostriction measured along 
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the easy direction can be understood as follows. At saturation, the magnetostriction (which 
can be either positive or negative) is maximum. As the field is reduced from saturation, 
the magnetostriction decreases as the EDW becomes larger. At around 8.5 mT, the EDW 
is destroyed. This is associated with the Tb moments being better aligned along the field, 
and a large change in magnetostriction is observed. When the external field changes its 
direction, the cone of Tb moments being opposite to the applied magnetic field opens 
up, leading to the observed decrease of the magnetostriction. At the coercive field for 
reversal of the magnetisation in the uncoupled TbCo layer (--46 roT), a discontinuity in 
the magnetostriction takes place since these Tb moments become more aligned along 
the applied field. Further variation of the field makes the coupled TbCo layer again 



GIANT MAGNETOSTRICTION IN R-T  THIN FILMS 43 

c o  

0.0 

-0.5 

-1.0 

-1.5 r 
- 0 . 3  

i 

Tb-Co/Nd-Co/Tb-Co 
300 K 

I ' 1 5  ' I , ' ' 

 otf-- 
= s ~-/ h.d.  

- 0.15 0 0 . 1 5  0 . 3  

~oH (T) 

Fig. 41. Magnetostrictive hysteresis loops of  
a sandwich Tb-Co/Nd-Co/Tb-Co system at 
300K. After Givord et al. (1995). 

0 . 0 1 5  

0 . 0 1 0  

0 . 0 0 5  
E 
( J  

--, o . o o o  
E 

-0.005 

- 0 , 0 1 0  

i 

; Tb-Co/Nd-Co/Tb-Co 
300 K 

i 

U -  
Y 

- 0 . 015  , , , , I , , , , 

- 0 . 2  - 0.1 

, i t , 1 , , , ,  

0 . I  0 . 2  

poll (T )  

Fig. 42. Magnetic hysteresis loops of a 
sandwich Tb-Co/Nd-Co/Tb-Co system at 
300K. After Givord et al. (1995). 

more disordered. Finally, at -95  mT the EDW is re-created with an sudden increase 
of the disorder in the magnetic configuration giving rise to a large transition in the 
magnetostriction. 

The sandwich system is a composite material, which gives evidence for the magneto- 
striction of the domain wall. These systems are not optimised in magnetostriction. Only 
their high magnetostrictive susceptibility is interesting. 

6. Potential  applicat ions o f  magnetostr ict ive  microsys tems  

Technical aspects and potential applications of magnetostrictive materials have been 
presented by du Tr6molet de Lacheisserie (1993). Different kinds of magnetostrictive 
devices based on Terfenol-D were recently reviewed by Zhu et al. (1997) and Claeyssen 
et al. (1997). Today, interest is mounting in physical micro-systems of reduced 
dimensions, typically between 10 and 103 ~m. Such systems may satisfy the need to 
perform functions which are not fulfilled by existing electronic circuits, i.e., sensing 
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(a) 

Tb-Fe (1 ,unl) Polyimide 
7.5 ,urn) 

(b) Fig. 43. (a) Side view of a cantilever actuator fabricated 
by combining TbFe and SmFe films. After Honda 
et al. (1994). (b) Two-leg linear magnetostrictive 
micromotor. After Honda et al. (1994). 

functions (micro-sensors) and functions of  interacting with the environment (micro- 
actuators). In cases where a simple motion is to be obtained, magnetostrictive amorphous 
R-T thin films which combine several specific properties are very promising. Their 
advantages with respect to their piezo-electric competitors are the larger deformations, 
higher forces and energy densities, lower sound velocity and Young's modulus, and low 
operating voltage. Therefore, they can reach, as well as possibly drive, the considered 
systems without a direct electric contact. The disadvantage is the coil which is difficult 
to make small because of the field requirements. These problems can be solved by 
developing films with giant magnetostriction at low fields. In addition, as magnetostrictive 
devices using thin films are very small, the price of  material is not a problem. Thus, 
such microsystems could find large scale applications, for instance in electronics, optics, 
medicine, the automobile industry, geophysical explorations, and ocean environmental 
protection as well. At the moment, some devices are already used for specific applications. 
We present here some typical examples, such as the micro mechanical switch, micromotor 
and micropump, demonstrating the above-mentioned advantages of magnetostriction, 
owing especially to the fact that the moving parts are wireless. 

The simplest motion which can be thought of  is realised by a bimorph bending (as 
schematised in fig. 3) as a mechanical switch. In this case, although Sm-T films exhibit 
less pronounced magnetostriction compared to the Tb-T thin films, the combination of a 
negative- with a positive-magnetostriction film allows the fabrication of magnetostrictive 
bimorphs which enhance the total deflection, and reduce the initial curvature of cantilevers 
(fig. 43a, see Honda et al. 1994). A 3-mm long cantilever actuator is found to exhibit a 
large deflection of above 100 ~tm in a magnetic field as low as 0.03 T. With this cantilever, 
a deflection of more than 500 [xm at resonant frequency in an alternating field of  0.03 T 
has been reached. 

One of the main drawbacks of the magnetostrictive actuators is their thermal drift. For 
the bulk Terfenol-D actuators, it has been known that the thermal expansion (10 .5 K l) 
develops strains comparable to the magnetostrictive ones for A T =  150K. For a simple 
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(b) 

Fig. 44. Drift-free microactuator: (a) thermal deformation; (b) inagnetostriction deformation. After Betz (1997). 

rectangular bimorph cantilever as illustrated in fig. 43a, the strains due to thermal 
expansion and to the magnetoelastic coupling are comparable only for AT = 75 K (du 
Tr6molet de Lacheisserie et al. 1998). The torsion-based, thermal-drift free microactuator 
was invented (Betz et al. 1996b, Betz 1997). It is basically a unimorph structure 
composed of one magnetostrictive film deposited on a passive substrate. The special 
feature is a square shape maintained by hinges at three corners (fig. 44a,b). The useful 
displacement due to magnetostriction is obtained at the fourth free corner, without thermal 
displacement. The different deformed shapes are due to the anisotropy of magnetostriction 
strains and the isotropy of thermal strains. 

Various types of the so-called magnetostrictive "inchworm" type of motor have been 
proposed and built. A two-leg travelling machine using a magnetostrictive bimorph 
actuator with 7.5 gm-thick polyimide was fabricated by Honda et al. (1994), see fig. 43b. 
In an alternating magnetic field, it can travel in one direction. The maximum speed of 
approximately 5 mm/s was obtained around the mechanical resonant frequency of 200 Hz. 
Similarly, a many-leg linear-motor was also fabricated using a micromachined Si(110) 
substrate and TbFe films, see fig. 45 (Halstrup et al. 1996, Claeyssen et al. 1997). The 
13 ~tm-thick TbFe films were deposed on both sides of the substrate. Applying a magnetic 
excitation field of 15 mT at a frequency of approximately 750 Hz and a magnetic bias field 
of 30 mT, this motor can be operated at a speed of 3 mm/s. 

The world's first magnetostrictive thin film micropump prototype was made of four 
laser micro-machined Si(100) wafers in combination with a bimorphous TbDyFe(15 ~m)/ 
Si(100)(50~m)/SmFe(15~m) membrane and cantilever-type passive valves (fig. 46) 
(Quandt and Seemann 1996, Quandt 1997). The radial magnetic field circuit is directly 
placed on the membrane to permit a good penetration by the magnetic field. The 
micropump is operated using an oscillating rectangle pulse for the membrane actuation. 

Magnetostrictive thin film 
.... an plate 

~Leg Magnetostrictive thin film 

)~/2 ~,/2 

Fig. 45. Many-leg linear magnetostrictive micromo- 
tor. After Claeyssen et al. (1997). 



46 NGUYEN HUU DUC 

Passi~ 
caltilever 

valw 
Si (100) (1 

,DyFe film (20 Bin) 
(~10 mmx 50 gm) 
~Fe film (20 gin) 
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Fig. 46. Schematic cross-section of a magnetostrictive membrane-type micropump. After Quandt (1997). 

At the frequency of 2 Hz a maximum yield of approximately 10 gl/min, of methanol or 
an outlet pressure of 1 mbar can be reached. 

7. Summary and recent developments 

Thin films having giant magnetostriction at low fields and an ordering temperature 
high enough for the applications as magnetostrictive microactuators have been the 
goal of magnetostriction researches. Various attempts have been focused mainly on 
amorphous Terfenol and Terfenol-D (TbDyFe2) alloys. However, the magnetostriction 
of these amorphous alloys has been found to be one order of magnitude lower 
than that of its crystalline counterpart. Magnetic investigations have shown that such 
amorphous R-Fe alloys could never offer promising magnetostrictive performances, 
due to the distribution of the signs of the Fe-Fe interactions and the Fe- and 
R-sperimagnetic characters. Another great disadvantage of the amorphous R-Fe thin 
films, from the point of view of application in microsystems is the comparatively low 
Curie temperature (To ~< 400 K for amorphous Terfenol-D films). The polycrystalline 
Terfenol-D film processes a room temperature magnetostriction of ~s ~ 1500x 10 -6 and 
Tc = 650K. This film is, however, not suitable for micro-mechanical applications due 
to its comparatively high coercive fields. Material designs always require a combination 
between the advantages of the crystalline films (giant magnetostriction and high Tc) and 
the good magnetic softness of the amorphous films (low coercivity). In this context, the 
nanocrystalline structure is expected to be able to realise this objective (Schatz et al. 1993, 
1994, Williams et al. 1994, Miyazaki et al. 1997, Wada et al. 1997c,d, Ried et al. 1998, 
Winzek et al. 1999, Farber and Kronmtiller 2000a,b). In these alloys, the dimensions of 
crystallites are sufficiently large enough to allow the exchange coupling to be effective 
but small enough to prevent the appearance of any macroscopic anisotropy energy. Thus 
one may consider the material as an isotropic ferromagnet, in which the magnetostriction 
is expected to be the same but the magnetocrystalline anisotropy has disappeared. By 
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combining the annealing temperature and time, the magnetostriction value can be doubled. 
Indeed, the best magnetic properties were obtained on the 'cold grown' (Tb0.3Dy0.7)l xFex 
(with x ~ 0 . 3 )  films annealed at TA=600°C for 10 minutes with a grain size around 
10 nm: a saturation magnetostriction )~ = 860 x 10 -6 and #0Hc = 120 mT (Ried et al. 1998). 
In addition, high-temperature annealing is not desirable because of the formation of iron- 
rich phases, like RFe3 and R6Fe23, with even less magnetostriction and higher magnetic 
coercivity. 

According to the random anisotropy model (Herzer 1990, Hofmann et al. 1992), a 
further reduction of the crystal size will reduce the coercive field if the exchange length 
is larger than the average grain size. Hence, technologies which at the same time enhance 
grain nucleation and limit grain size must be applied to achieve a fine nanocrystalline 
structure. For this purpose Zr and Mo have been chosen as additives in order to enhance 
grain nucleation and to limit grain growth, respectively. Practically, the influence of 
the Zr and Mo additives on the crystallisation and the magnetic properties was studied 
by Winzek et al. (1999). Films with 3 at% Zr, crystallised at 973 K for 10 minutes, 
showed )~lJ = 430 x 10 .6 at #0H = 1.0 T and kt0Hc = 120 mT, which was a large improvement 
compared to the starting alloys: ;tll= 230x 10 .6 and/~0Hc = 300 mT. These additives were 
also thought to enhance the growth of the RFe2 grains and to hinder the formation of 
RFe3 ones. It is assumed that the latter was responsible for the high coercivity values 
above 150 mT. 

In general, it should be noted that a reduction of the average grain size of the cubic 
Laves phases below 10 nm and, therefore, the coercivity values below 100 mT could not be 
achieved in single layer films. Grain growth, however, enabled one to control nanometer- 
scaled multilayers with interlayers of Nb (Fischer et al. 1999, Winzek et al. 1999). These 
authors fabricated a multilayer system containing TbDyFe + Zr with a thickness of 5 nm 
separated by Nb-layers with an average thickness of 0.25 nm. The introduction of a partial 
Nb layer in this multilayer structure was thought to cause reduced dimensions and increase 
the amount of inner surfaces, while Zr is assumed to play a dominant role in forming 
nucleation centers for the nanograins. After 10 min. annealing at temperatures from 
873 K to 973 K the magnetic phase transition temperature increased from Tc = 333 K to 
592 K accompanied by an increase of the magnetostriction from 265 x 10 -6 to 520 x 10 6, 
while the coercive fields increased from kt0Hc = 5 to 75 mT, which lies distinctively below 
100mT. Research is in progress to prevent not only the growth of crystallites but also 
aging effects. 

In the amorphous state, however, it is preferable to replace the iron by cobalt because 
the amorphous alloys near to the composition a-RCo2 (named a-TercoN6el, where N6el 
identifies the laboratory where the magnetostriction of this composition was studied 
first; Duc 2001) have higher ordering temperatures and higher magnetostrictions than 
the equivalent iron-based alloys. In fact, the magnetostriction has been optimised in 
a series of thin films of the type a-(Tb,DY)2(Fe,Co)n: the material Tb(Fe0.4sCo0.s5)2.~ 
showed a high record magnetoelasticity of  ~' = 63.5 Mpa and )~v, 2= 1020× 10 -6, which 
is almost fully developed at low fields. The giant magnetostrictions obtained in this 
series of alloys has been explained in terms of an increase in the 3d-3d exchange 
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coupling within (Fe,Co) sublattice. Recently, Danh et al. (2000) and Duc et al. 
(2000b) have reported a value of the magnetoelastic susceptibility Zzl] = 1.8 × 10 -2 T -1 (or 
ZbN = 1100MPa) for a-Tb(Fe0.55Co0.45)1.5. (denoted a-TerfecoHan, where Han stands for 
Hanoi, the capital where studies on this composition have been carried out; Duc 2001). 
Values of magnetostriction and magnetostrictive susceptibility which are interesting 
from the applications viewpoint are summarised in table 4. It is clearly seen that this 
magnetostrictive susceptibility is comparable to that of the magnetostrictive multilayers. 

Even better performances were obtained from magnetostrictive mulfilayers of the novel 
type of "Spring Magnets", where the saturation field of the magnetostrictive, amorphous 
Tb-FeCo is lowered by increasing the average magnetisation through exchange coupling 
with the soft-magnetic Fe-Co layers. In addition to this, increasing magnetisation by 
closing the cone angle in a sperimagnefic structure is also an efficient means of 
increasing low field magnetostrictive susceptibility, since this reduces the saturation 
field, and the magnetoelastic coupling is strongly correlated to the mean value of the 
magnetic moments correlation function. This process can be achieved by increasing the 
molecular field. Experimentally, the molecular field of R-T may be strengthening in 
the neighbourhood of the strongly magnetic FeCo layer. In this case, layers must be 
sufficiently thin, then, a noticeable volume of the R-T layer may be submitted to the 
large molecular field. In the last two years, important progress has been achieved in 
magnetostrictive multilayer research. Ludwig and Quandt (2000) reported the possibility 
of controlling the orientation of the magnetic easy axis by magnetic annealing and, 
thus, were able to enhance the magnetostriction in the desired direction. An induced 
uniaxial anisotropic multilayer TbFe/Fe can also be created by deposition under a 
magnetic polarisation field. High amplitude flexural and torsional oscillation modes 
were observed for these films (Le Gall et al. 2000). Duc et al. (2001a) reported a 
large magnetostricitive susceptibility and discussed the so-called working point for the 
magnetostrictive multilayers in microactuator devices. 

In attempts to prepare the magnetostrictive multilayers consisting of nanocrystalline 
magnetostrictive layers with soft magnetic interlayers, Farber and Kromntiller (2000b) 
have studied TbDyFe/Finemet multilayers (Finemet is a nanocrystalline FeSiBNbCu 
soft magnetic alloy). The contribution of the individual layers to the magnetoelastic 
couplings was deduced from their magnetoelastic data, where an opposite contribution 
of the Finemet (b v,2= 15) with respect to that of the TbDyFe (b v,2 =-18) was found. 
In the TbDyFe/Fe multilayers, however, the magnetoelastic coupling has the same sign: 
b v, 2 = -22 and -6  for TbDyFe and Fe layers, respectively (Farber and Kronmfiller 2000b). 

Attempts to reduce /20Hc also imply the possibility of shifting the working point 
to lower fields. For this purpose, Quandt and Ludwig (1999) have prepared the 
TbFe/FeCoBSi multilayers. It was shown that the FeCoBSi layers improved the magnetic 
softness of the multilayer. Recently, Duc et al. (2001b) have succeeded in preparing 
Tb(Fe0.55Co0.45)1.5/(Y0.2Fe0.8) (i.e., a-TerfecoHardn-YFe, Duc 2001) multilayers with 
#0Hc=0.5mT. Initially, this multilayer consists of the amorphous TbFeCo and not- 
well crystallised FeCo layers. In this state, a soft magnetic and magnetostrictive 
character with a coercivity /20He = 3 mT and a parallel magnetostfictive susceptibility 
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Table 4 
Comparison of the magnetoelastic data for magnetostrictive bulk and thin-film materials 

Materials b v,z (MPa) )~,2 (10 6) ObJOB (Mpa/T) References 

Bulk crystalline 
Terfenol-D Tbo.27Dyo.73 Fe 2 -101 2400 568 [1] 

Single layer films 
a-TbFe 2 19.4 321 20 [2] 

a-Tbo.27 Dyo.73 Fe 2 - 17.2 300 50 [3] 

n-Tbo.27 Dyo.73 Fe 2 49.0 800 [4] 
a-TbCo 2 -24.5 400 155 [5] 

a-Tbo.27Dyo.7~ Co 2 -15.1 260 190 [3] 

a-Tb(Feo.45Coo.ss)2 -63.5 1040 300 [6,7] 

a-Tb(Feo.55 Coo,45 )1.5 65.9 1080 1100 [8] 

a-Tbo.27 Dyo.73 (Feo.~5 Coo.55 )2 -20.15 330 430 [6,7] 
a-SmFel 6 25.9 -380 [9] 

a-(SmFe2)99.26Bo,74 45.6 -670 [10] 
a-SmCo z 11.0 -161 40 [7] 

a-Sm(Feo.ss Coo.42)1.54 27.4 -320 76 [ 11 ] 

Multilayers 
Tbo.4Feo.6/Fe 20 300 [12] 

Tbo.27 Dyo.73 FejFe -12  650 [13] 

Tbo.27 Dyo.73 Fee/Finemet 300 [13] 

Tb(Feo 55 Coo.45 )1.5/Fe -39  3040 [14] 

Tbo.4Feo.6/Fe0.5 Coo 5 5 8  410 1000 [12] 

Wbo.37 F%. 63/][:~%.65 C00,35 --31.1 600 4000 [12] 

Tbo.27F%.T3/Feo.75 C00.25 -27  348 4800 [12] 

Tbo.i8 Feo.82/Feo.75 Coo.25 44.5 890 [12] 

Yb(Feo.55 Coo.4s)l.s/Feo.85 Coo.15 -32 530 7850 [15] 

Sandwich system 

Ndo.25 Coo.75/Tbo.28 Coo.72/Ndo.25 Coo.75 -15.2 248 560 [8] 

Tbo.zs Coo.72/Ndo.25 Coo.75/Tbo.2s Co0,72 16.5 270 117 [7,8,16] 

References 
[1] Clark (1980) 
[2] Hayashi et al. (1993) 
[3] Duc et al. (2000a) 
[4] Ried et al. (1998) 
[5] Betz et al. (1999) 
[6] Duc et al. (1996) 

[7] Betz (1997) 
[8] Duc et al. (2000b) 
[9] Honda et al. (1994) 
[10] Kim (1993) 
[11] S. David, unpublished data 

[12] Quandt and Ludwig (1997) 
[13] Farber and Krorlmfiller 
(2000b) 
[14] Duc et al. (2001a) 
[15] Duc et al. (2001b) 
[16] Givord et al. (1996) 

X~.II, max = 3 .8  X 10 2 T-1 h a d  b e e n  a c h i e v e d .  T h i s  m a g n e t o s t r i c t i v e  s o f t n e s s  w a s  s t r o n g l y  

i m p r o v e d  b y  h e a t  t r e a t m e n t s :  g o H c  = 0 . 5 m T  a n d  X~ll = 1 3 x  10 -2 T -1 in  a f i e ld  o f  1.8 mT.  

T h e s e  n o v e l  p r o p e r t i e s  a re  a s s o c i a t e d  w i t h  t he  d e v e l o p m e n t  o f  Y F e  n a n o s t r u c m r e  layers .  
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Aside from technical considerations, we must stress that studies on magnetoelastic 
effects in thin films also present a fimdamental interest. The magnetoelastic coupling 
is quite dependent on the symmetry of the material. At the surface of any alloy, the 
symmetry is broken since there are no neighbouring atoms. The surface contribution 
to the magnetoelastic coupling, thus, must be considered. This contribution is usually 
negligible in bulk materials, but it is no longer true for thin films where surface 
effects are essential. In particular, for magnetostrictive multilayers the nature of 
the interfaces is critical; their contributions to the magnetic and magnetostrictive 
properties needs to be considered. In this context, a general consideration of the 
magnetoelasticity in the heterogeneous magnetic materials (including nanoscale thin films, 
multilayers, superlattices, nanocrystalline magnetic alloys and magnetic granular films) 
may be useful. As noted above the contributions of  interfaces to the magnetic and 
magnetostrictive properties have been experimentally verified in heterogeneous magnetic 
systems. However, the magnetoelastic interactions as well as magnetic properties of these 
materials are complex and need further experimental as well as theoretical studies. At the 
moment, only phenomenological models can describe their properties. 

Finally, significant improvements in the field of  giant magnetostrictions have allowed 
the design and test of  some prototypes of  microactuators and motors taking advantage of 
a wireless magnetic excitation. 
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electron magnetic moment 

nuclear magneton 

proton magnetic moment 

neutrino, muon neutrino, electron 
neutrino 

munn spin precession frequency 

antineutriun 

pion (positive, negative) 

muon spin relaxation rate (Gaussian 
decay) 

spin of conduction electron 

Van Vleck width (of field distribution) 

correlation time in relaxation 
processes 

(magnetic) spin fluctuation time 

munn lifetime 

pion lifetime 

magnetic susceptibility 

muon spin precession angular 
frequency 

L i s t  o f  a c r o n y m s  

AFM antiferromagnetism or antiferromagnetic BCS 
or antiferromagnet BOOM 

An actinide (or actinoid) CEF 

APW augmented plane wave (approximation) CERN 

bcc body-centered cubic (crystal structure) 

Bardeen-Cooper-S chrie ffer 

Japanese pulsed muon facility at KEK 

crystalline electric field 

European Center for Nuclear Research, 
Geneva (Switzerland) 
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dhcp double hexagonal closed packed (crystal LAMPF Los Alamos Meson Physics Factory 
structure) (USA) 

DOS density of states LCR level crossing resonance 

EFG electric field gradient LF longitudinal field 

EPR electron paramagnetic resonance LRC long-range (magnetic) correlations 

fcc face centered cubic (crystal structure) LRO long-range (magnetic) order 

FFLO Fulde-Ferrel-Larkin-Ovchinuikov (state) MFA mean field approximation 

FFT Fast Fourier Transform NFL non Fermi liquid 

FL Fermi liquid NMR Nuclear Magnetic Resonance 
FM ferromagnetism or ferromagnetic or PAC perturbed angular correlations 

ferromagnet PSI Paul Scherrer Institute near Ziirich 
GBG Ganssian-broadened Gaussian (relaxation (Switzerland) 

fimction) RAL Rutherford Appleton Laboratory, near 
GMR giant magnetoresistance Oxford (United Kingdom) 

hcp hexagonal closed packed (crystal R rare earth (Sc, Y plus lanthanides) 
structure) 

RKKY Ruderman-Kittel-Kasuya-Yosida 
HF heavy fermion 

SDW spin density wave HWHM half width at half maximum (of a 
distribution fimction) SCR self-consistent renormalization (theory of 

itinerant magnetism) ISDW incommensurate spin density wave 
ISIS neutron spaUation source at RAL near SRC short-range (magnetic) correlations 

Oxford (UK) SRO short-range (magnetic) order 

IV intermediate valence TF transverse field 

KEK Japanese High Energy Laboratory at TRIUMF Tri-University Meson Facility, Vancouver 
Tsukuba (Japan) (Canada) 

KT Kubo-Toyabe (relaxation function) ZF zero field 

1. Introduction 

Muon spin rotation/relaxation/resonance (~tSR) spectroscopy has become an important 
tool for probing local static and dynamic magnetic properties. In over two decades 
a quite substantial body of gSR data has been collected from rare-earth and actinide 
materials, the latter, however, mostly restricted to samples containing uranium. To our 
knowledge no special review of ~tSR in f transition elements and their compounds exists. 
A comprehensive review on t~SR studies in magnetic materials has been published 
by Schenck and Gygax (1995) and contains information on rare-earth and actinide 
magnets. The main emphasis is on samples showing long-range magnetic order, i.e., 
ferromagnets (FM) or antiferromagnets (AFM). More recently a very concise review 
by Dalmas de R6otier and Yaouanc (1997) under the title Muon spin rotation and 
relaxation in magnetic materials has appeared. Its emphasis is to show with pertinent 
examples the possibilities offered by ~tSR for gaining information on magnetic properties 
of various types. This is achieved on a high and comprehensive level. The paper only 
offers an overview on magnetic ~tSR studies after 1993 (i.e., of work not contained in the 



~tSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 61 

review by Schenck and Gygax 1995) in the form of a table. Another review by Seeger 
and Schimmele (1992) entitled l~SR in magnetically ordered materials concentrates on 
magnetic materials of the transition (3d) elements. In particular, the question of site 
occupation by the muon in those materials is discussed in detail there. Hartmann (1989) 
has briefly reviewed the basic aspects of Positive muons as a probe in magnetism. The 
latest addition to this theme is an article by Schenck (1999) entitled Static magnetic 
properties of metallic systems explored by ~SR-spectroseopy. It is not a review, but 
discusses the theme on selected examples in good detail. Reviews on special aspects 
of compounds with f transition elements exist, such as ~tSR in heavy-fermion systems 
(Schenck 1993, Heffner 1994, Luke et al. 1994a, and especially Amato 1997) and high- 
T~ superconductors (Nishida 1992, Uemura 1992, 1997, S.L. Lee 1999, Uemura and 
Cywinski 1999). We shall cover heavy-fermion and related compounds with respect to 
their often quite unusual magnetic behavior, but will not attempt a complete review of 
high-T~ materials containing f transition elements. Usually the rare-earth constituent has 
little influence on the superconducting properties (with the notorious exception of Pr). We 
will address the acute question of how cuprates containing rare-earth elements move from 
magnetism into high-T~ superconductivity. On this subject, gSR is able to give important 
insights. 

The fundamental difference between 4f and 5f magnetism is the possibility of a 
substantial delocalization of the 5f wave function in the light actinides. ~tSR is not 
particularly well suited to give information on this aspect and, to our knowledge, 
the question how ~tSR reacts to highly delocalized magnetic moments has not been 
treated theoretically. In consequence, few investigations have been carried out with the 
declared goal to compare related actinide and rare-earth magnets and, in contrast to 
other contributions within this series of monographs, we cannot report results under the 
governing theme of evaluating differences between 4f and 5f magnets. However, we think 
a review on ~tSR magnetic studies of f element materials to be of use to the scientific 
community dealing with the properties of rare-earth and actinide materials. Several new 
aspects of magnetism have been discovered, especially in the realm of strongly correlated 
electron systems. Although we attempt a broad coverage of the subject we shall not 
list or comment on all data which have appeared in the literature. Often the early work 
which had been important in establishing the field has been superseded by more recent 
data. Since readers with expertise in other specializations in magnetism may not be 
familiar with this technique, we begin with a brief description of gSR, the experimental 
requirements and the physical meaning of the spectral parameters before we enter into 
a discussion of relevant data. We would be most happy if some of the readers would 
see advantage in performing ~tSR measurements in their fields of interest and join our 
growing community. 

We had included in the original text of this review the literature (to the best of 
our knowledge) published up to the end of 1999 and some not-yet-published preprints 
that came to our attention. Delays in publication allowed us to update the article with 
publications having appeared in 2000. Their discussion is usually added at the end of the 
appropriate (sub)sections. 
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2. The pSR technique 

In this section we provide an overview of the technical aspects of  gSR spectroscopy 
without going into details. The aim is to bring the reader to some understanding of what 
is involved in a ~SR experiment and what is meant by the termini technici which he will 
encounter when studying original ~tSR literature. 

2.1. General aspects 

Basically, ~SR is the measurement of  the temporal development of the spatial orientation 
of the spins of muons which have been implanted in the material of  interest with all 
spins initially fixed in one direction (complete muon spin polarization). The three names 
covered by the acronym ~tSR, namely muon spin rotation, relaxation or resonance, refer 
loosely to different means of observation. 

When speaking of Muon Spin Rotation one emphasizes the measurement of  coherent 
Larmor precession of the ensemble of  muon spins in the magnetic field present at the site 
of  the muons embedded in the sample. The spin rotation frequency is a direct measure 
of  the magnitude of this field. To produce a precessional motion the field must have a 
component perpendicular to direction of the muon spin. Usually, this can be achieved by 
applying an external magnetic field in this direction, and Muon Spin Rotation is often 
synonymous with transverse field ~tSR. 

Muon Spin Relaxation refers to the observation of incoherent motions of  the muon 
spins which result in a loss of  polarization with time. This will occur if  the magnetic 
field sensed by the ensemble of  implanted muons is broadly distributed. I f  the local 
field each muon sees in addition fuctuates randomly during a muon's life we observe 
what is called "dynamic depolarization", but also a stationary distributed field causes 
depolarization by phase incoherence ("static depolarization"). These two cases must be 
clearly distinguished. The situation corresponds to the two relaxation times T1 (spin- 
lattice) and T2 (spin-spin) in NMR. Muon Spin Relaxation measurements can be carried 
out without observing spin rotation and thus are possible in zero applied field or with a 
longitudinally applied field (i.e., a field applied parallel to the muon spin direction at the 
moment of  implantation). Longitudinal field measurements are the most appropriate way 
to obtain a clear distinction between static and dynamic muon spin depolarization. Muon 
Spin Relaxation hence mostly refers to zero or longitudinal field ~tSR. 

The term Muon Spin Resonance defines a NMR-type technique. In the presence of 
a static external field one induces muon spin flips by the application of resonant radio 
frequency (Kitaoka et al. 1982, Kreitzman 1990, Hampele et al. 1990, Nishiyama 1992, 
Scheuermann et al. 1997, Cottrell et al. 1997) or microwave field (Kreitzman et al. 
1994). The resonance condition is detected via a loss of  muon polarization. As in NMR, 
frequency shifts and linewidth are the sensitive parameters. 

There are still other means to carry out ~tSR experiments. Most notably among them is 
the so-called (Avoided) Level Crossing Resonance (LCR or ALC, Kreitzman 1986, Kiefl 
1986, Heming et al. 1986, Kiefl and Kreitzman 1992, Leon 1994). In this review we will 
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discuss only Muon Spin Rotation/Relaxation measurements since the other techniques 
have not yet been applied to the materials under consideration. LCR has its main impact 
on muon radical chemistry. Muon Spin Resonance experiments are most important for 
the study of semiconductors. 

In principle, ~SR can be performed either with positive or negative muons. The latter 
behave like heavy electrons and will be captured into Bohr orbits by the atoms in the 
sample material. They will quickly reach the l s ground state, whose orbital radius, 
however, is comparable to nuclear radii. Negative muons thus sense predominantly the 
effects of the protonic charge distribution and the result is primarily of interest to nuclear 
physics. In addition, the W will be captured quickly by the nucleus, meaning that its life 
time is considerably shortened compared to the free muon lifetime (-2.2 ~ts), especially 
for atoms with large Z. Some aspects of WSR on oxygen are of interest to the study 
of high-T~ superconductors (Nishida 1992) but in general, condensed matter physics or 
chemistry studies are carried out exclusively with positive muons. They act chemically 
like ions of a light isotope of hydrogen. As will be discussed in some detail further below, 
the 9+ comes to rest at a site between the atoms (interstitial site in crystalline materials), 
since it is repelled by their nuclear charge. In consequence, it senses the magnetic field 
present near, but outside, the atoms. In the following, when speaking of ~SR without 
further specification we always refer to positive muons. 

The magnetic field at the site of the muon in a magnetic compound is, at least in part, 
created by the dipole moments on neighboring paramagnetic atoms or ions. As stated, we 
can gain information on the magnitude of the field from the muon spin rotation frequency 
and also (to a limited degree) on the spatial arrangement of the moments. From muon 
spin relaxation times we gain knowledge on the dynamics and the couplings of these 
atomic moments. Consequently, one of the important features of ~tSR is its capability to 
serve as a microscopic probe of  magnetism. 

Competing microscopic methods in magnetism are the hyperfine methods such as 
M6ssbauer spectroscopy, Perturbed Angular Distribution, NMR or EPR. All these 
techniques measure the magnetic field at the nucleus of a probe atom, this being 
quite often the magnetic atom in a compound. EPR, like optical spectroscopy, actually 
measures the disturbance of electronic states by the electron-nuclear hyperfine coupling, 
and the hyperfine coupling constant is completely dominated by the magnetic field at 
the nucleus. ~tSR senses the interstitial field, a quite different quantity. Furthermore, 
the muon normally possesses no electron shell of its own in conductors and also 
in most magnetic non-metals. This is another basic difference from the hyperfine 
methods, where the field at the nucleus is either entirely created, or at least strongly 
influenced by, the electronic shell of the probe atom. In certain materials, notably in 
semiconductors, the muon may capture an electron forming muonium, which, however, 
is too sensitive to magnetic fields to be useful in the study of magnetic materials 
(see also sect. 2.4). 

Relative to M6ssbauer spectroscopy, which is probably the most important hyperfme 
technique for the study of magnetic materials, one has no limitation in temperature in 
~SR (no Lamb-M6ssbauer factor). Also, ~tSR can be applied to liquids and gases, but 
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this is of course of little consequence in magnetism. A comparison between Mrssbauer 
spectroscopy and ~tSR can be found in Asch et al. (1988a). 

One of the advantages of gSR compared to NMR is the possibility of measuring 
relaxation rates of paramagnets in true zero field. The extremely high resolving power of 
microwave resonance techniques often causes the signal to be lost in disordered magnetic 
systems (strong inhomogeneous line broadening), while 9SR, since it is mainly sensitive 
to interstitial dipolar fields rather than nuclear hyperfme (contact) fields, is still capable of 
detecting a spectrum. Finally, it should be pointed out, that for ~SR no limitation exists 
as to the type of atoms contained in the sample material. 

Clearly, the most important method for gaining information on intrinsic properties of 
magnets is neutron scattering, which is primarily a probe of long-range correlations. ~SR, 
a local probe, cannot directly obtain a spin structure the way neutron diffraction can, but 
the dipolar contribution to the field at the muon site (see sect. 3.1) is strongly dependent on 
the spatial arrangement of the surrounding moments. Hence the gSR spectrum provides 
a consistency test on any spin structure derived by neutrons. Differences may well exist, 
however, because gSR is a much more local probe, which needs no large coherence 
length. Consequently, gSR is particularly sensitive to short-range order and other forms 
of disordered magnetism. 

Magnetic scattering of photons can in principle provide similar information on 
magnetic structures as neutron diffraction. With neutrons, the cross sections for nuclear 
(lattice structure) and magnetic (spin structure) scattering are roughly of equal magnitude, 
but the magnetic photon scattering cross section is many orders of magnitude smaller than 
that for charge scattering. Only the development of powerful synchrotron X-ray sources 
has allowed this obstacle to be overcome and studies of magnetism via X-ray scattering 
have emerged in recent years (see, for example, Isaacs et al. 1989 and Hannon et al. 1989). 
A special case is X-ray resonant magnetic scattering (XRMS) where the photon energy 
is set exactly on an absorption edge energy. This enhances the magnetic scattering cross 
section by six orders of magnitude or more. The Miv and Mv absorption edges of the 
actinides are particularly favorable, so this technique has been used largely for the study of 
actinide compounds to date. XRMS has the additional advantage that it is both element 
and site (through the slight variation of edge energy) sensitive. This method can be a 
competitor for ~tSR because it also allows the detection of weak magnetism (i.e., moments 
of the order 10-2~B or less) as found, for example, in heavy-fermion compounds (Isaacs 
et al. 1990, 1995). In contrast to gSR, it is at present impossible to deduce the size (even 
the order of magnitude) of the moment from XRMS data. Nonetheless, the spin structure 
involving such small moments can be found. It also allows (especially in conjunction with 
a related method, X-ray magnetic dichroism), at least in principle, separation of orbital 
and spin contributions to the moment, which is a rather fundamental question of actinide 
magnetism, gSR can give no information in this respect. 

There is also a considerable difference in the time window for the study of spin- 
dynamical processes when comparing ~tSR to other methods (see fig. 1). A brief 
discussion of the different time windows in the various nuclear techniques has been given 
by Dattagupta (1989). It is of special importance that ~tSR, as shown in fig. 1, bridges the 
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Fig. 1. Time scales of  various tech- 
niques to study magnetism. 1/r is the 
fluctuation rate of the field sensed by 
the nuclear probes or the rate of spin 
fluctuations. 

gap between neutron scattering on the one side, and bulk magnetic measurements (i.e., 
ac susceptibility) on the other (Uemura 1989, Karlsson 1995). It is possible to relate the 
muon spin relaxation rate to the general scattering function S(q, co) (Lovesey et al. 1990). 
~SR as a largely local method integrates over q space. This is of course a serious loss 
of information. On the other hand, gSR measures at co ~ 0, a region not accessible to 
neutron scattering. 

Studies in magnetism are but one application of ~SR. Other fields where ~tSR has 
given important information is the diffusion of light interstitials, especially with regard 
to quantum diffusion in metals, semiconductors and insulators (Kehr et al. 1982, Kondo 
1986, Kadono 1990, Prokof'ev 1994, Storchak et al. 1996, Karlsson 1996). Other very 
active fields are applications to chemistry with emphasis on chemical kinetics especially 
in connection with radical formation (Brewer et al. 1975, Walker 1983, Fischer 1984, 
S.EJ. Cox and Symons 1986, Roduner 1990, 1999, Fleming and Senba 1992) and also 
the study of hydrogen states in semiconductors (Chow et al. 1995). ~tSR in life sciences 
is discussed by Nagamine (1999) in an article on Exotic applications ofmuons. 

From the point of view of the physics involved, ~tSR is closely related to NMR 
(Slichter 1978). De Renzi (1999) offers in a recent review a detailed comparison between 
NMR and ~SR using well selected examples. From the point view of apparatus and 
detection schemes, gSR is more akin to nuclear or particle physics experiments. Reviews 
covering the gSR technique are numerous (e.g.: Brewer et al. 1975, Karlsson 1982, 1995, 
Chappert 1984, Schenck 1985, S.EJ. Cox 1987, Schatz and Weidinger 1992, Davis and 
Cox 1996, S.L. Lee et al. 1999), but since the technique has advanced, the older ones 
have lost some of their relevance. Tri-annually, a special international conference on ~tSR 
is held. Its proceedings were published in the journal Hyperfine Interactions up to the 
1996 conference in Nikko (Japan). Proceedings of the 1999 conference (Les Diablerets, 
Switzerland) have appeared in Physica B (Roduner et al. 2000). Although ~SR emerged 
in the early 1970s, its application to magnetism became more widespread in the 1980s, 
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Table 1 
Some properties of the muon 

Property Symbol Value Units 

Rest mass m~ 206.77 m e (electron masses) 
0.1126 mp (proton masses) 
105.66 MeV/c 2 

Mean life r~ 2.197 ~ts 
Charge Q~ ±e (elementary charge) 
Spin S~ h/2 
g-factor g~ 2.00233 
Magnetic moment #~ 4.84 x 10 3 /gB (Bohr magnetons) 

8.88 #N (nuclear magnetons) 
3.18 #p (proton moment) 

Gyromagnetic ratio yv/2z 135.54 MHz/T 

particularly with respect to spin-dynamical studies. Disordered and frustrated magnets, 
spin glasses, critical phenomena, Kondo-lattice and heavy-fermion systems, the interplay 
o f  magnetism and superconductivity, especially in high-Tc superconductors and related 
materials, are some o f  the subjects being actively studied with ~tSR. 

2.2. Properties of  the muon 

The muon, when discovered in cosmic ray studies by Neddermeyer and Anderson (1938), 
was thought to be the Yukawa meson which transmits the strong forces between nucleons, 
but about 10 years later it became apparent that it is not the particle postulated by 
Yukawa (which is in fact the pion or z[ meson). Within the standard model, the muon is 
a fundamental particle. As such it is a point-like object without internal structure. With 
its neutrino it forms the second generation o f  the family o f  leptons, the first family being 
the electron and the third the tauon, always together with their neutrinos. Fundamental 
particles come in particle-antiparticle pairs. By convention, the ~+ is the antiparticle and 
strictly speaking, we are concerned with "antimuon spin rotation/relaxation". A short 
review of  the history o f  the muon has recently been given by T.D. Lee (1994). Due to its 
past, the muon is still on occasion referred to as the ~t meson. This is o f  course wrong 
since mesons are composite particles containing a quark and an antiquark. The properties 
o f  the muon of  interest here are summarized in table 1. 

One finds the muon to be ~200 times heavier than the electron and ~10 times lighter 
than the proton. The finite mean life o f  the muon is long from the point o f  view of  timing 
resolution o f  modern electronic circuits and poses no detection problem. The muon carries 
electric charge and spin. Consequently it has a magnetic dipole moment which is small 
compared to the moment o f  the electron but larger than the protonic moment. The size o f  
its magnetic moment makes the muon an ideal probe for the relatively weak interstitial 
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fields in materials. The Larmor precession frequency of S~ in the field Bg at the muon 
site is given by: 

fg = ( y J 2 g ) .  Bg. (1) 

The ~tSR signal can typically be followed over 5 r~ (i.e., ~11 ~ts). Assuming that S~ 
must make at least one half turn in this period, one obtains a minimum observable field 
value on the order of  a mT. Good ~tSR spectrometers can resolve a precession period of 
2-5 ns -1, putting the maximum observable field in the range of 3-5 T. Similar arguments 
put the limits for muon spin relaxation rates between 0.001 and 100 gs -1 under favorable 
conditions. It must be emphasized that the latter numbers refer to the decay rate of  the 
muon spin polarization. In magnetism one is interested in the fluctuations of  the magnetic 
moments in the sample which drive, via magnetic coupling, the muon spin depolarization. 
The average fluctuation period of the moments provide the correlation time for the local 
field at the muon, which causes muon spin relaxation. Observed relaxation times and 
the underlying correlation times need to be connected by an appropriate model. We shall 
discuss these aspects whenever the need arises. 

2.3. Muon generation and decay 

Muons take part in numerous elementary particle reactions. For gSR applications, the 
decay of pions is the source used. That means for positive muons 

zg + --* ~t + + v~ with r~ = 26 ns. (2) 

Pions in turn are produced in medium energy nucleon-nucleon collisions. For example: 

p + p  --+ ~+ + p + n .  (3) 

Typically, one directs a beam of protons with a kinetic energy in the range 0.5-1 GeV 
onto a target of light nuclei such as Be or C. 

Pion decay is mediated by the weak interaction and full parity violation comes into play. 
In particular, the neutrino (here v~) always has left-handed chiral symmetry, meaning that 
its spin Sv (being h/2 like that of  the muon) is oriented in the opposite direction to its 
linear momentum (Pv). The pion has spin zero. Conservation of momentum in its decay 
(eq. 2) requires that the neutrino (%) and the muon (~t +) are ejected 180 ° apart in the 
rest frame of the pion. Since the orientation of Sv is fixed to (Sv TJ, Pv), the same must 
hold for the muon (S~ Tl p~). We thus get perfectly spin polarized muons with their spin 
directed opposite to their line of  flight. The situation is illustrated in fig. 2. Under certain 
circumstances (to be discussed in the next section) the pion rest frame is identical with 
the laboratory frame ("surface muon" beam). The linear momentum given to the muon 
from pion decay at rest is 29.8 MeV/c which corresponds to a kinetic energy of 4.1 MeV 
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Fig. 2. Spin and momentum of  decay products 
of  the pion seen in the pion rest frame. 

The decay of muons once more involves weak interactions and full parity violation. 
For the positive muon one has 

g+ --+ e + + ve + 9~. (4) 

The situation here is more complex than in pion decay since there is now a three particle 
final state. The easily detectable signature of  muon decay is the emitted positron (e+). 
As in nuclear B-decay (also governed by the weak interaction), the kinetic energy of the 
positron (electron) is distributed continuously between E = 0 and E = Emax, where Emax 
is the decay energy arising from the mass difference of initial and final particles. In the 
case of  muons, Emax = 52.3 MeV. The prominent effect of parity violation in muon decay 
is the anisotropic spatial distribution of the emitted positrons (see Commins 1973). The 
probability dP(6), E, t) of finding a positron with energy between E and E + dE at a time 
between t and t + dt in solid angle dO, located at the angle 6) with respect to the muon 
spin at the moment of  decay is given by 

dP 
- C(E)e -t/T~ W(E, 6)). (5) 

dO dE dt 

C(E) is the energy distribution function and W(E, 6)) is the angular distribution function 
of the decay positrons. The latter can be expressed as 

W(E, 6)) = 1 + ao(E) cos 6), (6) 

and is the quantity essential for ~SR. The factor a0 is called the initial asymmetry and 
is strongly dependent on positron energy. The positron detectors used in ~SR usually 
are not sensitive to the energy of the particle detected and thus one integrates from 
energy zero to Emax with C(E) as the weight function: this gives a0 = ½. In practice, 
the initial asymmetry is often somewhat smaller (typically a0 ~ 0.2) due to a number of  
experimental conditions. The resulting angular distribution is shown as a polar diagram 
in fig. 3. 

Even for a0 -- 0.2 one has a substantial spatial asymmetry. It means that a detector 
counts 40% more positrons when the muon spin is oriented in its direction compared 
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Fig. 3. Polar diagram of  the angular distribution of  positrons from muon 
decay. The pattern with a 0 = 1 results if only positrons near Em~× are 
counted; the pattern a 0 = ~ when all positron energies are sampled with 
equal probability. The distributions are rotationally symmetric around 
the muon spin direction (z-axis). 

to the opposite spin direction, which is a very large effect indeed. It easily allows us to 
pinpoint the muon spin orientation at the moment of  decay. Since the initial orientation (at 
t = 0, that is at the birth of  the muon) is known, a measurement of  the time distribution 
of the decay positron rate with a fixed detector position directly reflects the temporal 
development of  the muon spin motion. This is what ~SR is about. 

In summary, parity violation in weak interactions provides an easy means to obtain 
a beam of perfectly polarized muons via pion decay and thus fixes initial muon spin 
orientation. In the decay of muons, parity violation comes into action for a second time in 
allowing the determination of the final muon spin orientation by a fairly simple counting 
experiment. 

A modern survey on muon production and related subjects including an outlook on 
further developments is available from Eaton and Kilcoyne (1999). 

2.4. Muon implantation 

The interest of the p~SR physicist (or chemist) lies in determining how the muon spin 
moves due to its coupling to internal fields after the muon has been implanted into the 
material under study. One directs the beam of polarized muons onto a sample thick and 
large enough to stop all impinging muons. The proper selection of sample size depends 
on beam characteristics and will be discussed in sect. 2.5. 

Implantation involves the slowing down of muons from MeV energies to thermal 
energies which is an intricate process not fully understood in all details. The different 
steps involved are reviewed by Brewer et al. (1975). We shall forgo a discussion and just 
point out two basic features which must be satisfied: 
(1) The perfect polarization of the muons should not be disturbed in the deceleration. 

This is realized in most cases, especially in metals. 
(2) The slowing down time must be very short compared to the mean life of  the muon. 

Again this condition is well satisfied, the time span to achieve thermalization being 
100ps or less in condensed matter. 

At high incoming energy the muon is slowed down by ionizing collisions with atoms. 
This phase is well described by the Bethe-Bloch formalism which allows, in good 
approximation, calculations of  the range ofmuons in matter. The time between subsequent 
collisions is so short that S~ has no chance to precess even in a strong local field and 
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hence keeps its initial orientation. At energies of  a few keV the positive muon forms 
muonium, the hydrogen-like bound (g+e-) state. 

As mentioned, in semiconductors and insulators, muonium may remain stable until 
thermal energy is reached. In such cases the 9SR experiment is performed on the 
interaction of muonium in matter. The hyperfme coupling between muon and electron 
makes muonium far more sensitive to magnetic fields than a bare muon (vacuum muonium 
has an effective Larmor frequency of 13.9 GHz/T compared to 135.5 MHz/T for the bare 
muon. Muonium-like states in solids can have values as "small" as 1/2 of  the vacuum 
value). We shall not go into a discussion of gSR studies involving muonium. The already 
mentioned reviews of ~tSR spectroscopy (especially Brewer et al. 1975, S.EJ. Cox 1987, 
Davis and Cox 1996) describe the situation in detail. Most recently a review on "muonium 
states and dynamics" has appeared (S.EJ. Cox 1999). One point needs mentioning: in 
paramagnetic materials, muonium-like states (if present) result in precession frequencies 
or muon spin depolarization rates higher than a ~SR spectrometer can resolve (see 
discussion in sect. 2.2). Such signals are simply lost, meaning that they do not contribute 
to the initial asymmetry which, in consequence, is reduced accordingly. This is referred 
to as "missing fraction". Even when muonium is stable as the stopped state, the time 
spent as nmonium during slowing down is so small that no significant change in muon 
spin orientation occurs. 

In conductors (which are the prime concern of  this review) the positive charge of the 
muon is shielded substantially by a conduction electron cloud and muonium is not stable. 
In this case we end with a 100% polarized positive muon at thermal energy embedded in 
the sample material. Due to its positive charge, the g+ is repelled by atomic nuclei and 
usually finds the position which has a minimum of potential energy between the atoms, 
that is, in a crystalline lattice, an interstitial site. The site taken up by the muon in a 
crystal is a priori not known. This is not as serious as an outsider first believes. Much 
basic information on magnetic behavior of  the sample material can be drawn from the 
gSR spectra without knowledge of the muon site. Of  course, for a quantitative analysis 
of  the strength of internal fields as well as a discussion of spin structures, the site must 
be known. We shall discuss in sect. 3.6 means to determine the muon stopping site. 

Thermal energies may be enough to initiate muon diffusion, especially in elemental 
metals with simple crystal structures. That is to say, the muon hops from one interstitial 
site to a neighboring one on a time scale less than a ~ts. It is often trapped after some 
diffusional motion at a lattice imperfection. The study of muon diffusion has already 
been mentioned as a major application of gSR spectroscopy. From the point of  view 
of magnetic studies, muon diffusion is usually an undesirable complication. It is good 
practice for magnetic studies to check on the mobility status of  the muon, at least in the 
temperature regime of interest. 

The muon carries charge and spin and hence is not a completely innocuous probe. 
The question of how much materials properties are altered by the presence of a muon 
appears regularly, especially in situations where 9SR senses an unusual behavior that 
defies simple explanation. The positive charge of the muon will repel surrounding atomic 
nuclei. This results in a local distortion of lattice symmetry. It usually deepens the 
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interstitial potential, an effect known as "self-trapping". The distortion may also alter the 
local crystalline field interaction, an effect considered, for example, by Campbell (1984). 
In principle, local magnetic properties sensed by the muons could be influenced via such a 
mechanism. A most pronounced feature arises from the fact that in conductors the positive 
muonic charge will attract a screening cloud of conduction electrons. The spin of those 
electrons contributes to the contact magnetic field at the muon site (see sect. 3.1) which, 
in consequence, is enhanced over the normal value present without a muon. The latter can 
in principle be measured by neutrons. The muon and the neutron result on interstitial spin 
densities may be different by a factor of two (see Hartmann et al. 1986). The presence 
of a muon may also locally change the band structure, an effect which had to be taken 
into consideration, for example, in connection with the gSR Knight shift in Sb (Lindgren 
et al. 1986) and for the hyperfine fields at muons implanted in ferromagnetic metals such 
as Fe, Co and Ni (Kanamori et al. 1981, Lindgren et al. 1987, Akai et al. 1992). Whether 
the presence of a muon influences and locally alters the spin structure of an ordered 
magnet is an open question. Such an effect is conceivable if the spin structure results 
from different competing interactions of nearly equal strength. The additional electric field 
gradient produced by the lattice distortion caused by the muon may upset this balance. 
There is no clear evidence of such muon-induced effects in materials with electronic 
magnetism, except perhaps singlet-ground state systems (sect. 5.1). In the majority of 
cases the muon senses the intrinsic magnetic behavior of the material studied, but it often 
emphasizes features not seen by other methods. 

Finally a word concerning radiation damage. The muon as a rather light particle causes 
little damage in general. Also, the intensities of muon beams are weak from the point 
of view of radiation damage dosages. In a local picture, the muon comes to rest a fair 
distance away from the region of strong ionization, which occurs at the early part of its 
track. In addition, the charge recombination time in metals is very short compared to the 
muon life time. In good insulators or especially in molecular crystals some concern may 
arise as to the question of local radiolysis remaining at time scales comparable to the 
muon life time. Recently p~SR measurements studying this problem have appeared (e.g., 
Storchak et al. 1995a,b). A recent review on the subject is available (Storchak 1999). 

2.5. Muon beam characteristics 

Muon beams used in ~tSR can be distinguished by their time structure (pulsed vs. 

continuous) and also by the muon momentum or energy (surface vs. decay-channel 
beam lines). The two differing features, time structure and muon energy, are completely 
independent of each other. There exist, for example, pulsed surface beams and 
pulsed decay-channel beams. Their different properties render the various beam types 
advantageous for different applications. We discuss first the time structure. 

At pulsed beam facilities the protons hitting the muon production target are bunched 
into pulses. Requirements to be met are: 
(a) the pulse width must be short compared to r~, 
(b) the repetition period must be long compared to rg. 
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Fig. 4. Raw muon spin rotation spectrum (analogue plot) observed out to very late times on a pulsed muon 
beam (RAL-ISIS). Note the logarithmic vertical scale. Surface muons am stopped in pure Ag. Also visible 
is the distortion at early times due to the finite muon pulse width. (The data shown were taken at the time 
of  commissioning the facility. Meanwhile, pulse structure has been improved and the time span over which 

distortion occurs is cut in half.) 

The two pulsed muon facilities available currently (KEK in Japan and RAL in England) 
meet these conditions well. They have pulse widths somewhat less than 100ns and 
repetition rates of 20 and 50 Hz, respectively. The pion life time (~'~ = 26 ns) is short 
compared to the proton beam pulse width, therefore the muon beam possesses roughly 
the same time structure as the proton beam. Details on these facilities can be found in 
Nagamine (198l), Nagamine et al. (1994), Eaton et al. (1988, 1994) and Borden et al. 
(1990). The RAL facility offers more intense muon beams. The advantage of a pulsed 
beam is a less severe restriction on muon rate (discussed in the next section) and the 
fact that, after the pulse has arrived, the beam line is "quiet", that is, no further particles 
will impinge on the sample. The result is, the recorded muon spectrum is free of random 
background, which allows the extension of the measurement to very late times (approx. 
10v~). At this point only few muons have survived, the signal intensity is extremely weak 
and can be observed only against a negligible background intensity. Figure 4 depicts a 
muon spin precession pattern (explained in sect. 3.2) followed out to 22 Vs. The price 
paid for this impressive feature is the spectral distortion at early times and a limitation 
in time resolution of spectral, features due to the muon pulse width (now about 100 ns at 
ISIS). In fig. 5 the ~tSR spectral response (initial asymmetry) is plotted against the spin 
precession frequency for the ISIS pulsed muon beam. Clearly, the upper limit is around 
8 MHz. As shown by Cottrell et al. (1997), this limit can be overcome in principle by 
using radiofrequency fields. 

In general, pulsed beam measurements will not give information on fast relaxing 
(depolarizing) signals or spin precession patterns with higher frequency. In addition 
to gaining detailed information on very slowly relaxing patterns, pulsed FtSR allows 
the experimenter to apply, synchronous with the muon pulse, certain environmental 
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conditions to the sample, which can not be kept up continuously. The most important 
cases are the application o f  RF fields in a muon spin resonance experiment (Nishiyama 
1992, Scheuermann et al. 1997) or light, to study for example, photon excitations in 
semiconductors (Kadono et al. 1994). Scheuermann et al. (1997) report on the combined 
synchronous application o f  RF and illumination with light. Also, pulsed magnetic fields 
have been applied (Motokawa et al. 1990). 

In a continuous beam the muons arrive at the target randomly without any dominating 
time structure. (The proton accelerator, typically a multiple-sector cyclotron, accelerates 
protons in bunches coupled to its RF-frequency, being about 50 MHz. The beam extraction 
techniques blur this time structure, so that usually it is hardly noticeable.) The time 
resolution is determined by detector construction and the electronic circuits used to verify 
the proper sequence of  signals (muon in, positron out). It is usually around 0.5 ns. With 
special efforts lOOps can be reached (Holzschuh et al. 1981). This shifts the frequency 
response relative to a pulsed beam (which is shown in fig. 5) by more than two orders 
o f  magnitude, into the range of  100MHz. But the beam is always "on" and the signal 
to background ratio gets poor at late time in the histogram. The typical limit for the 
observation o f  a ~tSR spectrum is up to 4 -5  r~, about one-half the time range available 
with a pulsed beam. In addition, as will be discussed in the next section, the electronic 
circuitry needed in case o f  a continuous beam limits the maximum allowed count rate 
o f  muon decay events. The two prominent p~SR facilities featuring continuous beams 
are TRIUMF, Canada and PSI, Switzerland. Details on their facilities can be found in 
Arseneau et al. (1997) and Abela et al. (1994), respectively. 

For continuous muon beam data, there is also a short time after the muon stop (t = 0) 
for which the data are distorted and cannot be used. Often called "initial dead time", 
this period is usually less than 30 ns, and with some care in setting up the counters and 
electronics can be reduced to as little as 5 ns. While often o f  little consequence in many 
~tSR experiments, the size of  the dead time limits the maximum relaxation rate that can be 
measured, and disordered magnetic states with rare-earth moments often generate muon 
relaxation times o f  less than 10ns, so initial dead time is an important consideration in 
the experiments described in this review. 



74 G.M. KALVIUS et al. 

10000= 
Silver 
Bext= 10 mT 

.E 1000 1 ~ V' ..o Conventional ~tSR 
D.. 100. 

> 
I.U 

lo. MORE a~ 

0 2 4 6 8 10 12 14 16 18 20 
Time (1 06 S) 

Fig. 6. Analogue plots of ~xSR spectra taken with a conventional continuous beam spectrometer and the MORE 
apparatus (see next section). After Abela et al. (1999). 

A new design of a ~SR facility called "MORE" (at PSI) brings to continuous beams 
the long time ranges of  observation typical for pulsed beams (see Abela et al. 1999). 
The principle is briefly outlined in the next section. Figure 6 shows a comparison of 
spectra with the MORE function on and off (labeled "conventional"). In time range it 
is comparable to the spectrum shown in fig. 4. It offers, in addition, the good frequency 
resolution of  continuous beams and is hence especially advantageous for the study of 
weakly depolarizing high-frequency spin precession patterns. 

We now shift our attention to beams with different muon energies. 
A surface muon beam uses pions that decay at rest in the laboratory frame. Then, as 

stated, the muon has the kinetic energy of ~4 MeV and 100% spin polarization (opposite 
to the direction of flight). The advantage, relative to decay channel beams to be discussed 
fitrther below, is that little sample material is needed to stop the muons, typically around 
100 mg/cm 2. The distribution of range at 4 MeV impact energy is roughly 20% of range. 
In sect. 2.7.4 we shall discuss means to improve the situation further, so that even smaller 
samples, especially small single-crystal specimens, can be used. The surface muons 
emerge from pions stopped in the production target. Since the emitted slow muons are not 
very penetrating, they must originate from pions that have come to rest near the surface of 
the target hence the name: "surface" muons. Unfortunately, stopped negative pions will 
undergo rapid nuclear capture before they decay into muons. In consequence, surface 
beams are possible only for positive muons. The name does not imply that surfaces of  
samples can be studied with such muons. The required stopping thickness of  200 mg/cm 2 
means deep bulk. True surface studies require muons in the eV regime. Low-intensity 
"ultra-slow muon beams" are now becoming available (see sect. 2.7.5). 

A surface beam is contaminated with other particles, especially positrons. Due to their 
lower mass the positrons are much faster than the muons at a fixed momentum. They are 
filtered out of  the beam by a velocity separator using crossed electric and magnetic fields. 
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Fig. 7. Outline of a surface beam line for gSR studies (M15 beam line at TR1UMF). 1AT1 is the production 
target. The experimental area is on a higher level than the proton beam line. Q are quadrupole; SX sextupole 
(normally not used); and B bending magnets. The two separators in tandem form the spin rotator. From 

Beveridge et al. (1986). 

Increasing both fields together, the separator can also serve as a spin rotator, allowing the 
muon spin to be turned (prior to implantation) perpendicular to its linear momentum. 
Such an arrangement offers the advantage that a magnetic field applied along the beam 
axis is transverse with regard to S~ and induces spin precession without deflecting the 
beam by exerting a Lorentz force on the muons. This is a necessity if  transverse fields 
in excess of  some 10mT are applied. A typical surface beam line is shown in fig. 7. 

In a decay channel beam, high-momentum pions (~200 MeV/c, corresponding to 
E~ ~ 100 MeV) are extracted from the production target and allowed to decay in flight. 
Beam line geometry collects only those muons ejected either along (forward muons) 
or opposite (backward muons) to the direction of  the pion momentum. In both cases, 
the muons have a high momentum along the original flight direction o f  the pions in the 
laboratory frame. The typical muon energies are around 100 MeV (forward) and 40 MeV 
(backward) which is at least one order o f  magnitude higher than for surface muons. 
The stopping range for backward muons is typically 1-2 g/cm 2. However, not all of  this 
matter needs to be part o f  the sample. In roughly the first half  o f  the stopping range the 
muons are only slowed down but rarely come to rest. Therefore, an appropriate thickness 
o f  "degrader" (e.g., polyethylene) is placed in front of  the sample. The final angle o f  
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acceptance for muons emerging from pions decaying in flight reduces the degree of muon 
spin polarization to ~ 75%. This, in turn, leads to a reduction in initial asymmetry. 
For backward muons the spin points in the direction of flight, for forward muons in the 
opposite direction. Forward decay muons are rarely used nowadays for condensed matter 
studies, although much of the earlier work (before ~1970) was successfully done on such 
beams. Backward muons can be used in cases where a long penetration length is tolerable 
or even required, as for example in high-pressure studies. 

In modern facilities, the decay channel for the pions is a superconducting solenoid, 
about 8 m long producing a field around 5 T. This forces both the pions and the muons 
to helical trajectories. The decay path length in the laboratory is shortened, beam 
optics is improved, and beam contamination reduced. The muon momenta are much too 
high to construct a velocity filter (and also the degrader helps to remove positrons). 
Accordingly, traveling-beam spin rotation is not possible and deflection by transverse 
fields is comparatively small. Decay channel beams can be switched to deliver either 
positive or negative muons. 

The standard beam spot area is ~3 cm 2 for both a surface or a decay channel beam. 
For the former roughly 0.5 g of material is needed, for the latter about 5 g to carry 
out a gSR study with ease. Special equipment and considerable experimental effort 
allows a reduction of the sample dianleter to 0.5 cm and of the sample thickness to 
50mg/cm 2 (surface beam) thus gaining nearly an order of magnitude with respect to 
material needed. 

2.6. The recording of t~SR spectra 

The basic layout of a ~SR spectrometer (without electronics) is shown in fig. 8. Its 
performance will be discussed for the case of a (continuous) surface beam, a nonmagnetic 
sample and a transversely (to the beam axis) applied external field generated by a pair 
of Helmholtz coils. The sample may be placed inside a cryostat (or an oven, etc.) with 
appropriate windows (i.e., thin mylar) for muon transmission. The beam is collimated 
roughly to sample size by lead collimators. A thin transmission plastic scintillation 
detector, labeled "M" (for muon counter) is placed upstream of the sample. When an 
incoming muon passes through M, the detector delivers a signal which establishes zero 
time (to) and starts a digital clock (TDC = time to digital converter). It is assumed that the 
sample is big enough to stop all impinging muons. A special technique for small samples 
will be discussed in sect. 2.7.4. Located downstream behind the sample is a scintillation 
detector for decay positrons labeled "DF" (for forward detector). When D F registers a 
decay event (positron), it sends a signal to the TDC which stores the elapsed time span 
t - to as a digital (time channel address) number. This procedure is repeated for a large 
number of incoming muons. After an appropriate time of data collection all registered 
decay events are stored in their appropriate time channels and then transferred into 
computer memory. In this fashion one obtains the time histogram NF(t) of the temporal 
dependence of decay positron count rate in the forward counter. One uses typically ~4000 
time bins and Nv(t) can be modeled as a continuous function. 
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Fig. 8. Schematic of a ~tSR spectrometer. With a pulsed beam the M-counter is not needed. Collimators placed 
after the M counter are only suitable for decay-channel beams. Further explanation in the text. 

Let us first assume that the external field is switched off. Furthermore, we have assumed 
that internal fields do not exist (nonmagnetic sample). Thus, no magnetic interaction 
works on & ,  which remains stationary. Under those circumstances NF(t) simply reflects 
the muon decay process: 

NF(t) = N0e t/r~. 

Now the field is turned on. Using the coordinate system presented in fig. 8, we have 
& II ( -z)  and B~ II x (since B~ is assumed to be the external field only). It follows that S~ 
precesses in the (y,  z)-plane. The angular distribution W(@) of  the emitted positrons is 
coupled to the motion o f & .  At time zero, Sg points away from DF and NF(t) e~ (1 - a0). 
Ha l f  a precession period later, S~ points towards DF and NF(t) oc (1 + a0). The count 
rate Nv(t) will thus be modulated with the amplitude a0 and the muon spin precession 
frequency fg.  One finds 

Nv(t) = Noe tire[1 - doG(t) cos(2Jvfat + q~)]. (7) 

The phase angle q~ takes care of  a possible angle between the detector axis and 
the direction of  initial muon spin polarization. It mostly appears when a geometrical 
misalignment of  the detector exists. In rare cases it can have a deeper origin (i.e., a delayed 
formation of  a magnetic state). A muon spin relaxation function G(t) has been added for 
completeness. It allows for a possible loss of  degree of  polarization with time (e.g., by 
incoherent spin motion). For the case under discussion (B~ = Bapp) one has G(t) =-- 1. 
A time histogram, as given by eq. (7), was shown in fig. 4. 
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Fig. 9. ~tSR asymmetry spectrum of a simple 
rotation pattern. In this case G(t) is an (ex- 
ponential) function of  time and the oscillating 
term loses amplitude with time (damped rotation 
pattern). The sample is paramagnetic Gd metal in 
a transversely applied field. 

In principle, we have now properly recorded a gSR spectrum. In practice, one often 
improves the situation by placing a second positron detector DB (backward detector) 
upstream from the sample (with a central hole for undisturbed transmission of the beam). 
The same electronics as described for D F is used for DB. Thus one obtains 

NB(t) = N0e t/r~[1 + aoG(t)  cos(2s~f~t + ~)], (8) 

since the precession phase is shifted by 180 °. Forming the backward-forward ratio 

N B ( t ) - N F ( t )  

N B ( t ) + N F ( t )  
- A ( t )  = a o G ( t ) c o s ( 2 : r £ t  + q~), (9) 

gives directly the time-dependent count rate asymmetry ,A(t), usually referred to as the 
"gSR asymmetry spectrum" (this is an idealized discussion; some corrections will be 
presented in sect. 3.5). An example is shown in fig. 9. For simplicity we shall leave out 
the phase constant q~ in the future. The procedures for analyzing a ~SR spectrum will 
be outlined later in sect. 3.5, after having discussed the fundamentals of  the parameters 
which determine the spectral shape. Some researchers label the forward and backward 
counters oppositely, which leads to a change of  sign in eq. (9). 

One additional important condition must be ensured by electronic circuitry. In a 
continuous-beam experiment, only one muon at a t ime can be allowed in the sample 
to ensure a proper correlation between "start" and "stop" pulses. Since the muons arrive 
at random times it is possible that the M counter will be triggered a second time before 
a stop pulse is recorded. Such events must be rejected by an additional logical circuit 
called the "muon gate". It is set by the M counter pulse and reset after ~5 muon life times, 
independently whether a "stop" pulse has been recorded or not. I f  a recorded "stop" pulse 
were to reset the gate, early decay events would have a higher probability of  detection 
and distortions in the time histogram would result. I f  the M counter is triggered during 
the time the muon gate is on, a "veto" pulse is generated which prevents the acceptance 
of any stop counts until the gate is reset. As a consequence, one must keep the muon 
beam intensity low enough that double triggers within 5 v~ are rare events. Clearly, one 
does not want the muon gate time to be too long: it presents a true dead time of the 
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Fig. 10. ~tSR spectrometer "DIZITAE' 
for pulsed beam ~tSR spectroscopy as 
used at RAL. The multi-detector ar- 
rays are placed within the Helmholtz 
coils toroidally around the beam. The 
detector can be turned by 90 degrees 
in order to switch between longitudi- 
nal and transverse field geometry. It 
can also be moved on rails out of  the 
beam spot position. 

counting system. In conventional continuous beams it is therefore inefficient to have time 
histograms which extend to very late times in the histogram (more than 10 gs). Also 
the background produced by "chance correlations" between start and stop pulses cause 
spectral distortion at late times (see fig. 6). Under the conditions described, one typically 
collects a total of 6 to 8 million decay events in time histograms per hour. 

For a pulsed beam the counting logic is somewhat different and simpler. The M counter 
is not needed, the start signal can be derived from the proton pulse extraction. With each 
pulse a large number of muons (typically 103) enter the sample, but all at the same time 
(with the uncertainty of the pulse width). The TDC must accept multiple stops and record 
the proper time bin for each such event. After about 10v~ the TDC is stopped, its contents 
transferred to the histogramming memory and reset. The apparatus then waits for the 
next muon pulse. No muon gate is needed and the spectrum can be recorded out to late 
times without penalty. The restriction in count rate (muon pulse intensity) is given by 
the maximum rate the positron detectors and their circuitry can handle. About 70% of 
the muons implanted by one pulse decay within the first 2 ~ts, and the counters will be 
overloaded if too many muons are contained in each pulse. The problem can be eased 
somewhat by dividing DF and DB into several independent detectors, each with its own 
pulse-handling circuit. 16 to 64 segment detectors are common. Such an apparatus is 
shown in fig. 10. The counts recorded by each segment must be stored separately. Final 
addition is done by the data analysis program. 10 to 20 million decay events per hour in 
the ~tSR spectrum can be obtained. 
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We mentioned the MORE apparatus which offers some of the features of  pulsed beam 
data collection for continuous beams. The acronym MORE stands for Muons On REquest. 
Its basic feature is a fast-switching electrostatic beam deflector (for surface muons only) 
which extracts one muon out of  the beam and sends it towards a gSR spectrometer. After 
10Tg the system is ready for the next muon to be extracted. This ensures that at any 
time only one muon is in the sample and the muon gate circuitry is not needed. Time 
resolution is not blurred by a finite pulse width when compared to a pulsed beam, but 
count rates are lower. The system runs parasitically on a beam line which delivers surface 
muons to a conventional spectrometer when the beam deflector is off (which is most of  
the time). 

Whatever facility is used, collecting a gSR spectrum is not instantaneous, but requires 
time since the accuracy of the data is governed by the usual counting statistics. I f  a 
total of  n counts has been collected in one time channel the uncertainty of  that value 
is v~.  With the rates quoted one needs counting times from 0.5 to 1 hour to have a 
satisfactory ratio between signal and statistical noise, especially at later times in the 
histogram. In case of  weak or very complex ~tSR signals this observation time can 
become up to an order of  magnitude larger. This discussion of spectrometer operation 
should make clear to the reader that the required counting time for a spectrum can not 
be shortened by further increasing the muon beam intensity. In order to perform a ~tSR 
experiment one must apply at the facility for the beam time one considers essential for 
the studies envisioned. Usually available beam times are oversubscribed and a peer review 
committee scans the applications (once or twice a year) and recommends beam time 
(often less than applied for). In addition, particle accelerators are complex machines and 
beam time losses due to equipment malfunctions occur. As a result ~tSR data sets are 
sometimes not as complete as one would like and gSR investigations often extend over 
long time periods. 

To conclude this section we show in fig. 11 the layout of  a modern (pulsed beam) ~tSR 
facility (ISIS). The (800 MeV, 200 ~A) pulsed (50 Hz) proton beam from the synchrotron 
accelerator hits first a thin muon (pion) production target (~5 mm carbon), then the thick 
(and strongly cooled) spallation neutron target (either uranium or tungsten) and is finally 
stopped in a beam dump. Heavy radiation shielding (not shown) is required around the 
experimental facilities. The neutron target is surrounded by several neutron beam lines 
with their instruments. They are of  no interest here. Two muon beam lines are situated on 
both sides of the carbon target leading to the "EC MUON FACILITY" and the "RIKEN 
PROJECT". The "EC" beam line is a pure surface muon beam. Near the end of the 
beamline a switchyard directs muon pulses alternately to three different gSR beam ports 
(called MuSR, EMU and DEVA), which thus operate simultaneously. Located just in front 
of  the pulse switching system is the velocity filter (separator). The "RIKEN" beam line 
possesses a superconducting decay channel (located just after the first bending magnet) 
and therefore can also deliver higher energy decay channel muons. Switching devices 
distribute the muon pulses to three different ports as well. The two muon beamlines 
operate independently of  each other. More details on the ISIS muon facilities can be 
found in the article by Eaton and Kilcoyne (1999). 



~tSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 81 

70 MeV Linac 

HEP test beam ~ / F~' -  

OSIFIIS(~ / IRIS 

VESTA 
CRISP POLARIS Synchrotron 

eVS ~ w u  ~ EC Muon Facility 

Fig. 11. A modem p, SR facility: the setup at the ISIS neutron spallation source of RAL. This is a pulsed 
muon facility running parasitic on the neutron source. It is at present the most intense pulsed muon facility in 
operation. The neutron target with its spectrometers is at the far left side, the muon production target is more 

to the center of the drawing. KARMEN is a neutrino facility. For furter details see text. 

2.7. Special applications 

It is the purpose of  this section to show that gSR spectroscopy can be adapted to a wide 
variety of  experimental conditions. We have mentioned earlier the special features offered 
by a pulsed muon beam, such as the synchronous applications o f  light and/or RF pulses. 
Many new adaptations o f  ~tSR spectroscopy are still under active development and the 
field becomes richer and more versatile constantly. The most exciting new prospect is 
probably the "ultra-slow muon beam" which will be discussed briefly in subsect. 2.7.5. 

2.7.1. Extreme temperatures 
We have already pointed out that there is no limit on sample temperature imposed by the 
BSR methodper se. The vast majori ty o f  ~SR experiments are carried out between 300 K 
and ~3 K using conventional cryostats. 

Low-temperature facilities reaching base temperatures of  1 0 - 5 0 m K  with the use of  
dilution refrigerators (see Lounasmaa 1974) are also common to most ~tSR facilities. To 
keep beam heating low, surface muon beams are best used. A stream of  105 particles/s 
impinging on the sample, each particle depositing ~5 MeV, result in a heat load o f  
~100nW. This in principle allows even lower temperatures to be reached, but no urgent 
need for such extreme temperatures has been seen. 

High-temperature data up to ~1200 K have been reported in connection with studies 
on iron above the Curie temperature (Herlach et al. 1986). These types o f  experiments 
include muon spin resonance data (Hampele et al. 1990) with a surface beam. The main 
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problem with incorporating a heating device is the need for thin windows (so that surface 
muons can enter). The system used is described by Majer et al. (1988). The relatively 
high Curie temperatures in perovskites and orthoferrites also demand the use of heated 
samples, as will be discussed in sect. 6.2. In summary, elevated temperatures to ~1000°C 
pose no severe experimental problem in ~tSR studies. One must be aware, however, that 
at such elevated temperatures the muon is likely to diffuse, especially in metallic lattices. 
One also has the problem of temperature-generated vacancies which may trap diffusing 
muons (see for example Herlach et al. 1986). 

2.7.2. High magnetic fields 
The usual ~tSR port uses Helmholtz-like coils for the generation of static transverse or 
longitudinal magnetic fields. The field range is typically up to 0.4 T. As mentioned earlier, 
transverse fields above 0.01 T cause severe beam deflection in case of  a surface muon 
beam, so a spin rotator is mandatory. It allows the field to be applied along the beam axis 
even for a transverse field measurement. For decay muon beams the restriction of field 
magnitude in transverse geometry is less severe. Transverse fields of about 0.8 T have been 
used in connection with stroboscopic t~SR spectroscopy (Camani et al. 1978, Klempt et al. 
1982, Schenck 1985). Those fields were generated by electromagnets and the stroboscopic 
methods were mainly undertaken to determine the rather minute muonic Knight shift 
in diamagnetic metals. The demand on field uniformity is high in transverse geometry 
(<10 -5 to avoid inhomogeneous line broadening (signal damping)). Electromagnets 
cannot be easily configured for longitudinal geometry since this requires a bore in at 
least one of the pole shoes for transmitting the beam into the field region. It is difficult to 
analyze transverse field spectra for fields in excess of ~1 T because the spin precession 
frequency approaches the spectrometer time resolution limit. Even at fields exceeding 
~0.2 T the analysis of TF spectra can turn out to be difficult. A special technique for 
high transverse field data using a rotating reference frame has been described by Riseman 
and Brewer (1990). Higher fields can be produced by superconducting Helmholtz coils. 
They are always placed longitudinal to the beam momentum. Setups for LF measurements 
cover the range up to 2-5 T, although time differential measurements usually become 
difficult above ~2 T because of poor performance of the positron scintillation detectors. 
The highest fields are more useful for LCR (or ALC) measurements where only time 
integral counting is required (see Kiefl and Kreitzman 1992). 

The highest fields in a ~tSR study have been used by Motokawa et al. (1990), employing 
a pulsed resistive solenoid. Clearly, this technique also calls for a pulsed muon facility. 
The experiments were carried out at the BOOM facility in Tsukuba, Japan. The maximum 
field intensity was 16 T, the pulse length 1 ms and the repetition period 2 s. The application 
of very high fields is of interest for the study of magnetic phase diagrams and of magnetic 
moment fluctuation rates in paramagnets in the fast fluctuation limit (see sect. 3.2.3). 
Only one very high field study on a R compound has been carried out (PrCo2Si2 by 
Nojiri et al. 1992 - see sect. 5.5.2) to date. Unfortunately, the data are of very limited 
accuracy. The (basically very powerful) method has not been pursued further although 
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much more intense pulsed muon beams are now available. The field limit could certainly 
be increased by a factor of two. The general disturbance of surrounding electronics by 
the intense electromagnetic pulses poses a serious problem at general p~SR facilities. 

2.7.3. High pressure 
The application of high pressure reduces the separation of neighboring atoms and 
therefore causes changes in overlap of their outer electronic orbits. Clearly, this is an 
important parameter in magnetism in general and in 5f magnetism in particular, where 
overlap strongly influences the localization of the electrons responsible for magnetic 
properties. High-pressure measurements have been pursued with vigor in nearly all areas 
of experimental condensed matter physics. 

~SR spectroscopy unfortunately can not be extended easily to high pressures. Whatever 
way pressure is applied, the beam must pass through a fair amount of material before 
reaching the sample. Only decay channel muons can be used, which, in turn, demand 
fairly large sample sizes. Furthermore, it is important that hydrostatic conditions prevail, 
since internal stress in the sample will produce lattice defects which may trap muons and 
also can cause wide distributions in internal fields which then cause rapid damping of the 
gSR signal (see sect. 3.2). The most widely used Bridgeman opposed anvil technique is 
problematic for gSR spectroscopy. 

The easiest solution is an oil pressure cell. This has been used for the study of the 
volume dependence of the local field in the transition metals Fe and Ni (Butz et al. 1980). 
The pressure range was 0.7 GPa (7 kbar). The most serious drawback of such a setup is 
its limitation in temperature. Even at moderately low temperature the oil will freeze. 

Rare-earth and actinide magnetism studies call for low temperatures. The solution then 
is a gas pressure cell. Such a system using compressed He gas as the pressure transmitting 
medium has been developedby Butz et al. (1986). It is now stationed at PSI with some 
modifications (Kratzer et al. ~994a). 

The gas high-pressure system is designed for pressures up to 1.4 GPa. Helium solidifies 
in the low-temperature-high-pressure regime. Solid helium, fortunately, can not support 
significant shear forces and consequently the all important hydrostatic conditions are 
not seriously violated. Helium compression is achieved in two steps. First, the gas is 
compressed to 0.3 GPa and stored. This is followed by a pressure intensifier which 
is a piston system with an area ratio of 63:1, driven by a water-cooled hydraulic oil 
compressor. After equilibration the pressure is stable for several days. All high-pressure 
components are mounted inside the isolated area which is only accessible if the high 
pressure is released (via an electro-pneumatic valve). 

A typical high-pressure cell made from CuBe is shown in fig. 12, top. Its central 
bore has 7 mm diameter and ~70 mm length. The pressure limit was 0.9 GPa, i.e., less 
than the design limit of the gas pressure system. The pressure cell is cooled by a 
closed cycle refrigerator with a base temperature -12 K. Stammler et al. (1997) describe 
a new combined cryostat/furnace system which allows temperatures between 4 K  and 
~800 K employing a cell made from a titanium-aluminium-vanadium alloy. For applying 
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Fig. 12. Top: High-pressure cell (CuBe) used in the studies of rare-earth metals and intermetallic compounds 
up to 0.9 GPa (9 kbar). Bottom: ZF-~SR specmun of FM gadolinium metal inside the CuBe high-pressure cell. 
The oscillating signal (see also inset) is the spontaneous spin precession pattern of Gd. The Gaussian relaxation 
specmma comes from muons stopped in the cell walls. After Schreier et al. (1997) and Kalvins et al. (20000. 

transverse fields the usual Helmholtz coil arrangement is used. Weak longitudinal fields 
are available from two small air coils. Even under favorable conditions, at least 50% of  
the ~tSR signal arises from the cell. It is thus important that the sample and cell signal can 
clearly be separated. In transverse field measurements this requires a noticeable Knight 
shift o f  the sample precession frequency. In zero field one either needs spontaneous spin 
precession from the sample (ordered magnet) or at least a fairly rapidly depolarizing 
signal. An example of  a ZF measurement under high pressure on a FM sample (Gd 
metal) is shown in the lower panel o f  fig. 12. It demonstrates well the large background 
signal on which the sample signal rides. High-pressure studies with this system have 
been carried out on the elemental rare-earth metals and some intermetallics. They will 
be discussed in sects. 4 and 5. Recently, succesful tests have been carried out with a 
small clamp-cell device which can be inserted into the standard cryostats o f  the ~SR 
spectrometers (D. Andreica, private communication; see also Kalvius et al. 2000f). The 
disadvantage is that the cells must be removed for pressure changes. Higher pressures 
and lower temperatures than available at present should be possible. 

~SR measurements under uniaxial stress have also been reported but not for 4f  or 
5f  materials. For example, in studies of  Fe metal, Kossler et al. (1985) used a compressed 
air-driven piston at room temperature while Fritzsche et al. (1990) glued their sample to a 
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metal backing (A1 or W) having markedly different thermal expansion coefficient. When 
cooling to low temperatures (2.7 K) strain was induced. 

2.7.4. Small samples 
The usual beam spot diameter of ~20 mm requires, even for a low-energy (surface) muon 
beam, samples of several 100 mg with the corresponding surface area. For novel materials 
this is often a prohibitive requirement, especially if single crystals are to be studied. 
Basically, ~tSR does not require single-crystalline samples, but often special features are 
only exhibited when single crystals are used. The ~tSR method works well with a sample 
consisting of a mosaic of small single crystals if these are available in corresponding 
numbers. The difficulty then is that the orientation of the crystalline axes must be known, 
at least roughly, for all the specimens. 

Coilimation of the beam hardly works beyond a reduction of ~50% in "illuminated" 
area. The collimator must be placed some distance in front of the sample to avoid that 
forward or backward detectors pick up positrons stemming from muons stopped in the 
collimator. The divergence of the muon beam and especially scattering of muons by the 
collimator and also in the start counter, the cryostat windows etc. break up the collimated 
beam again in the case of surface muons. 

One fairly simple solution is to surround the small sample with material in which 
implanted muons are quickly depolarized or in which muonium is formed, whose 
precession frequency (especially if sizable transverse fields are applied) is well beyond 
the time resolution of the spectrometer. Powdered high-quality y-Fe203 is a material of 
choice. Still, this leads to a poor signal/background ratio in the ~tSR spectra and hence 
to a severe loss in data accuracy. 

It is more effective to sense muons that do not stop in the sample and to veto 
the corresponding events by electronic means. The basics of such a system, originally 
developed at TRIUMF (Kiefl et al. 1994, Arseneau et al. 1997) is shown in fig. 13. 

The sample, which is considerably smaller than the bore of the beam collimator 
(~10mm dia.), is mounted on a thin mylar foil on top of a cup-shaped scintillation 
detector (veto counter). The mylar is essentially transparent to the incoming muons. Thus, 

,' R 2 
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Light guide 

T~ 

Fig. 13. "Low-background" ~tSR spectrometer 
for small samples. After Kiett et al. (1994). 
Explanation in the text. 
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all muons which are not stopped in the sample will trigger the cup-shaped counter. Its 
detection pulse is used to veto the start pulse from the muon counter (TM). The positron 
telescopes will register decay positrons only if the two detectors L1 and L2 or R1 and 
R2, respectively, are triggered in coincidence. This leads to a restricted acceptance cone 
as shown in fig, 13 and excludes positrons originating from muons decaying in the cup 
detector. The whole system (except the photomultipIier of  the veto counter and the L and 
R telescopes) are mounted inside the exchange gas vessel of an axial cryostat. As shown 
the system is set up for TF measurements with left (L) and right (R) positron telescopes. 
It can be adjusted to ZF measurements when using a spin rotator. Since events not coming 
from muons stopped in the sample are altogether suppressed, the beam intensity can be 
increased (if possible) so that usual counting rates are achieved even for small samples 
and essentially background free spectra of high quality can be obtained. Kiefi et al. (1994) 
used a high-Tc single-crystalline sample (YBCO) of only 36 mm 2 and ~50 mg total mass. 

Arseneau et al. (1997) describe a more elaborate system mountable in a vertical 
cryostat. A variation of the scheme described has been used by Chakhalian et al. (1997) 
(denoted as "~tSR x 2") for simultaneous recording of  Knight shift data (see sect. 3.2.1) 
from a sample under study and a reference material (e.g., Ag). The inside detector (S) 
is placed so that muons stopped in the sample trigger S and M in coincidence. An 
anti-coincidence trigger of S and M identifies a muon stopped in the reference material 
surrounding the sample. The coincidence and anti-coincidence events are routed to 
different sections of the histogralnming memory. "Cross talk" between the two spectra is 
negligible and variations in Knight shift of less than 100 ppm could readily be resolved. 

The ideal solution to the small sample-problem is of course a very narrow muon beam. 
The demands on beam optics are high and not easily fulfilled under the general conditions 
of primary beam and production target size. Its construction certainly would be costly. 

2.7.5. Low-energy muons 

While the method just described definitely improves the situation for comparatively thin 
samples as well, there are limits as to the electronic suppression of start signals triggered 
by muons not stopped in the material under study. If the sample is rather thin, the more 
proper approach is to use muons with reduced stopping length, i.e., with lower energy. 

By setting the muon momentum selector magnet appropriately, a standard surface muon 
beam (muon momen~m -30 MeV/c) can be tuned down to about 20 MeV/c before all 
useful intensity is lost. This method has been used in the study of amorphous DyAg 
(Kalvius et al. 1986), where the sample was a sputtered film of 50 ~m thickness. By 
tuning to 22 MeV/c about 70% of the muons were stopped in the sample (which had a 
large surface area). Torikai et al. (1994) reported on measurements of magnetic MnSb/Sb 
multilayers using the same technique. They obtained a useful spectrum for a sample 
consisting of 40 layers of MnSb (1 monolayer)/Sb(49 A), sandwiched between two 500 ]~ 
layers of Sb grown epitaxially on a polyamid surface with a beam tuned down to 
18 MeV/c. The corresponding low muon energy tolerated no windows between production 
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Fig. 14. Left: Apparatus for low-energy (LE) ~tSR at PSI. Normal surface muons enter from the right and 
are moderated by a condensed gas target. The LE muons are separated from the non-moderated muons by 
the electrostatic mirror. The mirror turns the linear momentum but not the spin which is now perpendicular 
to the line of  flight. The beam passes the trigger detector, is accellerated (or decellerated) to the appropriate 
energy (1-30 keV) and focused onto the sample. The whole system is in ultra-high vacuum in order to maintain 
surface cleanliness of the moderator and the sample. Right: Depth dependence ofB~x, -Bsaa (see text) at 20K in 
B T = 10.4rot for a 700nm thick film of YBazCU3OT_ ~. The dotted curves are calculations based on a London 

model for different field penetration depths ,I. After Morenzoni (1998) and Niedermayer et al. (1999). 

target and sample. This experiment surely represents the limit for conventional muon 
beams, but shows that extreme situations can be handled. 

Real surface, interface or thin film studies (i.e., measurements on only a few 
monolayers) require a beam of "ultra-slow muons", i.e., muons with energies in the 
keV range. Such beams are under development at present at KEK, ISIS (both pulsed) 
and PSI (continuous). Two rather different approaches are used. Morenzoni et al. (1994, 
1996, 1997), Morenzoni (1997, 1998) at PSI generate practically 100% polarized muons 
of ~10eV by moderating muons from a standard surface muon beam (~4MeV) by a 
thin film (~100nm) of a van der Waals gas (e.g., Ne, Ar, N2) condensed on a surface 
at cryogenic temperatures. The moderation process is fast (~10ps) and preserves muon 
spin polarization. Efficiency, however, is still small (~10-4). The moderated muons are 
the source of a new beam of ultra-slow muons which is transported and tuned (1-30 keV) 
by electric fields. An intricate technical problem is the (transmitting) muon start counter. 
The low-energy muon spectrometer now installed at PSI is shown in fig. 14 (left). It 
has recently been commissioned for scientific measurements, but beam intensity is still 
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low (some 102s-1). An example of a typical measurement now possible is shown in 
fig. 14 (right). The study is concerned with the change of field distribution generated 
by the flux lattice of a type II superconductor in the Shubnikov phase near the surface 
(Niedermayer et al. 1999). The variation of internal field within the triangular flux 
lattice produces a distinctive asymmetric distribution of the field sensed by the muons. It 
exhibits a tail towards high fields coming from regions close to the vortex core, a cusp, 
which corresponds to the most probable field Bsad at the saddle point between adjacent 
vortices and a sharp cut-off on the low-field side (Riseman and Brewer 1994). One finds 
Bsad < Bext. According to calculations based on a London model, the overall width of the 
field distribution diminishes and Bsad moves towards the value of the externally applied 
field as the sample surface is approached. By varying the muon kinetic energy between 
30 and 3 keV one is able to probe layers of the sample between 135 and 18 nm. From 
measured TF spectra, the field distribution sensed by the implanted muons was derived 
by Fourier transforms. Figure 14 (right) depicts the variation of Bext -Bsad as a function 
of implantation depth of the low-energy muons for a 700 um thick film of YBa2Cu3 07 
covered by 70 urn of Ag. The dotted curves are the model calculations for different values 
of the London penetration depth. The agreement is excellent. The data set gives a fine 
impression of the depth selective measurements now possible. A rather detailed survey 
on the PSI system, on the behavior of low-energy muons and on recent applications has 
been prepared by Morenzoni (1999). 

A basically similar low-energy muon system is installed at ISIS. The pulsed beam 
circumvents the start counter problems, but beam intensity is even lower. 

The group at KEK (Nagamine et al. 1995, Miyake et al. 1995, 1997) produces ultra- 
slow muons by first generating thermal muonium at the surface of a hot tungsten target 
placed in the pulsed primary proton beam. They then resonantly ionize the muonium 
by synchronously pulsed intense light from an UV laser. The resulting thermal ~t + are 
electrostatically collected and form the pulsed ultra-slow muon beam with about 50% of  
muon spin polarization preserved. The ~t spin is adjusted perpendicular to the beam axis. 
Test spectra have been obtained for a 10nm Au sample. Intensity is still very low. 

In summary, ultra-slow muon beams are now available to the experimenter. This 
expands ~tSR to the acute research fields of surface-, interface- and multilayer physics. 
Magnetic multilayers are of  course of prime interest in lanthanide magnetism. 

3. laSR magnetic response 

3.1. The local fieM at the muon site 

In the standard semiclassical formulation, the magnetic influence of the material on the 
muon is represented by an effective field B~ which acts on the spin S~ of the muon at 
its interstitial site. B~ can be expressed as the vector sum of various contributions, but 
this separation into different terms is mostly artificial and only a convenience. It must 
be emphasized that the muon sees only one resultant fieM independent of its sources. 
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First we separate B~ into Bapp coming from outside the sample and Bint originating from 
magnetic dipole moments inside the sample 

B~ = Bapp + Bint. (10) 

Bapp is a field usually generated by Helmholtz coils. Bint is produced by the fields of 
(i) magnetic dipole moments on (paramagnetic) atoms in the magnet, (ii) nuclear dipoles, 
and (iii) by conduction electron spin polarization at the muon site. Of course, nuclear 
dipole moments are normally three orders of magnitude smaller than atomic moments and 
in magnets we may in general forget the nuclear fields. But under special circumstances 
the depolarizing influence of fields from atomic as well as nuclear moments can become 
comparable and then proper data analysis requires both to be taken into account (see 
sect. 3.4). 

We separate the internal field into 

Bint = Boon + gdip. (11) 

Both terms originate from the same set of dipoles. Bdip is the direct dipolar field of the 
moments surrounding the muon. We will return to it shortly. The term Boon is called 
the Fermi contact field and is produced by the net spin density of conduction electrons 
in contact with the muon. The spin polarization of the conduction electrons in turn is 
induced by the dipole moments on lattice sites. One finds 

Boon 2 = --g~0 ~e Jce(n T -- n;) ,  (12) 

with/~e the electron's magnetic moment, and n T (n ~) the density, at the location of the 
muon, of conduction electrons with spin Fee "up" ("down"). Spin polarization means 
n T ~ n ~. Bcon is often also called the "hyperfine field", a nomenclature coming from 
NMR. Clearly, Boon will be absent in non-conductors. 

The a priori calculation of Boon is a difficult task. In solids one must start from a 
band structure algorithm. As discussed in sect. 2.4 those calculations need to take the 
presence of the muon into account. In addition, the positive charge of the muon increases 
the conduction electron charge density around its site. In practice, Boon most often is a 
parameter to be determined experimentally, for example by measurements of the muonic 
Knight shift (see sect. 3.2.1). Even then, it is not trivial to connect Boon with the size of 
the atomic dipolar moments present. 

The field generated by a magnetic dipole/7 at the vector distance r from the muon site 
is given by 

(13) 

The total dipolar field Bdip felt by the muon can then in principle be calculated by carrying 
out the appropriate lattice sum ~ j  Bj(rj) over the whole crystal. Although simple in 
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principle, the calculation of dipolar sums often presents difficulties since they converge 
rather slowly. However, modern computational techniques make the direct solution of 
dipolar sums possible. 

One often makes use of a concept developed by Lorentz instead. Most of the sample 
is considered a uniformly magnetized continuum. Arotmd the point of interest a sphere 
(called the Lorentz sphere) is carved out of the continuum (see fig. 15). The dipolar 
contribution to B~ of dipoles inside the sphere (called B~ip) is calculated as a dipolar 
summation but the summation extends only over a rather small number of ~.. A useful 
tensorial technique to evaluate B~i p has been described by Meier et al. (1978), Meier 
(1984) and Seeger and Schimmele (1992). The rest of the sample is approximated by the 
Lorentz field Blot produced by fictitious magnetic "surface charges" on the inner surface 
of the Lorentz sphere and by the demagnetizing field Bdem produced by similar charges 
on the outer surface of the sample. Obviously Bdem vanishes for a truly infinite sample. 
We have 

_ / 

Bdip - Bdi p + Blor + Bdem, 

and in summary for the local field: 

(14) 

B~ = Boon + B~li p + Blor + Bdern + Bapp. (15)  
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1 One finds Blor = g~/0Mdom where n d o  m is the magnetization of the domain in which the 
Lorentz sphere is situated. Strictly speaking this result is true only for non-conducting 
compounds since in metallic ferromagnets an additional (but usually small) contribution 
to Maom arises from conduction electron polarization which is of course not part of 
Bdip. The demagnetizing field can be expressed as Bdem = -#oHMs where A/" is the 
demagnetization tensor (a quantity depending on the geometrical shape of the sample) 
and Ms is the total sample magnetization. For a spherical sample A/" = ½. Using such 
a shape and enforcing Maom =Ms by fully saturating the material, magnetically reduces 
eq. (15) to 

B~ = B~i p +Bco n + Bapp, (16) 

which represents a significant simplification. 
In general Bdem is a troublesome quantity (especially for a polycrystalline sample 

consisting of oddly shaped grains) since it produces non-homogeneous fields which 
substantially increase (B~) and hence static damping. Of course, a contribution by Bdern 
can be avoided altogether by measuring in zero field. This is the standard procedure in case 
of ordered magnetism (see sect. 3.3). If  ferro- or ferrimagnetism is present one must be 
sure that the sample shows no remanent magnetization. In paramagnets the magnetization 
is usually small for the fields used in vSR. It can be a problem, however, for Knight shift 
measurements in strong paramagnets such as the heavy rare earths. 

The crucial point in the Lorentz construction is how to select the size of the 
Lorentz sphere. Its radius must be large compared to interatomic distances, otherwise 
the dipolar sum strongly depends on the sphere's volume. On the other hand it must 
be less than domain dimensions in order to have a unique definition of Mdom. These 
conditions can, however, be fulfilled quite well. Finally, we point out that the Lorentz 
construction has originally been developed for ferromagnets. No macroscopic or domain 
magnetization exists in antiferromagnets under ZF conditions and both the Lorentz and 
the demagnetization fields are not present. An antiferromagnet, however, has a well- 
defined susceptibility. In consequence a magnetization develops in the presence of an 
external field (spin canting). Then Blot and Bdem must be taken into account. 

Bdip and Boon differ in their directional dependences. While Boon will point into (or 
opposite to) the direction of Mdom, this is in general not the case for Bdip. Symmetry 
arguments show that B~i p always vanishes if cubic symmetry exists for the location of 
surrounding dipoles with respect to muon site. Furthermore, any isotropic distribution of 
dipoles (i.e., a powder sample) leads to B~i p = 0 when one averages over the whole crystal. 

One must not forget, however, that Bg =0 does not imply (B~)=0! In addition, due to 
their difference in spatial dependence, the vanishing of  B~i p does not necessarily mean 
that Boon also vanishes. We return to this problem in sect. 3.3. 

One can imagine influences of the muon also on Bdip. Firstly, the muon distorts the 
lattice around its position (self-trapping, small polaron). This can change the dipolar sum 
over the first neighbor shell. Secondly, the muon may not be that well localized at r -- 0, 
even if it does not diffuse from site to site. The muon could have an extended wave 
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fimction ranging over the whole interstitial site or it may carry out jump motions within 
the interstitial hole (caged diffusion). A certain averaging of B~ip(r ) is the most obvious 
consequence (see Meier 1984). Whether an overlap of the muon wave function with the 
electronic wave functions of neighboring atoms can also influence the magnitude of their 
magnetic moment is an open question. 

3.2. #SR spectroscopy of dia- and paramagnets 

The purpose of this and the next section is to familiarize the reader with the basic features 
of gSR spectra of magnetic materials and the parameters which determine their shape. 
We shall stay on very general grounds. In actual magnetic studies the situation may be 
considerably more complex. The discussion primarily follows the original development 
of ~tSR spectral theory which, as already stated, closely followed the NMR analogue. 
It is thus geared to interaction with nuclear moments. This is in fact the situation that 
prevails in diamagnets. The extension to electronic moments is not always straightforward. 
Paramagnets are a simple case, because in general the electronic moments can be viewed 
as approximately point-like, independent dipoles. One important difference is that nuclear 
dipoles can in most situations considered to be static, but electronic moments are usually 
dynamic. Nuclear spin relaxation times are seldom shorter than 10 .4 s, so their correlation 
time is much longer than the muon life time. In contrast, electronic spin fluctuation 
frequencies in free paramagnets are beyond the GHz regime and therefore reside in the 
fast fluctuation limit, which will be discussed below. The extension to ordered moments 
is more complex and not fully solved in the more exotic cases. We shall treat the basics 
for ferro- and antiferromagnets in the following section and spin glass behavior in sect. 8. 
Special cases will be discussed as the need arises. 

In a material containing dipolar moments (either electronic or nuclear) the muon 
at its resting place (to be discussed in sect. 3.6) experiences an effective magnetic 
field B~ (either static or fluctuating in time), as discussed in the previous section. 
The individual members of the muon ensemble that generates the ~tSR spectrum (see 
sect. 2.6) do not see exactly the same field Bg, even if all muons come to rest at 
one type of internal site. This is due to small changes in the local surroundings, in 
particular with respect to the field generated by nearby dipoles with different spatial 
orientation. By B~ we denote in the following the mean field sensed by the muon 
ensemble (for clarity we no longer use the notation (B~)). We will introduce, where 
necessary, an appropriate parameter which describes the distribution of fields around its 
mean B a. In addition to getting information on the magnitude of Bg and its distribution, 
a major objective of ~tSR in magnetic materials is the measurement of the muon spin 
relaxation function which then can be related to the dynamics of the spin ensemble in 
the sample material. We turn now in succession to ~tSR spectra obtained in the three 
fundamental experimental geometries, excluding muon spin resonance and level crossing 
data. A review on "gSR relaxation functions in magnetic materials" appeared recently 
(Uemura 1999). 
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3.2.1. Transverse field measurements (Knight shift) 
"Transverse field" (TF) means that the applied field is oriented perpendicular to the 
initial muon spin polarization. As mentioned, this does not necessarily mean that the field 
is oriented perpendicular to the muon beam. With a surface beam, it may be oriented 
along the beam momentum when the muon spin has previously been turned by a spin 
rotator (see sect. 2.5). We restrict this discussion (except for some short remarks) to the 
strong-field limit, that is to say, we assume that the local quantization axis for muon 
spin and its surroundings is determined by the externally applied field alone. Then only 
the secular term in the Zeeman interaction of the local moments with Bapp need to be 
considered (details can be found, for example in Schenck 1985, chapter 2.3.1). Sensing 
a transverse field, the muon spin will precess in the plane perpendicular to the field axis, 
which generates the asymmetry spectrum 

~4( t) = aoGx( t) cos(2arf~t). (17) 

The asymmetry A(t) has been defined by eq. (9). The spin precession frequency f~ is 
directly proportional to the magnitude of B~: 

f~ = (y~/2zg)Bg. (18) 

We shall discuss the information contained infg below. Gx(t) is the transverse muon spin 
relaxation function as indicated by the index x (the z-axis is commonly fixed parallel to 
the muon spin). 

In the case of a dense system of randomly oriented moments, the field distribution can 
be assumed to have Gaussian shape. Truly random orientation is certainly fulfilled for a 
nuclear moment system (except at extremely low temperatures, which are out of the reach 
of btSR). For electronic moments it is strictly true only for a free paramagnet. This field 
distribution is added to Bapp and in summary B~ is distributed. The width of this field 
distribution can be characterized by its second moment, the so called polycrystalline Van 
Vleck moment, originally derived for nuclear moments: 

2 4  2 2 2 6 4 2V-"  2r-6 
°v2v= ( 4 ~ )  ~o E l ( I +  1)7('7ih ri ~ ( 4 ~ ) 2  ~ yu 2 - ~ f ~ i i '  (19) 

i i 

where I is the nuclear angular momentum, D the corresponding gyromagnetic ratio and 
ri is the distance to the ith dipole from the muon site. An analogous expression could be 
used for electronic moments. In general one can write 

B 2 0.2= ]]2 ( bt}, (20) 

with (B 2) being the width of the (Gaussian) field distribution. This leads to the transverse 
field relaxation fimcfion 

G x ( t , r ) = e x p { - a 2 r 2 I ( t ) - l + e x p ( - t ) ] } ,  (21) 

which is commonly referred to as Abragam relaxation. 1/r is the fluctuation rate orbs .  
Inherent assumptions as to the relaxation process are hidden in eq. (21). The derivation 



94 

0.8 

0.6 

0.4" 

0.2" 

0.0 
2 

G.M. KALVIUS et al. 

i i 

4 6 8 

t ~  
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laxation function (Abragam relaxation). 
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by Abragam (1961) is based on a Gaussian-Markovian process meaning that the field 
correlation function takes the form 

(72 

As seen from eq. (17), the relaxation function Gx(t) is the envelope of the spin precession 
pattern cos(27cf~t). Its form is shown in fig. 16 for r as the parameter. In the static limit 
(r  ---+ oc) we have pure Gaussian relaxation 

Gx(t) = exp [-½azt2] . (23) 

In the fast fluctuation limit ( r  ~ 0), the decay of muon spin polarization becomes 
exponential: 

Gx(t) = exp[-a2Tt] = exp[-,~t]. (24) 

According to eq. (20) one finds 

= O'2T = 7~ (B2) r. (25) 

One often denotes a as the static and )~ as the dynamic relaxation rate. They are usually 
given in p~s -l (corresponding to 106 rad/s), One notices, especially from fig. 16, that the 
damping becomes weaker with rising fluctuation rate. This effect is known in NMR 
as motional narrowing. Static (Gaussian) relaxation of muon spin precession is also 
sometimes called inhomogeneous broadening, again borrowing from NMR. We illustrate 
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Fig. 17. Transverse field p.SR spectra showing the limiting cases of (a) static (Gaussian) and (b) full dynamic 

(exponential) depolarization. From Karlsson (1995). 

the limiting situations of  static and dynamic damping with the two spectra shown in 
fig. 17. 

According to eq. (21), transverse field measurements allow, in principle, separation 
of the static field width (oc a)  from the fluctuation rate ( l / r )  in an intermediate case. 
In practice, this is rather difficult and the combination of zero and longitudinal field 
measurements are more powerful in this respect, as will be shown further below. In the 
static limit (v --+ oc) we can extract the second moment of  the field distribution (see 
eq. 20). In the fast fluctuation limit only the product a 2 T appears (eq. 24) and independent 
information on one of the two quantities is needed. 

One basic assumption leading to eq. (21) was the Gaussian shape of the field 
distribution. We had stated that this requires a dense system of moments. In dilute systems 
(if less than ~10% of the surrounding atoms have a moment - see Kittel and Abrahams 
1953) the field distribution is close to a Lorentzian shape (Walstedt and Walker 1974). 
A Lorentzian has no second moment and the distribution width must be characterized by 
its half width at half maximum. It will not show motional narrowing: whether the local 
field is static or fluctuating, the experimenter will observe exponential relaxation, whose 
relaxation rate is basically insensitive to the field fluctuation rate 1/T. In this case not 
much reliable information can be extracted from TF data. Dilute moment systems are 
therefore usually studied with ZF- and LF gSR. 

We now discuss the information obtainable from the muon spin precession fre- 
quencyfg. The strong-field limit means that the external field is large compared to internal 
field contributions andf~ is mainly determined by Bapp. Furthermore, for a truly random 
distribution of internal fields we expect their mean to be zero. The applied field, however, 
causes (a perhaps very weak, but still finite) magnetization of the sample and thus destroys 
the full randomness of  moment orientation. As a result, a small internal field adds to the 
applied field. The resulting spin precession frequency V~ bs = 7~B~ is slightly shifted from 

the value v ° = ~/aBapp expected if the external field alone were present. This is known as 
the muonic Knight shift. One defines the Knight shift constant 

K -  B~ . (26) 
Bapp 
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Fig. 18. Temperature dependence of the frequency shift 
in paramagnetic PrA12 (polycrystalline sample) measured in 
a transverse field of 1 kG. The Curie-Weiss law is well 
reproduced (Aft e (  Bapp/(T- Tc) ). From Hartrrtarm et al. 
(1986). 

B~ is obtained from the ~tSR spectrum but Bap p must be determined separately with 
high precision (e.g., with a NMR probe or by a ~SR measurement on a diamagnetic 
material where the deviation of K from 1.0 is known to be very small). The Knight 
shift is a measure of  the interstitial susceptibility. It is expected to follow the bulk 
susceptibility but deviations can occur under certain circumstances. As an illustration 
of normal behavior we show in fig. 18 the frequency shift as function of temperature for 
PrA12 in the paramagnetic regime. 

As discussed in sect. 3.1 the internal field has two components, the dipolar and the 
contact (hyperfine) field. In the polycrystalline average (and if the bulk susceptibility 
is isotropic), the dipolar contribution averages to zero. The Knight shift then allows a 
determination of the contact field magnitude. For more details on muon Knight shifts, 
the reader is referred to Schenck (1985) chapter 4.1, or Schenck (1999). 

For single-crystalline samples, the dipolar field also contributes to the Knight shift 
(even in the simplest case an applied field lifts cubic symmetry), leading to an angular 
dependence K(O). Furthermore, the Van Vleck equation (eq. 19) is not valid in this case. 
One major reason is that nuclear spins I will not only feel the Zeeman interaction, but may 
in addition experience quadrupolar coupling if the atom (nucleus) possesses a quadrupole 
moment. The damping constant is then dependent on the magnitude of the applied field 
and on its direction with respect to the crystalline axis (Hartmalm 1977). This effect, as 
well as measurements of  K(O) have been used to gain information on the muon stopping 
site (see also sect. 3.6). 

The fact that a paramagnet in an external field shows a macroscopic magnetization 
means that Blo r and gdem must be taken into account. Their contributions to K are 
usually of  no interest and one corrects the shift for these effects in order to obtain the 
"true" Knight shift. These corrections are not always straightforward and can limit the 
accuracy of Knight shift measurements (for more details see Schenck and Gygax 1995 
or Feyerherm et al. 1995). 

In fig. 19 we show an example of an angularly dependent Knight shift. The sample 
is a single crystal of  paramagnetic CeB6 (a heavy-fermion compound) which has a 
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Fig. 19. Angular dependence of the muon spin 
precession frequency v~ of a single crystal of 
paramagnetic CeB 6 in transverse field. Such data 
can be used to fix the much stopping site (see text). 
Vex t is the spin precession frequency for a bare g+. 
From Amato et al. (1997a). 

cubic crystal structure and hence an isotropic susceptibility with Curie-Weiss behavior 
arising from the 4f electrons of Ce. The crystal was rotated arotmd (110) with the field 
perpendicular to this axis. The observed dependence K ( O )  is fully compatible with the 
muon resting on the crystallographic (½00) site, which splits magnetically into (00 ½) and 

1 1 (g 00), (0g 0), giving rise to the two signals with intensity ratio 1:2. The difference between 
Vext and the average over v~(O) will generate an isotropic Knight shift in a polycrystal. 

Special detection schemes for small Knight shifts such as the stroboscopic (Camani 
et al. 1978) and the ~tSR × 2 methods (Chakhalian et al. 1997) have been developed. 

3.2.2. Zero field measurements 

In a diamagnet we have only nuclear moments (if any at all). Their effect on muon spin 
depolarization is analogous to that of paramagnetic moments, only that local fields of 
nuclear origin are usually, but not necessarily, weaker and static. We immediately turn 
to the more important case of a paramagnet, where, for simplicity, we assume nuclear 
moments to be absent for the time being. Their inclusion will be treated in sect. 3.4. 
Furthermore, the muon will be assumed stationary at its interstitial site. 

We start out with a dense system of moments, i.e., a Gaussian field distribution. In 
addition we first treat the fully isotropic case, that is, each of the three spatial components 
of B~ shows the same field distribution 

P(B~) = P(Bx) . P(By) . P(Bz), (27) 

with 

g ~  exp L1-2A5- J (28) P(Bi) = x/2~" A 

The assumption of isotropy is certainly valid for powders and polycrystals, on which most 
~tSR experiments are performed. As is well-known, this leads to a Maxwellian distribution 
of  f ield magnitude 

/2-~3 IB '2  [-2--~1 ' (29) PqBI) = V ~ )x -~ exp 72 
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The width of the distribution of local magnetic field is A/7~, where z~ 2 is given, if 
quadrupole interactions (e.g., caused by non-cubic crystalline electric field, see sect. 5.1.1) 
can be neglected, by 

A2 = (~9~) ~I(I+ 1)hayiy2 ~ r f  6. (30) 

i 

This is 5/2 times the Van Vleck width given in eq. (19), since both longitudinal and 
transverse components must be taken into account and also the strong-field limit does 
not apply. 

The local fields acting on the muon spin are randomly oriented, which holds for a 
paramagnet in the absence of Bap p. In consequence, the mean vector field (B~) vanishes 
and we will not observe a spin precession pattern and the 9SR spectrum takes the simple 
form 

.A(t) = aoGz(t). (31) 

This does not imply that spin precession does not take place. But it is not coherent and 
thus will only show in a loss of signal amplitude as described by Gz(t). The appropriate 
spin relaxation function Gz(t) for stationary fields was first derived by Kubo and Toyabe 
(1966) for NMR (where it has little practical use) and is known in ~tSR as the (static, 
Gaussian) Kubo-Toyabe function (Kubo 1981) 

Gz(t) = ½ + 2(1 - A2t 2) exp [-1A2t2] . (32) 

Its characteristic shape is presented as the solid line in fig. 20c. The polarization first 
drops, as time increases, from its initial value 1 to a single minimum before recovering to 
1/3 at late times. As we shall see in more detail below, the "1/3 asymptote" is characteristic 
of ZF-~tSR in the case of  static dipole moments (and a stationary muon). When everything 
is static, each muon sees a unique local field for its entire life and in the isotropic average 
1/3 of the muon spins will be parallel to this field and not evolve in time. This is clearly 
expressed in the first term of eq. (32). 

We have mentioned that the dilute limit calls for a Lorentzian distribution of field 
components 

P(Bi)-  y~ a g~ a2 + 72B2 , (33) 
i 

where a/y~ is the field distribution's half width at half maximum (HWHM). The 
corresponding static Lorentzian Kubo-Toyabe function has the shape 

Gz(t) = ½ + 3(1 - at) e x p [ - a t ] ,  (34)  

and is shown as a dashed line in fig. 20c. Differences from the Gaussian function are 
the exponential shape at early times and a more shallow minimum. The "1/3 asymptote" 
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characteristic for a static field distribution is of course maintained. A truly Lorentzian 
distribution in field is a somewhat unphysical assumption since it allows the presence 
of arbitrarily large fields. In the real world the Lorentzian distribution must be truncated 
at some large finite field which might cause some deviations of the ideal Kubo--Toyabe 
shape. 

For single-crystal samples the assumption of isotropy in field distributions is not valid 
and Gz(t) will change. Clearly, the long time asymptote will no longer be at 1/3 but 
will depend on the orientation of crystalline axes relative to the direction of initial muon 
spin orientation. The overall shape, however, does not change drastically, but depth and 
position (in time) of the minimum will also be affected. The general case has been 
treated by Turner (1986) but is mathematically very involved. The special case of uniaxial 
symmetry is discussed by Solt (1995). In practice the standard Kubo-Toyabe formalism 
has been used nearly exclusively. The real field distribution may neither be Lorentzian 
nor Gaussian and again the form of Gz(t) will be altered, but the non-relaxing long-time 
asymptote is preserved when the local fields are static. Special field distributions will be 
discussed as the need arises, mainly in sect. 8. 
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Fig. 21. Zero-field dynamic Gaussian Knbo-Toyabe fimctions for different field fluctuation times. The curves 
are labeled by the value of T. A (in tad). The calculation used the strong-collision model. In the Gaussian- 

Markovian approach Q(t)  decays minimally slower. 

Kubo (1981) also treated the dynamic case that occurs when the muon sees a local 
field that fluctuates randomly with an average rate 1/'c either due to fluctuations of the 
field-generating moments, or to muon diffusional motion, or both. Different models for 
the relaxation process were assumed, for example the Gaussian-Markovian relaxation 
already mentioned (which is perhaps the proper model for fluctuating moments) and the 
strong-collision model where the Markovian feature (i.e., no memory of the previous 
step) is maintained but instead of using a Gaussian decay of field correlation, it changes 
instantaneously to the new value. This latter model is usually applied to muon diffusion 
where the jump time between sites is short compared to the residence time at one site. 
The differences in G~(t, t) for the two treatments are small. A closed expression for 
Gz(t, T) is not available, but fig. 21 shows the result for a Gaussian field distribution 
obtained from numerical solutions. For slow fluctuations (T > 1/zl) the main effect is 
that the 1/3 asymptote decays and the minimum gets shallower while the shape at early 
times is hardly altered at all. In the static case Gz(t) reflects dephasing of precessional 
motion due to the random field distribution. The lost polarization can be recovered by time 
inversion as commonly used in pulsed NMR (also see Kreitzman et al. 1988). Dynamic 
depolarization is a true relaxation process which can not be inverted, since spin entropy 
has increased. Hence the 1/3 asymptote can no longer be maintained at later times. For 
faster fluctuations (r  ~< 1/A) the minimum vanishes altogether and the relaxation function 
approaches exponential shape Gz(t) = exp(-).t) with increasingly lower relaxation rates )~. 
This is again a manifestation of motional "narrowing". The pure Lorentzian Kubo-Toyabe 
function will show in the dynamical situation only a loss of the 1/3 asymptote and 
with it, of  the minimum as presented in fig. 22. Dilute spin glasses display Lorentzian 
field distributions at low temperature, yet do motionally decouple at high temperatures, 
requiring special treatment of the dynamics, as will be discussed in sect. 8. 

A Gaussian field distribution (or something close to it) is the more commonly 
experienced situation and motional narrowing is usually observed. In the slow fluctuation 
limit, the decay of  polarization in ZF is faster than in TE ZF measurements for slow 
dynamics also allow a more unambiguous separation of static width and fluctuation rate 
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compared to TF data (Abragam relaxation). In the fast fluctuation limit the two relaxation 
fimctions become alike and in both cases the product A2T or cr2r enters, making the 
separation impossible. The connection between ZF and TF relaxation is discussed in detail 
by Hayano et al. (1979). 

Let us briefly return to fig. 21. The rate }~ -- ?~ (B~) r of the exponential relaxation 
in the fast fluctuation regime (r  - A < 1) decreases as the fluctuations become f a s t e r  
(smaller r) due to motional narrowing. In the slow limit, however, the decay of the 
1/3 asymptote is the main effect and for later times one has Gz(t) ~ (1/3)exp(--)~KTt) 
with )~KT = (2/3)r -1 (Hayano et al. 1979). Note that in this slow limit the decay rate )~KT 
is independent of the width of the distribution of the local field (in contrast to the fast 
fluctuation case). It sometimes happens that the early part of the Kubo-Toyabe function 
(up to t .  ~ ~ 5) depolarizes so rapidly that it is hidden in the spectrometer dead time. All 
that is then visible is the Kubo-Toyabe tail decaying exponentially with )~KT given above. 
In this case, the relaxation rate decreases when fluctuations become slower.  In the static 
case one gets )~KT = 0, i.e., the 1/3 asymptote. These two limits of the relaxation regimes 
must not be confused. The problem of fast and slow relaxation regimes is well-known in 
NMR (see Slichter 1978, ch. 5). In the ~tSR case, we shall meet this problem once more 
when discussing the spectral response of ordered magnets in sect. 3.3. 

The actually observed relaxation function in the fast limit does not always follow strictly 
an exponential decay. In practice a "power exponential" relaxation is often used 

Gz(t) = exp[-()~t)P]. (35) 

Whether this is more than a convenient parameterization is debatable. The "stretched 
exponential" in eq. (35) has no direct relation to stretched exponential relaxation of bulk 
magnetization (see Campbell et al. 1994). As will be discussed in sect. 8 the only clear- 
cut case is the highly dilute spin glass. It was shown by Uemura et al. (1984) that above 
the glass transition temperature root-exponential relaxation occurs, that is p = 0.5. That 
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Fig. 23. Left: Zero field spectra of  polycrystalline DyAg at two temperatures within the paramagnetic regime. 
The N6el temperature is ~ 60 K. The two spectra are shifted vertically for clarity. Right: Temperature dependence 
of  the relaxation rate 2 derived from fits of  an exponential decay of  polarization to spectra of  the type shown 
in the left hand panel. Typical is the sharp rise on approach to the magnetic transition temperature. The line is 

a guide to the eye, but fits to a critical power law are often possible. After Kalvius et al. (1986). 

treatment does not allow a variation o f p  with temperature, which has occasionally been 
observed. Basically, power-exponential relaxation indicates the presence of a distribution 
in muon spin relaxation rates, but whether this reflects a similar distribution in fluctuation 
rates of the moments that generate the internal field, is an open question. We shall return 
to this point once more in sect. 8.2.1. 

The typical goal of ZF studies of paramagnets is to obtain information on the 
temperature dependence of their spin dynamics. Of special interest is the approach to 
a magnetic phase transition, where slowing down of spin fluctuations often occurs. If  
one assumes that the field distribution (i.e., (B~)) is independent of temperature (not 
necessarily true but a reasonable first approximation), then the change in relaxation rate ,t 
is inversely proportional to the spin fluctuation rate. This further assumes that the situation 
remains in the fast fluctuation limit, which is the case in a typical paramagnet. As an 
example, fig. 23 shows ZF spectra ofpolycrystalline DyAg at two temperatures within the 
paramagnetic regime. The increase in relaxation with lower temperature is quite apparent. 
This is a high-moment paramagnet; in weaker paramagnets the spin fluctuations often 
become so fast at elevated temperatures that total motional narrowing occurs, making the 
damping of the ~tSR signal unmeasurably small. 

3.2.3. Longitudinal fieId measurements 
The term "longitudinal field" (LF) refers to an external field applied along the initial 
direction of muon spin (the z axis). LF measurements are most useful in cases where a 
Kubo-Toyabe-like relaxation function is observed in ZE The applied LF competes with 
the internal field distribution, trying to hold the muon spin in its original direction (thus 
trying to prevent relaxation). If the longitudinal field BE fulfills the condition 

A 
BL >> Brms -- , (36) 

7. 
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case refers to spin freezing around 8.5K in CePtSn, a concentrated spin system (Kalvius et al. 1995a); the 
Lorentzian case to a dilute Cu(Mn) spin glass below its glass transition temperature of 10.8 K. The values of 
the longitudinal fields are (from top to bottom): 640, 320, 160, 80, 40 and 0G (Uemura et al• 1981). In both 

cases the set of spectra unambiguously proves that the spin systems are static. 

and if  the internal field distribution is static, then the muon spin mostly senses only the 
parallel-oriented BL. Consequently, it will not evolve much in time (except for small 
oscillations at very early times). The shape o f  the static Gaussian LF Kubo-Toyabe 
function Gz(t, BL) is shown in fig. 24 at left and the corresponding Lorentzian Kubo-  
Toyabe function at right. No algebraic expressions for the LF Kubo-Toyabe fimctions 
exist. The curves given in fig. 24 were obtained by numerical calculations. 

Suppressing spin depolarization by a longitudinal field is often referred to as 
longitudinal field decoupling. The Lorentzian function is harder to decouple than the 
Gaussian. The dependence o f  the long time asymptote on BL is a good test to distinguish 
between the Lorentzian and Gaussian case. (The other difference is primarily at early 
times and can be difficult to determine experimentally). 

As already stated, in dynamic relaxation the fluctuating field increases spin entropy and 
the corresponding loss o f  polarization is irretrievable. In the slow-fluctuation limit we can 
still achieve partial decoupling with LF, but the long-time asymptote decays in time. In 
the fast-fluctuation limit, BL will exert only a weak influence. In the most-likely case o f  a 
Gaussian field distribution, we observe exponential decay of  polarization Gz = exp(-J,t) 
and the dependence o f  the damping constant on BL is given by the well-known result (see 
Slichter 1978, ch. 5) 

z(0) 
Z(BL) = 1 + (yvBLr) 2' (37) 

This is Lorentz-type dependence on applied field. An example is shown in fig. 117. For a 
50% reduction in relaxation rate one needs a longitudinal field o f  strength BI/2 = 1/yg'g. 
For r = 10-9s (a fluctuation frequency of  1 GHz, which is still low for a typical 
paramagnet) a field o f  ~10T is required• I f  such measurements can resolve a change 
in )~ with BL, then they provide a value o f  r independent o f  A. The combination with 
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~(0)  = ~2Z~2"g allows determination of both A and r. Thus there is a desire for very high 
fields (see sect. 2.7) which is largely unfulfilled to date. 

While eq. (37) is often presented as very generally applicable, it is in fact not 
correct when local field distribution is Lorentzian. As noted in the previous section, 
standard strong-collision dynamics do not decouple a Lorentzian Kubo-Toyabe (fig. 22, 
no motional narrowing). This odd behavior requires rather special circumstances to occur 
(triple-k ordering in USb and DyAg, sect. 5.2, singlet ground state PrP, sect. 5.1.2). 

Recall (above) that in ZF, fast field fluctuations in a Gaussian distribution result in 
muon spin relaxation at a rate determined solely by A2/v, so that ZF (in that limit) cannot 
separate the distribution width from the fluctuation rate, but LF in principle can. For a 
Lorentzian distribution, the ZF fast-fluctuation limit relaxation rate )~(0) --+ 4a/3 depends 
only on the width of the distribution. LF provides the only way to measure the local-field 
fluctuation rate, if the apparatus can generate a field large enough that the muon Larmor 
frequency in it is comparable to that fluctuation rate. Then longitudinal field does cause 
decoupling, but as (Noakes et al. 2000) 

ZLor(O) 
)~Lor(BL) = V/1 + (y~tBL,E)2, (38) 

(see the discussion ofPrP ~tSR in sect. 5.1). In fig. 25 we show the ZF and LF curves for 
strong-collision-dynamic relaxations of different speeds for the Gaussian and Lorentzian 
Kubo-Toyabe cases. 

For dilute spin glasses, the field distribution is Lorentzian, but the dynamics are 
not of strong-coUision form, because observations show that as temperature (and with 
it, fluctuation rate) rises, there is motional narrowing of the ZF relaxation. A special 
treatment of dynamics, developed by Uemura and collaborators, is used, as discussed in 
sect. 8.1. In this case, neither of eqs. (37) or (38) apply. Keren (1994b) has developed 
expressions for the non-exponential relaxation that occurs in simultaneous LF and rapid 
fluctuations for such dilute spin glasses. 

In ending this discussion of the influence of longitudinally applied fields, it is important 
to point out that two very fundamental assumptions were made throughout, namely (i) the 
fluctuation rate 1/r  itself is not altered by the application of the field, and (ii) neither is 
the static field width A. Both assumptions are usually fulfilled for nuclear dipoles and 
this is the case for which the Kubo-Toyabe formalism was developed originally. For 
electronic dipoles the situation is not so clear cut. Close to a magnetic phase transition, 
for example, spin correlations can be affected by applied fields and that would influence 
temporal behavior as well as the resultant local field produced at the muon site. Very little 
information is available on that subject. We discuss a case later in sect. 5. In general, 
measurements in longitudinal geometry (either ZF or LF) put a rather stringent demand 
on a true zero (perpendicular) field condition because very low frequency spin precession 
induced by a weak external field (i.e., when less than 1/4 of a period is visible within 
the time range of the ~tSR spectrum) is difficult to distinguish from slow relaxation. The 
surroundings of a beam line are not favorable to this, as stray fields are abundant. It is 
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mandatory to have a three dimensional coil arrangement around the sample to compensate 
such stray fields. 

3.3. #SR spectroscopy of ordered magnets 

The dominant feature o f  ordered magnetism (ferro-, antiferro- or ferrimagnetism) is the 
appearance o f  a spontaneous magnetization (in AFM, the staggered sublattice magneti- 
zation) when the temperature is lowered below the magnetic transition temperature (Tc 
or TN). The atomic dipole moments (or at least one of  their spatial components) are 
now aligned along a crystalline direction (the easy axis). From the point o f  view of  gSR 
this means that the moments surrounding the muon at its stopping site have preferential 
orientation and a resultant field B~ ~ 0 will be felt by the full ensemble o f  muons 
implanted in the ordered magnet. (As will be discussed below there can be special- 
case exceptions to this rule in AFM). This resultant field will induce a spin precession 
pattern in a gSR spectrum taken in zero applied field. A typical example is shown in 
fig. 26. Details of  the spectral response function will be discussed further below. For 
the moment we keep in mind that gSR studies o f  ordered magnets use ZF conditions 
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almost exclusively, measuring the "spontaneous spin precession". The sources of  the field 
responsible for spontaneous precession are given according to eq. (15) 

Bg =Bcon + B~i p + Blor. (39) 

The magnitude of  the spontaneous magnetization M in ordered magnets is temperature 
dependent due to spin wave excitations. Spin wave frequencies are so fast (THz) that 
they are fully motional-narrowed in ~tSR. All one will observe is the expectation value 
of  the internal field which is coupled (but not necessarily directly proportional) to the 
expectation value of  M(T). For this reason one calls the B a of  an ordered magnet 
a "quasistatic" field. The spontaneous precession vanishes at a second-order magnetic 
transition point and reaches a saturation value for T --+ 0. An example is shown in fig. 27. 

Thus far, we have neglected the existence of  magnetic domains. An ordered magnet 
usually consists o f  a multitude o f  uniformly magnetized sub-volumes, the domains. 
They all have the same magnitude o f  magnetization (namely the temperature-dependent 
spontaneous magnetization) but Mdo m points in different spatial directions for different 
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domains. For a sample that has been cooled through its magnetic transition temperature 
in zero field, the sum over Mdom will be zero if no external field is applied (unmagnetized 
sample). Neighboring domains are separated by domain walls where moment orientation 
varies from one site to the next (e.g., Bloch walls). The internal field Bg within a domain 
wall is poorly defined and muons stopped in the walls are expected not to contribute 
to the spontaneous spin precession pattern. As a rule, the volume ratio of domain walls 
to domains proper is small and for this reason the effect of domain walls on the ~tSR 
spectrum is disregarded, since ~tSR, in contrast to NMR, probes the whole sample volume 
with equal probability. It is however a not uncommon experience that the intensity of 
the ~tSR signal (i.e., a0) is slightly reduced when passing through the transition point to 
an ordered state. Another, largely unexplained, fact is the rather strong observed static 
damping of the spontaneous spin precession signal (see fig. 26 and discussion following 
eq. 40). Dipolar fields are of relatively long-range and the effect of domain walls might 
be felt as a disturbance of B~ well inside the domain. In polycrystals, domain walls tend 
to be linked to grain boundaries, but other disturbances such as magneto-elastic strains, 
lattice defects, etc., might cause additional local magnetic disorder and hence contribute 
to the high damping rate. In effect, to the muon even a simple ferro- or antiferromagnet 
does not appear as a perfectly ordered spin lattice of nearly infinite size. 

It should be kept in mind also that a magnetically ordered single crystal is divided into 
domains. In this case domains tend to be large with their magnetization pointing along 
the easy axis with equal parts in forward and backward direction (for an uumagnetized 
crystal). As will become apparent below (eq. 40), magnetizations in opposite directions 
lead to the same ~tSR patterns. Thus, a single-crystal FM may be viewed in rough 
approximation as a single-domain case, but in finer detail the so called "closure domains" 
oriented perpendicular to the easy axis must be taken into account. A true single-domain 
sample requires the application of an external field (Bsat) strong enough to drive the 
magnet to saturation of its magnetization. Lanthanide and actinide ferromagnets have 
large magnetic anisotropies and hence (Bsat) may easily exceed 10T. Fields of this 
magnitude are not commonly available in vSR spectrometers. 

It is also often overlooked that AFM possess domain structures as well (see Dillon 
1963), so the above discussion applies to all types of ordered magnetism. In AFM, it 
is of course not usually possible to produce a single-domain structure with an external 
field. Preferred domain orientation sometimes can be achieved by application of uniaxial 
stress, a technique used mostly in neutron diffraction. In general, little is known about 
AFM domains. 

At first, one might conclude that, due to the random orientation of Mdom, as found 
especially in an unmagnetized, polycrystalline magnet, a spontaneous spin precession 
signal is unobservable because the internal fields B a taken over the whole sample are 
then randomly oriented as well. Fortunately, this is not so. We may approach the isotropic 
situation by assuming that exactly 1/6 of the field vectors point into each of the 6 cartesian 
directions (+x,-x, +y,-y, +z,-z).  The 1/3 of fields oriented along ± z  will be parallel to 
the muon spin and do not induce precession. The 1/3 of field vectors oriented i x  will 
cause precession in the (y, z) plane, one half clockwise, the other half counter clockwise. 
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Remember that all muons precess with the same frequency fa = yg IBgl. They start 
together at (say) the +z direction and coincide again after one-half the precession period 
at the - z  axis. The argument is the same for the field components along +y.  They precess 
in the (x,z) plane but again coincide for +z and -z.  Thus, the precession pattern can be 
seen provided the positron detectors are arranged in a forward-backward (+ z) geometry. 
A left-right detector arrangement will not observe the pattern. The combination of B-F 
and L-R data can prove useful in cases of complex spectra containing both magnetically 
ordered and paramagnetic portions. For B-F detectors we have 

~4(t) = ao (~ Gx(t) cos(2zvgt) + ½ Gz(t)) . (40) 

The argmnents just presented show that the ~tSR pattern is fimdamentally the same for 
FM or AFM spin order. 

The longitudinal relaxation function Gz(t), related to the portion of the field pointing 
in the ±z  direction, is only sensitive to dynamic depolarization while G~(t) involves both 
static and dynamic influences. Thus, Gx(t) usually relaxes much more quickly than Gz(t) 
and the net result is a strongly damped oscillatory pattern of reduced amplitude riding on a 
baseline given by Gz(t), which decays more slowly with time. This is well demonstrated in 
the ~tSR spectrum of ferromagnetic elemental gadolinium shown in fig. 26. It is important 
to realize that eq. (40) allows separation of static from dynamic depolarization in ordered 
magnets. As mentioned, static depolarization is usually strong. In polycrystalline materials 
it may become so large that the oscillatory pattern is damped out within the initial dead 
time of the spectrometer (typically 5-10ns) and that signal is then unobservable. All 
that then remains is the (more weakly damped) non-oscillatory Gz(t) pattern ("one-third 
signal"). It contains no information on the size of the internal field but can shed some 
light on spin dynamical properties in the ordered state. 

In single crystals (strictly speaking in single-domain crystals) the relative magnitude 
of the non-oscillating term depends on the angle O between initial muon spin orientation 
and the direction of magnetization. Eq. (40) must be replaced by 

A(t) = ao (Gx(t) sin2(O) cos(2svvrJ ) + Gz(t) cos2(O)) . (41) 

The factor 1/3 in eq. (40) is just the polycrystalline average of cos2(O). Polycrystalline 
materials can exhibit texture effects and the 2/3 strength of the oscillating part is not 
sacred. 

In practice one usually describes Gx(t) as well as Gz(t) by an exponential decay of 
polarization introducing the transverse ()~T) and the longitudinal ()~L) relaxation rates. 
Strictly speaking, Gx(t) should not have pure exponential form since static depolarization 
is at least partially involved. The longitudinal relaxation is basically the same feature as 
the decaying tail of a slowly dynamic Kubo-Toyabe function discussed in sect. 3.2.2. 
Therefore, when spin fluctuations die out in the ordered state (usually for T --+ 0), 
the longitudinal relaxation rate becomes smaller, reaching zero for the static limit. This 
is a different behavior than observed in a paramagnet where the slowing down of spin 
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fluctuations (i.e., in the critical regime above a phase transition - see fig. 23) causes an 
increase of relaxation rate. One must keep this important difference in mind. 

Even when muons occupy only one particular crystallographic site in the sample, 
there may be magnetically different muon environments when there is a spatially fixed 
spontaneous magnetization. We had earlier encountered such a situation in the Knight 
shift data of paramagnetic CeB6 (see fig. 19). Instead of the spatially fixed magnetization 
we had a spatially fixed external field, leading to the same effect. Information regarding 
the splitting of a crystalline site into magnetic subsites can be used either to fix the muon 
site or the spin structure (but not both). 

High crystallographic symmetry of the moments surrounding the muon site can lead to 
complete cancellation of the dipolar field contribution to B~. In a FM the unique domain 
magnetization will still generate Boon, which then is the only source of B~ if the material is 
unmagnetized. A well-known example is Ni metal (e.g., Denison et al. 1979). In an AFM 
the staggered magnetization will also force Boon to be zero under those circumstances and 
spontaneous spin precession is not observed at all. This situation occurs in fcc metals or 
in intermetallics with simple cubic structures (e.g., NaC1, CsC1, AuCu3). These cases will 
be discussed later in detail in sect. 5.2. 

As said before, even in case of a simple ferro- or antiferromagnet, the spin lattice 
appears faulty on a local scale and the ZF%tSR oscillatory pattern is more or less damped. 
In more complicated spin structures, as found especially in AFM, the local field B~ 
may have an inherent distribution width, also causing static muon spin depolarization. 
A pertinent example is incommensurate spin density wave ordering. It possesses a 
distinct broad field distribution resulting in a characteristic shape of the spontaneous spin 
precession pattern. This case is discussed in more detail in sect. 3.7 (see eq. 53). The 
extreme case is a frozen randomly oriented spin ensemble as is characteristic for a spin 
glass. Only decay of polarization, but no coherent spin precession signal is observed. The 
situation is similar to what has been discussed in sect. 3.2.2 for the static limit, i.e., a 
static Kubo-Toyabe pattern is seen. ~SR response to spin glasses will be discussed in 
more detail in sect. 8. Between these two limiting cases one may find various degrees of 
spin disorder in an ordered magnet, especially in random alloy systems, meaning that the 
static relaxation rate a of the oscillatory signal can vary over a wider range. In case a has 
reached about the same magnitude as the precession frequency v~, it becomes difficult to 
distinguish the heavily damped oscillatory pattern from a static Kubo-Toyabe function. If 
excessive disorder makes the rate a much larger than the coherent precession frequency 
%, only a monotonic decay of muon spin polarization is seen (a situation one might call 
"overdamped oscillations"). Then, all one can extract from the ~tSR spectrum is the degree 
of disorder (via a); information on the ordering is lost (i.e., vg can not be determined). 
We will encounter several such cases later on. An important conclusion of the discussion 
in the last paragraphs is that the observation of a spontaneous spin precession pattern 
signals the presence of long-range magnetic order. The absence of a precession pattern, 
however, cannot simply be taken as proof of the absence of magnetic order. 

We have stated at the beginning of this section that measurements in applied field are 
rarely performed for magnets in the ordered state. An external field will enter a FM 
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only if it exceeds Bs~t, but no such restriction exists for AFM. With polycrystals the 
external field will randomly add to the internal field because of the random orientation 
of domain magnetizations and widen the field distribution. In addition Bdem comes into 
play. Both effects will cause increased static depolarization and the signal may quickly 
become unobservable. The situation is clearly more favorable in single crystals. The vector 
addition of the external field to the local field will give information on spin structure (a 
property which can not be extracted directly from gSR data) and/or muon stopping site. 

When the above-mentioned loss of signal in rapid static depolarization (which, in 
particular, is expected for a polycrystalline sample in an external field) occurs on entering 
the ordered state, it allows determination of the exact magnetic transition temperature for 
the sample under study. An example is shown in fig. 28. The sample is YMn2, which 
exhibits a first-order N&I transition with a large hysteresis. In the paramagnetic regime 
we observe spin precession due to an applied transverse field. The initial asymmetry a0 is 
a measure of the paramagnetic fraction in the material. At temperatures well above TN it 
is 100% and zero well below TN, where no oscillatory signal is observed due to excessive 
damping in the AFM regime. Details, especially regarding the slight loss of paramagnetic 
fraction just above the onset of AFM will be discussed in sect. 5.3.3. 

3.4. Double relaxation 

We have already stressed that each muon always senses one unique field B~ at its stopping 
site which, however, might be the vector sum of fields generated by different types of 
magnetic moments in its surroundings. Separate influences on the ~SR spectrum will be 
visible only if these various contributions possess markedly different temporal structures. 
In this case one commonly approximates muon spin relaxation phenomena by using a 
resultant relaxation function which is the product of the relaxation functions appropriate 
for each of the field contributions. 

An actual situation could be a paramagnet with both nuclear and electronic dipoles 
present (in the foregoing discussion we had assumed that no nuclear dipoles are present 
in the paramagnet). Barring special circumstances (to be discussed in sect. 3.7), the field 
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from nuclear dipoles will essentially be static while the field from electronic dipoles tends 
to fluctuate rapidly, as pointed out previously. The appropriate ZF relaxation function is 
then 

Gtotal(t) = GKTI(t)" exp[--~,elt], (42) 

where GnKTl(t ) is the Kubo-Toyabe relaxation function due to the static nuclear fields and 
&d is the relaxation rate due to the electronic fields assumed to be in rapid fluctuation. 
Equation (42) is strictly correct when one of the contributions is in the fast fluctuation 
limit. When that is not true, the relaxation will not in general be a product, but needs to 
be solved on a case-by-case basis. In the case described by eq. (42), the two relaxation 
processes can be separated easily by applying a longitudinal field: GnK~1 will decouple 
while ;tel remains practically unaffected, as outlined previously. The nuclear field width 
will be less than 1 mT and thus BL = 10mT will suffice to suppress nuclear relaxation 
altogether and thus to obtain the electronic relaxation function separately. In magnetic 
studies one is primarily interested in )~I(T) and then it is often good practice to carry out 
the measurement on paramagnetic samples in a weak longitudinal field right away. We 
return to this problem in sect. 3.7. 

The combination nuclear plus electronic relaxation is the most common, but not the 
only situation where double relaxation comes into play. In transverse field measurements 
on a highly susceptible (i.e., large moment) paramagnet, the applied field will produce a 
notable sample magnetization Ms. It, in turn, gives rise to a substantial demagnetization 
field Bdem, which being linked to Bapp is of static nature. In contrast, the field 
from surrounding paramagnetic dipoles will (usually) fluctuate rapidly. The appropriate 
relaxation function is then 

Gx(t)=exp [-  (½aat2 + ~t)] .  (43) 

In this case, it is not easy to separate the two relaxation mechanisms. The only 
possible means are their field and their (hopefully) different temperature dependences 
(see Hartmann et al. 1986). 

3.5. Data analysis 

Having obtained experimental data in the form of an instrumental response as a function 
of time (counts N(t) or, as we will describe, asymmetry .A(t)), the experimenter seeks to 
extract information on physical properties and processes in the sample by analyzing the 
data. When there are clear oscillations in the data, from either an applied transverse field 
or from well-defined internal fields in well-ordered magnetic states, it is often useful to 
transform the data into "frequency space" by Fast Fourier Transform (FFT, see e.g., Press 
et al. 1986), or some alternate transform algorithm (see Alves et al. 1994, Rainford and 
Daniell 1994). This is particularly useful if a theory that is being tested predicts response 
as a function of frequency. In ~SR of magnetic systems, however, many of the data 
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observed involve relaxation (decay of polarization without clear oscillation frequencies), 
from which we wish to distinguish static fields from dynamics in the material (information 
which can be hard to extract from FFTs), so we usually prefer to compare theory to 
experiment by least-squares fitting (see, for example, Bevington and Robinson 1992) in 
the time domain. 

The first task is to formulate a theoretical signal fimction, which we denote as Sth(t), 
representing muon polarization as a function of time. For example, a transverse field 
measurement in the fast fluctuation limit should have the form 

Sth(t) = a0 exp[-J.t] cos(2~f~t + q~). (44) 

This function must then be least-squares fit to either the single-detector response (eq. 7) 
in case of a forward detector, 

NF(t) = N0 exp ( - ~ ) ( 1  - Sth(t)), (45) 

or (preferably) to the backward-forward (respectively left-right) asyrmnetry (eq. 9), 
A(t) = Sth(t). The physical parameters to be returned by the fit for the example of 
eq. (44) would be a0,)~,f~ and q). In case of a single-telescope fit (eq. 45) the count 
rate normalization No is an additional parameter (since it is not a priori known). In the 
case of positive-muon ~SR, the life time Tg is fixed but for negative-muon gSR it also 
becomes a variable (because of  the Z-dependent nuclear capture rate). 

The discussion to this point assumes an ideal world, never realized in experimental 
physics, Most importantly, a background count rate arising from chance coincidences 
between the muon and positron counters needs to be added in eq. (45). If  we assume this 
background to be independent of time (which is reasonable but not always proven), then 
we have 

NF = N0 exp ( - ~ a ) ( 1  - Sth(¢))-[- (Nbk)F' (46) 

Fortunately, Nbk can be determined independently and need not be fitted. This is done 
by collecting data before the muon enters the sample. Those "negative time" bins can 
be obtained easily by sending the positron counts through an appropriate time delay. For 
pulsed beams, Nbk can be neglected, but one needs to consider losses of counts in early 
channels because of high count rate load of the detectors. Turning now to an asymmetry 
spectrum, the data analysis program must first subtract the appropriate background counts 
from NF(t) and NB(t) before forming the backward-forward ratio according to eq. (9). 
Another, more serious experimental problem is that forward and backward detectors have 
different counting efficiencies (for many reasons which we will not discuss) and hence 
at any fixed time t one has NF(t) ~ NB(t). One defines the parameter a 

NF(0) 
a -  NB(0)' (47) 
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which should be independent of  time over the course of  measurements on one sample. 
Combining eq. (47) with eq. (9) one obtains 

(1 - a) + (1 + a) Sth(t) 
A(t) = (1 + a) + (1 - a) Sth(t)' (48) 

For ct = 1, eq. (9) is recovered. The main effect of a ~ 1 is a shift of  "baseline", that 
is, of the value A(t ~ co). The fit program usually least-squares fits the right hand side 
of  eq. (48) as theory to the left hand side as data, with a being a variable. The latter 
is unfortunately highly correlated with the initial asymmetry a0 (another fit parameter), 
since the value of a0 is determined as the distance from the a-dependent baseline. One 
may obtain a independently from a transverse field measurement, since in this case the 
baseline is easily fixed as the center between the positive and negative extremes. I f  so, 
low transverse fields should be used, since the detectors are affected by external fields and 
also one must make sure that the geometry (including the beam spot) does not change. 
Altogether, the "alpha problem" can sometimes be a serious limitation in the interpretation 
of finer details of  a ~tSR spectrum. 

There is another possible difference in the response of the two (e.g., forward and 
backward) ratio forming detectors. As mentioned in sect. 2.6 the initial asymmetry is 
dependent on positron energy. Different detectors may sample slightly different energy 
ranges of positrons resulting in different values of  a0. One may define, analogously to 
eq. (47), the parameter/3 

(a0)F 
/3 - (a0)B' (49) 

and include this in the formation of .A(t). We do not expand further on this, because in 
practice/3 is usually assumed to be one. The problem of properly correcting measured 
asymmetry spectra for experimentally induced inaccuracies has been discussed in some 
detail by Riseman et al. (1994). 

Often the ~tSR response will be a sum of theory functions 

Sth = E i ( S t b ) i ,  (50) 

especially if the muon occupies multiple sites. An unwanted but regularly encountered 
situation in this respect is a fraction of muons that stop in sample surroundings such 
as the sample holder, cryostat walls, etc. This leads to a so-called background signal 
(not to be confused with the background rate Nbk). It is not always easy to disentangle 
background and sample signals. Usually an effort is made to have a background signal 
with no time dependence (e.g.,)~ or a = 0) at any temperature. This is achieved for 
the muons stopped in silver. It is a recommended practice to use silver pieces in the 
immediate sample environment. By comparison, copper is undesirable, because it shows 
a substantial damping rate which varies with temperature (see Luke et al. 1990a). 
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~tSR least-squares fit programs are available at all muon facilities, all of  which are 
poorly documented. Most commonly used is the MSRFIT program developed by J. Brewer 
at TRIUMF, which is extremely flexible and can be used either for single-telescope 
or asymmetry fits. Single-telescope fits are difficult if the time dependence of the 
signal function is slow compared to muon decay, because No and a0 are then strongly 
correlated. As mentioned, dynamic and longitudinal field Kubo-Toyabe fimctions can 
not be expressed in closed form. The TRIUMF program uses three-dimensional look- 
up tables for the Gaussian or Lorentzian functions Gz(t, r, BL) derived from numerical 
calculations (see Hayano et al. 1979) which are too slow to be incorporated in a least- 
squares loop. Weber et al. (1994b) have developed an approximation using Fast Fourier 
Transforms. This makes inclusion in the loop possible. Both approaches work well. 

For extracting the frequency content of a TF spectrum, the "maximum entropy" method 
has been described by Rainford and Daniell (1994) and Alves et al. (1994) as an improved 
technique compared to the usually employed Fourier transform. Aspects of the treatment 
of transverse field gSR data (with emphasis on pulsed beam measurements) have been 
discussed recently by Rainford (1999b). In the experimental spectra shown in this article, 
the solid line through the data points is the least-squares fitted theoretical function Sth(t). 
The goodness of fit parameter is Z 2, as usual in least-squares fitting. 

3.6. Determination o f  the muon site 

As outlined before, once a low-energy positive muon has been deposited in the sample of 
interest, it slows down to thermal velocities in a time of order 10 -l° s (for solids), with no 
loss of original polarization. It may emerge from "thermalization" as an apparently bare 
~+ (in metals) or in a muonium-like state (sometimes, in semiconductors and insulators). 
Muonium-like states will not be discussed further here. A "bare" muon in a metal is in 
contact hyperfine interaction with the conduction electron density at its location, which 
results in a muonic Knight shift (usually small in nonmagnetic materials). A "bare" g+ 
in an insulator is a diamagnetic center, and is quite likely to be bonded to the most 
electronegative species present. 

But where exactly does the muon sit in a particular crystalline material? Knowledge of 
this is essential for complete understanding of the [xSR signals observed, yet it is often 
difficult to determine reliably. As already mentioned, sometimes the muon does not sit 
still at all. Even to treat the effect of muon diffusion properly, the sites involved must 
be known. In some elemental metals (i.e., A1, Fe, Nb, . . .  ) rapid' diffusion is seen at all 
temperatures and is reasonably well understood, including quantum effects at very low 
temperatures (see references given in sect. 2.1), but this does not concern us here. Less is 
known about the situation in elemental rare-earth metals, but the lower crystal symmetry 
makes a stationary muon likely, at least at lower temperatures, as is also indicated by a 
few direct measurements on nonmagnetic hcp metals such as Sc and Be. Muon diffusion 
parameters in Dy metal have been extracted by Barsov et al. (1986a) using the relaxation 
rates observed in the helical AFM state. They show that the muon residence time is about 
0.1 ~s at 125 K. It decreases by an additional factor of 3 approaching TN around 180 K. 
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In compound materials, the muon is likely to be at rest at low temperatures on the ~10 p~s 
time scale accessed by most ~tSR experiments. In general, phonon-assisted diffusional 
hopping is likely to occur above an onset temperature typically in the range of 200 K 
to 300 K. In this temperature regime care must be exercised in interpreting spectra. The 
effect on magnetic btSR response will be discussed in sect. 3.8. 

In elemental metals and intermetallics, without any strong electronegative ions, the ~t + 
is generally expected to be repelled (ionically) from all the ions present, and so should 
come to rest in the largest interstitial "holes" in the structure. Vacancy defects also qualify 
when present, but then gSR becomes a defect probe, while we are primarily interested in 
its use as a bulk probe. In elemental metals, which usually have high-symmetry crystal 
structures, the centers of the interstitial sites are also usually of high point symmetry, and 
can be identified by inspection of the crystal structure. It is also quite possible that the 
muon prefers different sites at different temperatures (site exchange), another possible 
complication which is not always easy to trace. Details (though mainly for transition 
metals) are discussed by Seeger and Schimmele (1992). 

When single-crystal samples are available, the point symmetry of the muon site can 
be deduced from the dependence of the vSR signal on the orientation of the initial muon 
polarization with respect to the principal crystal axes. Typical parameters to be studied 
in such a case are either the depolarization rate (line width) or the muon Knight shift 
(see sect. 3.2.1, especially fig. 19). The vast majority of the "new materials" that occupy 
much of the forefront of pure (as opposed to applied) magnetism research, however, 
are compounds first available only in polycrystalline (including powder in that term) 
form. Consequently, the majority of ~tSR experiments on magnetic materials are on 
polycrystalline compound samples, for which the muon site symmetry is not measurable, 
and is likely to be low. On occasion, data on the position of hydrogen induced in 
low concentration into metallic samples is available (e.g., from neutron scattering or 
channeling experiments). One then infers that the muon will take the same interstitial 
position, a reasonable notion in many cases. 

Let us consider whether muon bonding can determine the muon site in polycrystalline 
compound insulators. There is considerable evidence that ~t + bonds to fluorine and oxygen 
to form diamagnetic centers in solid insulators. In fluorides this often results in the 
formation of the hydrogen-bonded (F~xF)- ion, generating a characteristic oscillating 
ZF-~tSR signal in nonmagnetic fluorides [including YF3 and LaF3 (Brewer et al. 1986, 
Noakes et al. 1993a,b)], that severely limits the possible muon locations in those lattices. 
Not much ~tSR spectroscopy, however, has been performed on magnetic rare-earth 
fluorides (see sect. 6.1). There are many more oxide materials of interest to the magnetism 
community, including the high-T~ superconductors. The latter is an anomalous class, 
ceramic yet conducting, and related to insulating phases by differences in ion partial site 
occupancies. There is again considerable evidence that "diamagnetic" ~t + sits close to 
1.0 A away from an oxygen ion in each of these solids, including rare-earth orthoferrites 
(Holzschuh et al. 1983, Boekema et al. 1984) and YBa2Cu306+~ (Brewer et al. 1990). 
Yet even knowing this, there is debate about the ~+ site in YBa2Cu3 06 + ~ (Boekema et al. 
1994, Adams et al. 1994, Sulaiman et al. 1994a,b). 
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There is less information to work with in the case of a compound intermetallic where 
large enough single crystals are not available. To establish a draft list of muon site 
candidates, it is easy to write a computer program to find the local minima in the 
unit cell of an ionic-repulsion interaction between the ~t + and the ions of the crystal 
structure (Noakes et al. 1987). There is, however, no compelling choice among several 
possible radial dependences of interaction outside a hard core. Different choices of 
interaction, and even different choices of effective ionic charge and hard-core radius for a 
particular interaction, will result in some variation of the detailed candidate site positions. 
Such a procedure only indicates generally where the holes in the structure are. At low 
temperatures in all but the simplest structures, different muons may stop at different local 
minima, because the barriers to hopping may prevent them from all finding the most 
desirable site. 

Finally, we repeat that a unique crystalline muon site may split into multiple magnetic 
sites once long-range magnetic order sets in or if an external field is applied. Once the 
(most likely) muon site(s) has(have) been determined, modeling of the local magnetic 
field at that(those) site(s) can begin. Muon sites in particular materials will be discussed 
in the sections on those classes of material below. In conclusion we wish to stress once 
more: Sensitive information on magnetic properties of a material can be obtained by ~SR 
without knowledge of the muon stopping site. It is important, however, to make sure that 
the muon is not hopping between different types of sites. 

3.7. Modeling of the internal field 

For a material that has a magnetic ordering (or spin freezing) transition at TM, there are 
generally four regimes which might generate distinct gSR behavior: 
(1) the static ordered (frozen) state for T << TM; 
(2) fluctuations in the ordered state as T approaches TM from below; 
(3) critical fluctuations and correlations in some temperature range above TM; 
(4) the paramagnetic limit for T >> TM. 
There is now one class of magnetic materials known where the magnetic interactions are 
strong but no spin freezing or magnetic ordering occurs: "perfectly frustrated lattices", 
but to date the ones studied with ~tSR involve only transition metal magnetic ions, and so 
fall outside the range of this review. Additionally, it is possible that "crystalline electric 
field" (CEF) splitting might sometimes slow lanthanide moment dynamics enough to 
cause observable temperature dependence in ~SR magnetic parameters, independent of 
any magnetic ordering (or even in the absence of ordering). This will be discussed in 
sect. 5.1. 

Let us consider the four regimes in the absence of those possible complications, 
beginning with the simplest. 

Regime 4: The essential features of the paramagnetic limit have already been discussed 
in sect. 3.2. The electronic moments are fluctuating very rapidly which tends to decouple 
them from the muon moment (motional narrowing). This means, the depolarization 
of the ~tSR signal is weak and almost always of exponential shape. It may well 
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become unobservably small. In lanthanide compounds with strong exchange coupling 
one reaches the so-called Moriya limit (Moriya 1956) for T >> TM which causes a 
measurable and temperature-independent damping rate, especially in compounds with 
heavy rare earths where the effective magnetic moments are large (Karlsson 1990). Also 
Korringa relaxation needs to be considered in some cases (Hartmalm et al. 1986). More 
details are to be found in sect. 5.3. 

In sect. 3.4 the combined effect of nuclear and electronic relaxation was introduced. 
If one of the nonmagnetic constituents of a compound carries a large nuclear magnetic 
moment, then its dipolar field will dominate the damping of the ~SR signal if electronic 
fields fluctuate rapidly enough. In its extreme limit the electronic damping can fully be 
neglected, and only the static Gaussian Kubo-Toyabe relaxation from nuclear moments 
will be observed. This situation is generally considered to be dull and usually not perused 
in any detail since no information can be gained about the electronic moments, except 
that their fluctuation rate is high. 

The situation gets a bit more complex if the ion that carries the electronic magnetic 
moment also possesses a sizable nuclear moment. Then these two moments are not 
independent of each other regarding their dynamical behavior since they are coupled by 
the hyperfine interaction. This means the nuclear moment may not appear static on the 
~tSR time scale at all temperatures. If  the electronic moment fluctuates rapidly enough, as 
is the case for T >> TM then the two are decoupled again and the situation is as described 
in the previous paragraph. When coming closer to T~, the electronic moment slows down 
and will couple to the nuclear moment, causing it to exhibit dynamical behavior as well. 
This situation has been observed in rare-earth systems by Noakes et al. (1987) and Weber 
et al. (1994a). It has been studied in detail in MnSi (Yamazaki 1990) which, however, is 
outside this review. The treatment of such data requires the concept of "double relaxation" 
as discussed in sect. 3.4. In order to separate the different depolarization mechanisms, it is 
important to establish that the "full paramagnetic limit", i.e., the situation of  full electron- 
nuclear decoupling, has been achieved. Further, it must be reached before the muon starts 
diffusional motion, since this again changes the relaxation shape of the ~tSR signal (see 
also sect. 3.8). This is not always possible and clearly requires TM to be fairly low. 

Regime 1: In the low-temperature limit of a magnetically ordered/frozen state, a static 
~tSR pattern is usually observed, for which the theoretical prediction involves specification 
of a (known or postulated) static structure for the magnetic moments, the knowledge (or 
at least a good guess) of the muon site, the choice of magnetic interaction between the 
ordered moments and the muon (e.g., dipolar coupling) together with a sum over the 
lattice, without the complication of fluctuations. 

This approximation will only be valid for T ~ 0, as fluctuations are often visible 
as the sample is warmed towards TM. Little is understood, however, about slow spin 
dynamics (i.e., within the ~tSR, but below the neutron time window) in ordered magnets. 
A theoretical treatment of spin lattice relaxation and its relation to gSR for a Heisenberg 
ferromagnet has been given by Dalmas de R6otier and Yaouanc (1995). 

The simplest calculation involves the assignment of classical point-like ionic moments 
leading to an effective field and its distribution at the muon site, and it often provides an 



118 G.M. KALVIUS et al. 

excellent approximation. The basics of deriving the local dipolar field has been treated 
in sect. 3.1. In the majority of cases B~ is dominated by the dipolar field (except when 
it vanishes due to local symmetry). Bcon, being up to an order of  magnitude smaller, 
is often neglected in first approximation. In any case, Boon is isotropic and carries little 
information about the ordered spin structure. It can in principle be obtained independently 
from paramagrretic Knight shift data. Note, however, that long-range magnetic ordering 
of large stable (rare-earth) electronic moments is a subject where neutron scattering can 
measure almost everything, and gSR often cannot compete. On the other hand, the dipolar 
field at the muon site resulting from a proper summation of the fields produced by all 
surrounding moments is extremely sensitive to small changes in orientation of those 
moments. For example, in the case of  a conical spin structure a small change in cone 
angle may markedly alter the local field sensed by the muon, while neutrons may not 
resolve this effect. Also, spin turning transitions are well investigated by gSR. Situations 
of this type will be discussed especially in sect. 4. 

In general, ~tSR most often makes notable contributions to magnetism when the 
magnetism is weak or disordered in some way. When magnetism is weak, mere detection 
of internal magnetic fields can be significant, as is the case for a number of "correlated 
electron systems" (sect. 9). 

Let us have a brief look at disordered magnetism which will be dealt with in more 
detail in sect. 8. A simple long-range ordered state generates in most cases a unique 
field (or a small number of discrete fields) at the muon site, usually resulting in coherent 
spin precession at a distinct frequency (or frequencies) in ZF%tSR (see discussion in 
sect. 3.3). A static incommensurate spin-density-wave (sinusoidal amplitude modulation 
of the ordered moment over a long repeat length), with simplifying assumptions about 
coupling to the muon, should result in a field distribution of "Overhauser" form (see, for 
example, Peretto et al. 1981): 

2 
- 0 < B < Brnax. (51) PISDw(B) ~ _ B 2 - ,  

This is a distribution of magnitude of field, which is what truly determines the ZF muon 
spin relaxation function Gz(t) for polycrystalline samples (Noakes 1991), as has been 
discussed in sect. 3.2.2. The equation for the ZF relaxation function for a polycrystalline 
sample, 

Gz(t) = ~ + ~ P(B) cos(y~Bt) dB, (52) 

can be solved in this case: 

1 GsDw(t) = ~ + ~J0(~'~B~axt). (53) 

where J0 is the zero-order Bessel function. After some initial relaxation, Glsow(t) settles 
down to small-amplitude oscillation at frequency y~Bmax (although with a phase shift of 



~tSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 119 

90°). Realistic muon coupling adds some complications. For example, eq. (53) describes 
the spectral shape resulting from a perfect (i.e., error and distortion free) long-range 
ordered ISDW spin stucture. Defects in the spin lattice etc. will add an additional static 
distribution in local field. Furthermore, there could be spin dynamics present which also 
depolarizes the muon spin. Therefore one uses in practice the relaxation function for a 
case of ISDW spin order: 

GisDw(t) = 1 exp[-)~long t] + 2Jo(]t~Bmaxt ) exp[-,~t;ans]. (54) 

Spectra of this kind have basically been observed in some organic conductors (Le et al. 
1993) and recently, apparently in HoNi2B2C (sect. 7.1). Misfitting a spectrum of the type 
given by eq. (54) with an exponentially damped cosine oscillation (exp[-)~t] cos(f~t + q~)) 
results in a phase angle • ~ 90 ° and a poor representation of the initial decay. These 
features are strong indicators that an incommensurate spin structure is present, which then 
is better represented by the Bessel function. A pertinent example is CeA13 which will be 
discussed in sect. 9.3. 

The other well-known class of incommensurate magnetic structures contains the 
helixes and spirals where the ordered moment does not vary in magnitude much, but 
is displaced by a finite angle in orientation as one moves from moment to moment in the 
incommensurate direction, executing a full rotation cycle to define the incommensurate 
repeat length. This class has a larger phase space of possible structures, and the muon 
spin relaxation functions to be expected are more resistant to sweeping generalization. 
Individual cases in the rare-earth elements will be discussed in sect. 4 and for hard 
magnetic materials in sect. 6.4. Some simple computer simulations associated with the 
reported spiral ordering of CePtSn will be presented in sect. 9. 

Static short-range magnetic ordering can occur, particularly in structurally disordered 
materials. In this case it is important to remember that the g+ is a local magnetic probe, 
sensing only the magnetic field at its site. This local field is likely to be dominated by the 
magnetic moments in the immediate vicinity, so, if the moments in the nearest couple of 
coordination shells are well aligned into a simple magnetic structure, and if the correlation 
range extends to where neutron scattering can fairly easily detect a (broad) magnetic 
correlation peak, ~zSR is likely to show in effect the same signal as for a fully long- 
range-ordered structure. If  the long-range-ordered signal is a coherent oscillation, then 
the first indication of disorder is a static (zero slope at zero time) relaxation envelope on 
that oscillation). As disorder increases, the relaxation rate increases, until eventually the 
relaxation rate exceeds the oscillation frequency, and the signal becomes overdamped. 

Spin glasses are another class of static ground state, offering, in the ideal case, a 
snapshot of a paramagnetic configuration, with no spin-spin correlations. In the dilute- 
moment spin glasses, particularly Cu(Mn), gSR provided useful information by detecting 
the distinctive Lorentzian local field distribution to be expected in such cases (Uemura 
et al. 1985, Pinkvos et al. 1990). This discussion will be extended in sect. 8. Unfortunately, 
stable-moment rare-earth spin glasses are not as well studied as transition metal spin 
glasses in general, and they have not been studied at all with ~SR (and are unlikely to be 
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so studied in the near future, as spin glassesper se are no longer a popular research topic). 
Some spin-glass-like behavior is seen in some correlated electron systems (sect. 9). 

Regime 3: This is the regime of critical phenomena in the paramagnetic state above 
the ordering temperature (we include the range above Tg in spin glasses in this, because 
the spins do slow down as T ---+ Tg +, meaning temperature approaches Tg from above, 
even though there may still be some dissention about whether the freezing is a true 
thermodynamic transition). There is an enormous body of theory regarding power-law 
temperature dependences, and (because the identified "criticality classes" often group 
magnetic transitions with structural transitions as equivalent) many other possible probes 
(e.g., structural and optical methods) may be brought to bear. Meanwhile, ~SR normally 
sees monotonic relaxation (this is usually a fast-fluctuation regime) yielding a generic 
relaxation rate that may not be simply related to a single power law with a single 
critical exponent. Some theoretical discussions can be found in Lovesey et al. (1990) 
and Dalmas de R6otier et al. (1994a). Bulk and optical measurements often work in 
the range of (T - TM)/TM << 0.1 and to do so develop impressive temperature stability 
(AT/(T - TM) << 1), because only very close to the transition should the simple power 
laws be true. ~SR, when moving towards TM, often sees an increase of relaxation rate far 
above the transition temperature (up to 5 TM). In the already mentioned Moriya limit, 
the motion of each spin is separately treated as resulting from the immersion into a 
bath comprising all other paramagnetic spins with all spins considered equivalent. The 
observed rise in relaxation rate indicates that (short lived) paramagnetic correlations 
develop already at high temperatures well above the region usually considered the critical 
regime. Usually ~tSR data of this type allow a power law to be fitted to the temperature 
dependence of the damping constant tt(T) over this wide temperature range. The sensing 
of paramagnetic correlations far above the magnetic phase transition is a unique feature 
of ~tSR. The strong ionic anisotropy of CEF and magnetic interactions in most rare-earth 
and actinide ions leads in turn to a strong anisotropy of the paramagnetic fluctuations, 
the preferred axis being usually the easy axis of the magnetically ordered regime. Again, 
this anisotropy of spin fluctuations can be traced over a wide temperature range. Typical 
examples are Er (to be discussed in sect. 4.3) and RNi5 intermetallics (see sect. 5.4.3). 
~tSR experimenters generally do not have apparatus capable of the temperature stability to 
get really close to the transition. The present limit is 10 -3 to 10 -4 in reduced temperature. 
To improve on that value would add substantial expense to what is already an expensive 
field of condensed matter research. Also the relatively large sample size renders this task 
difficult. Serious work toward rigorously relating ~SR measurements to critical theory 
within the rare earths have focused on Gd (sect. 4.2), GdNi5 (sect. 5) and, to a lesser 
extent, EuO (sect. 6.1). No such work on actinides has yet appeared. 

Regime 2: Dominant in this range are fluctuations in the ordered state as T ~ T~ 
(i.e., as TM is approached from below), which in many cases are so complicated 
that they defy detailed understanding by any probe. Neutron scattering finesses the 
problem for long-range ordered single-domain single crystals by being able to isolate 
and measure the elementary excitations above the ground state (magnon dispersion 
curves and polarizations) at low temperatures, but when only polycrystalline samples 
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are available, usually only qualitative conclusions can be drawn. The low-temperature 
limit should always be analyzed first. If a distinctive static ~tSR signal was observed 
at low temperatures, leading to some detailed understanding of the ground state, then 
extra relaxation as temperature is raised may well be explainable in terms of a model 
of fluctuations above that ground. As the relaxation becomes monotonic, however, the 
information extractable becomes ambiguous. Comparison with large LF-~SR may tell 
you what part (if any) of the relaxation is still static, but even then, many models may 
be consistent with the relaxation observed. 

There are a number of interesting individual exceptions to the "rules" outlined in this 
section. They will be discussed as their classes of material appear in the sections below. 

3.8. Muon diffusion and magnetism (site averaging) 

We now lift the restriction of a stationary muon resting over its life time at one specific 
interstitial site. The simplest case is a muon hopping only between geometrically and 
magnetically identical sites and never leaving the domain where it was stopped (a fairly 
safe assumption considering typical domain volumes). In this situation muon motion will 
have no effect on the gSR spectrum as long as the strong-collision model holds (i.e., the 
change of site is sudden). 

More serious is the situation when the muon travels through sites having different local 
fields B~. In the fast diffusion limit (meaning that the time of residence is short compared 
to the Larmor precession period of S~ in Bg of the site) the observed gSR spin precession 
will reflect (B a}, the weighted mean of the different local fields. In the slow hopping limit 
the signal will be the overlay of the pattern produced by the different sites with some 
additional damping. Most complicated and not generally treatable is the intermediate 
regime. The patterns from different sites will be strongly damped and the simple approach 
of an overlay of the various patterns is in general not a good approximation. The additional 
strong static damping of the precession signal in ordered magnets (see sect. 3.3) may make 
this case unobservable. 

An additional problem a moveable muon might create is that its diffusional path may 
lead to a lattice defect (most important are impurities and vacancies). Once reached, the 
muon is likely to be trapped and the ~tSR signal no longer relates to the bulk properties of 
the magnet. In rare-earth and actinide materials this is less of a problem than in transition 
element magnets where TM tends to be high. 

To this point in this section we have assumed that Bg at each site is quasistatic (i.e., 
there are no spin dynamical processes within the ~tSR time window). This need not be the 
case and B~ may fluctuate with the characteristic time rm sensed by the muon. Assuming 
Vm to be in the range leading to exponential relaxation e -zt with the damping constant 
)~ = T 2 (B 2) Vc we must use 

1 1 1 
- + ( 5 5 )  

17c rm t d '  
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where rd is the diffusional jump time. In most cases ~d > rm and 1/rc will reflect magnetic 
spin fluctuations in good approximation. But if rd reaches the nanosecond regime then it 
might become comparable to rm, especially in the vicinity of a magnetic phase transition. 
In general, this problem is far from being resolved. 

The most important situation is the rather straightforward fast diffusional limit sampling 
different quasistatic hyperfine fields discussed above. The best known case is bcc iron 
metal below Tc (e.g., Yagi et al. 1984), which, though being outside the scope of this 
review will briefly be discussed as a pertinent example. The muon occupies the high- 
symmetry tetrahedral interstitial site, but due to the presence of magnetization oriented 
along the easy axis, the local symmetry is lowered and Bdip will not vanish. In the 
FM regime one must distinguish sites where the tetragonal axis runs parallel and those 
where it runs perpendicular to the easy axis [001]. For those two e n v i r o n m e n t s  g~i p differs 
by a factor of two and is of opposite sign. The sites with the lower field are twice as 
numerous. The muon hops quickly between those sites and the averaging leads to  Bdip = 0. 
The single frequency precession signal observed arises solely from the hyperfine field 
which, being isotropic, is insensitive to the differences in local symmetry mentioned and 
is therefore of unique value. 

Cases exist where a single crystallographic site splits into numerous magnetic sites 
with fairly closely spaced local fields. An ensemble of stationary muons sees in effect 
a very wide distribution of fields leading to such strong static depolarization that the 
precession signal becomes unobservable. A fast moving muon helps in this situation 
because the averaging process leads in effect to a motionally narrowed single mean field 
and a spin precession signal is seen. Lanthanide compounds exhibiting this situation will 
be discussed in sect. 5.3.2. 

Alexandrowicz et al. (1999) have established a case where diffusion over magnetically 
distinct sites could be studied in detail: singlet ground-state PrIn3 (see sect. 5.1.2) in an 
external field. Having identified a crystallographically unique muon site that becomes two 
magnetic sites with distinct frequencies if the field is applied along a symmetry axis of a 
single crystal, they studied deviations from simple "Markovian" hopping, and developed 
a kinematic algorithm to directly simulate the hopping process in the material 

4. Elemental metals 

The varied magnetic properties of  the elemental lanthanide metals have attracted 
researchers over decades. The continuously improving purity of the materials has led to 
a number of revisions to "the state of our understanding" with time. A summary of the 
main crystallographic and magnetic parameters is presented in table 2. Details on bulk 
measurements can be found, for example, in Rhyne (1972) and McEwen (1978), neutron 
data in Koehler (1972) and Sinha (1978). A modern treatise on magnetic properties is 
given by Jensen and Mackintosh (1991). All metals contain the 3 + ion except Eu and Yb 
which are 2 + . 
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Table 2 
Structural and magnetic properties of  lanthanide metals (after Jensen and Mackintosh 1991) 
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Elem. Struc. a (,~) c (A) theo /~par~ g '  J N~t ~para exp exp Opara Oplara T N (K) r C (K) 
(/~B) (/~B) (~tB) (/~B) (K) (K) 

Ce (/3) ~ dhcp 3.681 11.857 2,54 2.51 2.14 0.6 13.7 

Pr dhep 3.672 11.833 3,58 2.56 3.20 2.7 

Nd dhcp 3.658 11.797 3.62 3.40 3.27 2.2 19.9 

Pm dhcp 3.650 11.650 2,68 2.40 

Sm rhom 3,629 26.207 0.85 1.74 0.71 0.13 106 

Eu bee 4,583 - 7.94 8.48 7.0 5.1 90.4 

Gd hcp 3.634 5.781 7.94 7.98 7.0 7.63 317 317 293 

Tb hop 3.606 5.697 9.72 9.77 9.0 9.34 195 239 230 220 

Dy hop 3.592 5.650 10.65 10.83 10.0 10.33 121 169 179 89 

Ho hop 3.578 5.618 10.61 11.20 10.0 10.34 73 88 132 20 

Er hep 3.559 5.585 9.58 9.90 9.1 9.1 62 33 85 20 

Tm hep 3.538 5.554 7.56 7.61 7.14 7.14 41 -17  58 32 

Yb fcc 5.485 - 

a The stable form of  pure cerium below 96 K is nonmagnetic fcc. 

Early b~SR measurements were performed on a series of the metals (Pr, Nd, Sm Eu, 
Tb, Dy, Ho, Er) by Grebinnik et al. (1979). Only TF spectra were recorded and in 
consequence, the data are limited to the paramagnetic regime. This work antedates the 
common use of longitudinal (ZF, LF) btSR spectroscopy, but the authors mention the 
possible utility of such experiments in magnetically ordered states. Although outdated, 
this work was instrumental in establishing ~tSR as a powerful tool in R magnetism. 
It showed the strong rise of muon spin relaxation rate on approach to the magnetic 
transition temperature and gave the correct basic interpretation that slowing down of spin 
fluctuations due to dynamic spin correlations must be responsible. It also pointed out the 
possibility of pinpointing the transition temperature via the loss of TF signal amplitude. 
Finally, it shows that the high-temperature limit of relaxation is correlated (though not 
simply) with the paramagnetic moment. Today it is known that other factors, especially 
the magnetic anisotropy and possible CEF effects (to be discussed in sect. 5.1.1) must be 
considered as well. 

In the following we concentrate on more recent, predominantly longitudinal (and there 
mainly ZF) btSR measurements over wide temperature ranges (i.e., the paramagnetic and 
the magnetically ordered regimes) on the heavy lanthanide metals Gd, Dy, Ho and Er. 
For these metals, high-pressure studies were also carried out. The case of Pr is special 
since its electronic ground state is an isolated singlet due to CEF interactions. This causes 
special magnetic behavior and conventional magnetic order does not take place. We have 
elected to discuss this metal in sect. 5.1.2. No ~*SR data on elemental actinide metals are 
available. 
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One of the fimdamental features of the 4f electron shell is its large orbital momentum 
(except for the half-filled 4f 7 configuration in Gd 3+ or Eu 2+ and, of course, the filled 
configuration 4f 14 in Yb 2+ and Lu3+). This leads not only to the substantial magnetic 
dipole moments of the R ions, but is also the source of large single-ion anisotropy which 
in turn is reflected in many magnetic parameters. In ~SR, one of  the properties affected 
is spin fluctuations or, more precisely, the temporal correlation functions of the local field 
at the muon site. These can be determined by ~SR spectroscopy in single crystals or in 
strongly textured polycrystals. Since results of  that type will be presented for most of the 
rare-earth metals to be discussed in the following, we shall begin with a brief treatment 
of anisotropic muon spin relaxation rates. 

4.1. Anisotropic spin fluctuations 

Of particular interest is the situation in the paramagnetic regime, where no axis of 
magnetization exists on a macroscopic scale and the crystalline axes (in non-cubic 
systems) provide preferred orientations. The basic observables of muon relaxation above 
Tc or TN in anisotropic systems like the hexagonal lanthanide metals have been discussed 
by Karlsson (1990, 1995)). A recent discussion of correlation functions and longitudinal 
relaxation rates can also be found in Dalmas de R6otier and Yaouanc (1997). As outlined 
earlier (and to be discussed below), the muon spin relaxation rate in the fast fluctuating 

B 2 limit is given by 3  ̀= y2 ( ~ )  . r~ where rc is the characteristic time for the fluctuations 
of the local field Bg. The temperature dependence of 3  ̀ (or r~) can then be used, for 
example, to make comparisons with predictions from dynamic scaling theories, as will be 
discussed for the case of Gd. Single-crystal measurements that combine fixed orientations 
(with respect to crystalline axes) of  the muon spin (at t = 0) with definite orientations of 
the local fields pick up different parts of the local field correlations (B~(t),B~(O)) and 

(B~(t), B~(0)> at the muon site. In the present case we take the hexagonal c-axis as the 
main symmetry axis (parallel direction). 

The muon spin relaxation rates 3̀11 and 3,]_, observed in ZF measurements with muons 
implanted with initial spin polarization parallel and perpendicular to the c-axis, are given 
by 

f0 G 3̀11 = Y~ dt[(B~(t),BX~(O)> + (BY~(t),B~(O)>] , 

/o 3`]- = 7~ 2 dt[(B;(t), B;(O)) + (B~t(t), B;(O))], 

(56) 

(57) 

where z is the direction of the symmetry axis and x and y are the directions perpendicular 
to it. These are identical in case of uniaxial symmetry, which has been assumed in all 
the FtSR work. There is some anisotropy within the basal planes of the hexagonal rare- 
earth metals (it is involved in the spin-slip structures mentioned below), but it is much 
smaller than the anisotropy between the c-axis and the basal plane, and unlikely to be 
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detectable in the relaxation rates of the equations above. By combining measurements 
of relaxation rates for muon spin alignments parallel and perpendicular to the c-axis a 
separation of fluctuations of the local field components is possible. But as eqs. (56) and 
(57) demonstrate, the rate )~ll only contains the perpendicular field correlations, while 
)~± contains both the perpendicular and parallel field correlation functions. Hence the 
evaluation of the directional dependence of field fluctuations or fluctuation times is not 
necessarily trivial. 

The situation is more complex in transverse field experiments, where the orientation of 
the applied field with respect to the symmetry axis is an additional parameter. Two cases 
need to be considered for uniaxial symmetry: 
(a) Sg points parallel to c and Bapp perpendicular to c. The correlation functions appearing 

in equations of the type (56) or (57) are (Karlsson 1995) 

2 (8 t),B 0)) + 

(b) S~ points perpendicular to c and Bapp parallel to c. Then one considers the correlation 
functions 

= + 

For uniaxial symmetry, this reduces to two distinct TF relaxation rates to be measured, 
as in ZF. 

It is important to stress once more that p~SR measures the fluctuations of the localfields 
at the muon site and not directly the fluctuations of the spins creating those fields. This 
means in essence that for a quantitative analysis (for TF as well as for ZF measurements) 
the exact relations between the individual components of lanthanide spin correlations 
(Si(t)SJ(O)) and the muon field correlations (B~(t)U~(O)) must be worked out for each 
particular muon spin +-~ lanthanide crystal geometry. This step is often overlooked. The 
general tensorial relation between spin and field correlation has been given by Dalmas 
de R6otier et al. (1996). 

Barsov et al. (1986c) directly use the short-time approximation to evaluate the field 
correlations. This leads to an exponential time dependence of the different components 
of the field correlations 

i 2 (B~(t'),Bi~(t)) = ( ( , ~ ) )  exp ( - I t - / [ / U ) ,  (58) 

with orientationally dependent characteristic fluctuation times r~. Here the v{ are the 
lifetimes of the magnetic field components B~, which originate from the spin fluctuations 
determined by the correlation functions (si(t)sJ(o)). T h i s  means that the r~ do not directly 
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reflect the spin fluctuation times in different directions, since each may contain more 
than one directional component. Using the approximation given in eq. (58) the following 
expressions for the relaxation rates in uniaxial symmetry 

Xll = 2G± 

A± = GII + G± 

2(( with G ~ = y ~  B~ c ,  

2 TII, with GII = y~ B " c 

are obtained for the two orthogonal muon implantation geometries. Modifications of these 
formulae for intermediate situations, i.e., textured polycrystals, are straightforward: 

Xll = 2 G ± r +  (all + G ± )  (1 - r),  
1 Z± = G±(1 - Y) + g (Grl + G±) (1 + Y), 

where Y = (cos 2 0) and 0 is the angle between SL~ and the symmetry axis (c-axis) in a 
particular crystallite. In this approximation it is also easy to write down the corresponding 
expressions for the TF conditions. 

One basic problem (which has already been pointed out in sect. 3.2.2) of  the fast 

fluctuation limit is that a separation o f  (]Bp~l 2} and rc is not possible. Furthermore, since 
the expression (58) for the different directional components i contain different correlation 

times T/, it is incorrect to express the total relaxation simply as <IB I2> in a strongly 
anisotropic case. Therefore, from a measurement of )~IF and 2± it is not trivial (among 
other considerations, one must know the muon interstitial site) to determine how much 
of the anisotropy comes from an anisotropic field distribution and how much relates to 
anisotropic fluctuation rates. One may hope that not too close to the magnetic transition 

(i.e., well inside the paramagnetic regime) (IBa 12) shows little anisotropy and that one 
senses the anisotropy of rc in ZE But an exact treatment of a btSR measurement on these 
terms has not been given to our knowledge. 

4.2. Gadolinium 

Gadolinium is probably the most extensively studied elemental lanthanide metal not only 
in the context of bulk magnetic measurements, but equally for ~tSR spectroscopy. This is 
not true, however, for neutron scattering, because of the excessively high absorption cross 
section of natural Gd. In part, this has been overcome by selecting a neutron wavelength 
where absorption is much less (Cable and Wollan 1968). Also, a single crystal of the 
weakly absorbing isotope 16°Gd has been produced. A review of the band structure can 
be found in Norman and Koelling (1993). 

From a magnetic point of view, Gd is the simplest of the lanthanide metals. Exchange 
favors FM, while all other heavy lanthanide metals initially show AFM order. The Curie 
temperature (Tc = 293 K) is in a convenient temperature range. The Gd 3+ ion has a half- 
filled 4f shell. It is thus an S state ion featuring pure (but very strong) spin magnetism. 
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CEF interactions vanish because of the S character (see sect. 5.1.1). The small residual 
anisotropy causes the moments to point along the c-axis just below To About 100 K below 
Tc, the easy axis begins to move toward the basal plane, reaching quickly a maximum tilt 
angle of O ~ 60 ° at 180 K. On further lowering the temperature to ~50 K, O is reduced 
slowly to 30 ° , where it then stays to the lowest temperatures. It is thought that this spin 
turning arises from the action of a competing anisotropy having its origin in spin-orbit 
coupling. 

The earlier ~SR studies were concerned with the peculiar temperature dependence of 
the spontaneous precession frequency caused by the interplay of the isotropic contact field 
and the anisotropic dipolar field at the muon site. The latter is clearly dependent on the 
spatial alignment of the Gd spins. Also, the muon stopping site needed to be determined. 
These data will be discussed in sect. 4.2.2 below. Later studies included more detailed 
investigations of the dynamical critical behavior in the paramagnetic state (see following 
section). 

4.2.1. P a r a m a g n e t i c  reg ion  a n d  cr i t i ca l  b e h a v i o r  

Relaxation measurements in the paramagnetic state of Gd have been numerous. A typical 
example of a TF%tSR spectrum of Gd metal above Tc has been presented in fig. 9. 
Such type of measurements by W~ickelg~rd et al. (1986, 1989) show the existence of 
spin correlations well above 2 T¢. The relaxation data can be represented by a power 
law of the type )~ oc ( T  - Tc )  -w. As can be seen from fig. 29, a crossover from 
w = 0.56 (high-temperature value) to w = 0.15 takes place at T - Tc ~ 10K. At 
about the same temperature the Knight shift (measured on a spherical polycrystalline 
sample where Lorentz and demagnetization fields cancel) changes from Curie-Weiss 
behavior (exponent 1) to a temperature dependence with exponent 1.25. The reason for 
this change of slope has to be ascribed to the onset of dipolar interactions between the 
Gd spins (see also discussion in the next paragraph). As described by Karlsson (1990), 
one consequence is a break-up of the longitudinal spin waves resulting in a reduced 
temperature dependence of spin fluctuation rates. Karlsson et al. (1990) discuss the 
influence of dynamic paramagnetic clusters on neutron and ~tSR parameters. W~ickelgfird 
et al. (1986) also attempted an estimate of correlation lengths from their relaxation 
data and found ~(1.2Tc) = 5A and ~(1.5 Tc) = 3,~. The exponent w can be related 
(Hohenemser et al. 1982, 1989) to the correlation length exponent v and the dynamic 
scaling exponent z via w = v .  ( z  - 1.06). The value of w is consistent with the mean field 
values v -- 0.5 and z = 2. 

The paramagnetic critical region was studied later in more detail with zero field ~tSR on 
single crystals (Hartmann et al. 1990a). Anisotropy of the relaxation rate for muons with 
their spins either parallel or perpendicular to the c-axis was found (see fig. 30, left). Such 
orientation-dependent muon relaxation will be discussed in more detail in connection with 
Er and Ho. The directional differences are comparatively small in Gd because the strong 
single-ion anisotropy is absent. Further extensive measurements by Henneberger et al. 
(1997) have been compared to elaborate theoretical calculations (Dalmas de R6otier and 



128 G . M .  K A L V I U S  et al. 

0.1 

a o 
>, 

0.01 

(/) 
>.. 1- 
0 
z 
U.l 

0 
LU 
rr 
LL 

0,1 

",. i 
[] ,, ! 

0 kbar  

I IH I  i [ l i i r H  i ] i I I I H  I 

6 kbar  

i . . . . . . .  i'0 . . . . . .  i d0 
T - T  c [ K ]  

Gadolinium metal 

LM 
,~  0.1 
rr  
Z 
0 1 :  
I-- ,< 
X 
<, 

UA 
12S 

0.1 

inlnl ~ n IllEFE I I I Ennlnll n 

1 10  1 0 0  

T -  T c [ K ]  

Fig. 29. Temperature dependence o f  the frequency shift (left) and TF relaxation rate 0"ight) o f  Gd metal 
at ambient (top) and 6 kbar applied pressure (bottom). The measurements under ambient conditions used a 

polycrystalline specimen (W/ickelghrd et al. 1986), the high-pressure data a single crystal (Sctneier et al. 
1997). The lines are power law fits as discussed in the text. The various symbols in the top-left panel refer to 

different values o f  the transverse field. 

Yaouanc 1994, Dalmas de R~otier et al. 1994a, Frey et al. 1997). Henneberger et al. 
(1997) shows that close to Tc, not only the influence of dipolar interactions, but also the 
uniaxial anisotropies are of importance to reproduce precisely the critical behavior of the 
~tSR relaxation rates. 

A theoretical summary analysis in terms of Gd spin dynamics above Tc combining 
the single-crystal ~tSR results with paramagnetic fluctuation data on Gd from perturbed 
angular correlation and M6ssbauer spectroscopies has been given by Frey et al. (1997). 
In applying mode-coupling theory to hexagonal lattices, and ascribing the uniaxial 
anisotropy to dipolar couplings only, they can indeed reproduce the major features of 
the observations from the three different methods. Figure 30 (right) depicts the case of 
perpendicular FSR relaxation rates from their work. The first change in the slope ofmuon 
spin relaxation rate vs. temperature occurs at the temperature marked TD. This effect is 
also visible in the data of Wfickelghrd et al. (1986) shown in fig. 29. A second change, but 
less pronounced, takes place at ira. It is found that Gd behaves for T > TD like an isotropic 
Heisenberg FM. Dipolar anisotropy comes into play at T < TD. Finally, for T < TA one 
must consider uniaxial anisotropy as well. The major result of the treatment by Frey et al. 
(1997) is that the spin dynamics o fa  ferromagnet with an hcp lattice (such as Gd) belongs 
to a new dynamic universality class (see Henneberger et al. 1999 for details). The fit of 
the muon data to the expected theoretical variation of)~(T) presented in fig. 30 raises the 
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question whether the assignment o f  an octahedral muon site, which had been established 
in the ferromagnetic regime first by Graf et al. (1977) (see also Denison et al. 1979), 
should be changed to a tetrahedral site for temperatures above Tc. 

4.2.2. Ferromagnetic region 
Studies of  the spontaneous muon spin precession frequency in ferromagnetic gadolinium 
attracted much attention due to its peculiar behavior as function of  temperature. First data 
by Gurevich et al. (1975) were followed by measurements o f  Graf et al. (1977), Nishida 
et al. (1978) and Hartmann et al. (1990a). The results o f  the various groups are quite alike. 
Minor differences are probably sample dependent. A characteristic ZF%tSR spectrum 
has been presented in fig. 26. The observed temperature dependence o f  the precession 
frequency (see the curve labeled p = 0GPa  in fig. 31) shows initially the Brillouin- 
type rise usually seen after a second-order transition into the magnetically ordered state. 
Further down in temperature, marked deviations from this monotonic rise occur, which 
can be explained fully by the change of  the dipolar field contribution to B~ as the Gd spins 
change their tilt angle with respect to the c direction. This effect is particularly noticeable 
in the temperature dependence o f  the local field in Gd because Bdip and Boon are o f  
comparable magnitude. Using a formalism (Meier et al. 1978, Meier 1984) based on 
the condition o f  a smooth temperature dependence o f  the sum vector 

X = Beon + Blor = B~ - B~ip, (59) 
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allows safe separation o f  the contact and the dipolar contributions to the local field 
at the muon site, even for a polycrystalline sample (Graf et al. 1977, Denison et al. 
1979). The result not only identified the muon stopping site as the octahedral interstitial 
position, but also allowed the extraction o f  the temperature dependences o f  the contact 
field contribution and the spin tiring angle O. The latter is found to be in excellent 
agreement with other determinations (CaNe and Wollan 1968, Corner and Tanner 1976, 
Graham 1962) as demonstrated in fig. 32 (top). ~tSR gives a steeper initial rise o f  the 
tilting angle. The results shown in this figure are based on a recent evaluation o f  single- 
crystalline data (Hartmann et al. 1994b). The differences with earlier results are minor. 
The temperature dependence o f  the contact field deviates slightly from that o f  the bulk 
magnetization (Denison et al. 1979). More pronounced such deviations are seen in the 
3d FM Fe and Ni. They are discussed in terms of  disturbances o f  the local band structure 
by the muon (see, for example, Kanamori et al. 1981). The sign and magnitude o f  
the contact field o f - 0 . 7 0  T for T ~ 0 are in good agreement with the Knight shift 
measurements o f  W/~ckelggtrd et al. (1986, 1989) mentioned earlier. 

The single-crystal measurements by Hartmann et al. (1994b) add more details about the 
spin turning process. The study showed that the turning of  spins does not occur uniformly 
and simultaneously over the whole sample. The spectra between 230 K and 220 K are 
best described by the sum of  two subspectra. One exhibits an increase of  frequency 
(which indicates spin turning) with decreasing temperature while the other roughly shows 
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constant frequency, meaning that it reflects a portion of  the sample where spins have not 
yet started to turn. The amplitude o f  the former sub-spectrum rises continuously while 
the amplitude o f  the other decreases concomitantly until it vanishes at ~220 K, indicating 
that now all spins in the sample have turned (fig. 31, right). 

4.2.3. High-pressure measurements 
High-pressure gSR studies (Mutzbaner et al. 1993, Kratzer et al. 1994a, Schreier et al. 
1997) on Gd (a typical  spectrum has been shown earlier in fig. 12) revealed that the 
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temperature dependence of the precession frequency (the field at the muon site) is highly 
sensitive to applied pressures even in the fairly low pressure range up to 0.6 GPa (6 kbar). 
The dominant reason is the dependence of the spin turning process on pressure. The 
findings are summarized in fig. 32. Under hydrostatic pressure the onset of spin-turning 
gradually shifts from 230K to lower temperatures (while Tc increases slightly). In 
addition, the turn angles get larger with pressure below 170 K. At p = 0.6 GPa it 
has reached 90 ° over the full temperature interval between 170K and 50K. It is quite 
remarkable that the angle then decreases again rather sharply with reduced temperature, 
approaching again the low-temperature limit of 30 ° as under ambient pressure. The 
change of tilting angle has such strong influence on the measured precession frequency 
that the pressure dependence of the contact field can only be evaluated above the spin- 
turning temperature (i.e., T ~> 250K). There the values of B~ are found to be lower 
than one would expect if only the pressure-induced shift of the ordering temperature 
(dTc/dp = -14 K/GPa according to Bartholin and Bloch 1968) are taken into account. The 
results suggest an increase of the size of the (negative) contact field with applied pressure, 
likely to be caused by an increase of conduction electron spin polarization as volume is 
reduced. The application of high pressure in the paramagnetic state (Schreier et al. 1997) 
has no measurable effect on the behavior of relaxation rates and frequency shifts. As 
fig. 29 (left) shows, the crossover behavior around Tc + 10K is still clearly present for 
both quantities. It can be inferred from these results that small volume reductions have no 
marked effect on the ~SR magnetic parameters of Gd in the critical regime just above Tc. 

4.3. Holmium, dysprosium and erbium 

4.3.1. Ambient pressure 
4.3.1.1. Holmium. This R metal is a most impressive case demonstrating how the 
interplay of various magnetic and electric (CEF) interactions produces a rich variety of 
spin structures which are often almost continuously changing with temperature. Just below 
TN = 132 K, a helical AFM spin structure is stabilized. In lowering the temperature, 
the helix becomes distorted, as can be seen from the appearance of higher harmonics 
in the neutron diffraction pattern. The magnetic order runs through a series of spin- 
slip structures (Jensen 1996) until a second-order transition at Tc = 20K leads into a 
shallow-cone-shaped FM spin arrangement. The (fairly weak) magnetization points along 
the c axis. The helical component is commensurate, but the moments are not uniformly 
arranged along the helix, being bunched around the b axis. The cone angle decreases 
continuously towards 80 ° as T --+ 0. 

The original ~SR measurements on Ho (Gurevich et al. 1976, Barsov et al. 1986b) 
were unable to observe spontaneous spin precession. This has, however, recently been 
achieved in both polycrystalline (Krivosheev et al. 1997b) and single-crystal material 
(Schreier et al. 2000a, Schreier 1999). The data of the two studies are quite similar in the 
AFM regime, but near Tc the results of Schreier et al. (2000a) are more detailed. Figure 33 
shows that the overall temperature dependence of the internal field is rather smooth and 
Brillouin-like (as for the case of Dy). Just below TN the data can be fitted to a critical 
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After Ekstr6m et al. (1997) and Schreier et al. (2000a). 

Table 3 
Saturation values (T ~ 0) of  the measured local magnetic field B~, the calculated dipolar field and the extracted 
Fermi contact field for Dy, Ho and Er according to Schreier et al. (2000a); corresponding values for Gd are 

given for comparison ~ 

Saturation values (T ~ 0) T c (K) AFM transition, 

B~ (kG) Baip, calc. Bco n (kG) B~ ~ (T N - T) ~ 

meas. extrap. (kG) meas. extrap. T N (K) fi 

Gd 1.10(2) 8.89 -7.47 293 No AFM order 

Dy 11.86(3) 13.4 13.21 -1.35 +0.2 85 180.5(7) 0.41(1) 

Ho 15.63(6) 17.3 12.44 +3.16 +4.9 20 131.2(3) 0.46(3) 

Er 4.28(1) - 10.42 -6.22 - 20 86.6(1) 0.46(1) 

a The values of  T c are taken from Jensen and Mackintosh (1991). 

power law B~(T) o( (TN - T) ~. We stress that fi is obtained from a fit in the ordered region, 
while usually we talk about critical exponents obtained in the paramagnetic regime. The 
fit parameters TN, fi and the extrapolated saturation values of Bg(0) when assuming 
a smooth Brillouin-like behavior for T < Tc (see discussion below), as well as the 
actually measured field at lowest temperature are given in table 3. From dipolar sums 
one obtains Bdip. This then allows extraction of the magnitude of Bcon. Both values are 
also listed, the latter for the two possibilities using either the measured or the extrapolated 
values of B a(0). Due to the equal distribution of magnetic domains in zero external field, 
ZF-~tSR rotation measurements allow the determination of the frequency (magnitude of 
Bg), but not the sense of the muon spin rotation. In consequence, two solutions for 
Bcon are possible depending on the relative orientation of the measured local field Bg 
and the calculated dipolar field Bdi p. Additional measurements in an external magnetic 
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field, which macroscopically magnetizes the sample, were needed. The comparison of 
the signals from longitudinal and transverse detectors gives the sense of spin rotation. 
A parallel orientation of B~ to the sample magnetization, for an experiment carried out 
on Dy, excluded the choice of  a strong negative contact field and thus led to the values 
of Boon listed in table 3. Therefore, the choice of a strong negative contact field was also 
rejected for Ho. This then produces the remarkable result that Ho seems to possess a 
positive contact field, while in all other heavy R metals this field is negative. This is not 
understood at present. Except for Gd (which is an S-state ion without orbital momentum), 
one finds Boon to be about an order of magnitude smaller than Bdip- The octahedral muon 
stopping site has been assumed, but only minor changes in values occur if the tetrahedral 
site is assumed. 

No big irregularities are seen at the spin-slip transitions (e.g., 97, 40, 25 K) in the AFM 
state, except around 30 K, where the spectra are better fitted by two different precession 
frequencies (see inset to fig. 33, left). A study by Ponomarev et al. (2000), mainly on a 
textured polycrystalline sample, failed to detect any effects of spin slips. More dramatic is 
the irregularity that occurs (as is the case in Dy) at Tc. The field decreases slightly in the 
FM regime, while one should expect just the normal saturation behavior of magnetization 
(i.e., a precession frequency essentially independent of temperature). The cause for this 
behavior, which so far has only been detected by ~tSR, is not clear. One possibility would 
be a change in cone angle, but dipolar field model calculations cannot reproduce this 
behavior for any sensible parameter set (Schreier 1999). Also, Dy shows a quite similar 
behavior (see fig. 34, left) despite the fact that it has a simple FM spin structure (see 
next paragraph). It is of course most sensible to assume the same mechanism in both 
cases. Whether the effect is connected to special features of the contact field, or whether 
an additional field such as a demagnetizing field is present (meaning that spontaneous 
magnetization is not zero even under zero-field cooling conditions) needs further studies. 
Except for this irregularity, no substantial difference in the magnitude of the local field 
between the AFM and FM states is observed. It should also be mentioned that dipolar 
sum calculations show that the regular bunching of the basal moments along the b-axis 
produce a single value of B~ in accordance with the experimental result. 

4.3.1.2. Dysprosium. Large axial anisotropy confines the moments on Dy to the basal 
plane. Between TN = 178K and Tc = 85K, a helical AFM spin structure is present. 
The helix angle decreases with lower temperature. At Tc, an orthorhombic distortion of  
the hcp lattice occurs and the transition into the FM state is of first order. The spins all 
have the same magnitude and all point along the orthorhombic a axis, so this is a simple 
FM structure. 

The spontaneous muon spin precession frequency below Ty was observed by Hofmann 
et al. (1978) in polycrystalline material and more recently by Ekstr6m et al. (1996, 1997) 
in a single-crystal specimen. The amplitude of the precession signal is larger in the S~ IJ c 
geometry, meaning that the local field lies predominantly in the basal plane as well. 
Typical data for the temperature dependence of the precession frequency are shown in 
fig. 33. The stopping site of the muon is not known, but calculations of the dipolar fields 
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dependence of  the muon spin depolarization rate of  a strongly textured Dy sample in the paramagnetic regime. 
From Barsov et al. (1986c). Right: Temperature dependence of the relaxation rate Zil in single-crystalline Dy 

above T N. From Ekstr6m et al. (1997). 

show that a small shift of the local muon field should take place at Tc if the muons 
occupy tetrahedral interstitial sites, but not if the site is octahedral (Denison et al. 1979). 
The observation of such a shift (fig. 33) indicates a tetrahedral interstitial stopping site, but 
the issue is not completely settled. Proceeding as discussed for Ho leads to the parameter 
values listed in table 3. As mentioned these calculations assumed the octahedral site, but 
the differences when using the tetrahedral site are minimal and of no great consequence. 
As in Ho, a decrease of  frequency is observed in the FM state (which was not seen in the 
original work of Hofmann et al. 1978). As discussed above, the simple FM spin structure 
makes an explanation of this feature even more difficult. The case remains unsolved at 
this stage. 

Only a few direct measurements of muon diffusion exist in hcp metals, and it would not 
be surprising if the muons were mobile, at least in the range from 100K upwards. This 
has been examined in Dy by Barsov et al. (1986a,c). A diffusing muon would depolarize 
longitudinally when it experiences local fields of  different orientations along its path. 
Since the field direction changes from layer to layer in the helical antiferromagnetic 
structure, muon diffusion parameters can be obtained. The result for the diffusion 
parameters, t¢~0 = 108.3 s 1 (with I< ~< 1) and Ea = 390K, are interpreted as being due to 
an incoherent tunneling process, rather similar to that in the typical fcc metal Cu above 
100K (see, for example, Schenck 1985). 

The relaxation rates above TN were studied both by Barsov et al. (1986c) in a textured 
polycrystal, and Ekstr6m et al. (1996, 1997) in a single-crystal sample. The muon 
relaxation rate is anisotropic, with larger values for X if the muons are implanted parallel 
to the c-axis. In fig. 34 (left) we show the result by Barsov et al. (1986c) expressed in 
terms of the relaxation fimctions G H and G± as introduced in sect. 4.1. It follows that 
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erbium oriented with its c-axis parallel and perpendicular to the muon beam (muon spin polarization). Squares 

and circles refer to two different run sequences. After W/ippling et al. (1993). 

the local field fluctuations occur mainly in the direction o f  the axis o f  easy magnetization 
(located within the basal plane). There appears to be practically no divergence at TN, but 
the sample o f  Barsov et al. (1986b,c) has a rather wide transition temperature region which 
is explained by a spread of  TN through the individual grains o f  their sample. Ekstr6m 
et al. (1997) find a narrower transition region in their single crystal and see a fairly sharp 
increase in relaxation rate very near Ty (fig. 34, right). The temperature dependence o f  ;. 
definitely differs from that seen in Er (fig. 35). In comparing the two cases, one must be 
aware that the field geometries are reversed. In Dy the axis o f  sublattice magnetization just 
below Ty lies perpendicular to c, while in Er it is parallel to c. Thus, in Dy one expects 
'~11 (meaning that the crystal is oriented with its c-axis in the muon beam direction) to be 
sensitive to critical slowing down, while in Er it is ,~± (as observed). 

4.3.1.3. Erbium. The easy direction in Er is the c-axis, and below the second-order N~el 
transition (TN = 85 K), the moments order in a longitudinal sine-wave structure. As the 
temperature is lowered the sine squares up. Around TB = 52 K, a basal plane component 
begins to order, leading to a helical AFM structure. Finally, at Tc = 20 K a first-order 
transition into a steep cone (opening angle ~30 °) FM spin structure takes place. Several 
(first-order) spin-slip transitions occur in the helical AFM phase. 

The first ~SR studies were carried out on textured polycrystals and concentrated on the 
paramagnetic state (Barsov et al. 1983, 1986c). Hartmann et al. (1990c) and W/ippling 
et al. (1993) extended those studies to a single crystal oriented with its c-axis both 



~tSR STUDIES OF RARE-EARTH AND ACT1NIDE MAGNETIC MATERIALS 137 

parallel and perpendicular to the muon beam (initial muon spin direction) and to the 
magnetically ordered regime. A summary of their ZF data is depicted in fig. 35. As can 
be seen immediately, Er shows a very strong anisotropy of the magnetic fluctuations up 
to temperatures well above the critical temperature. With the muon polarization along the 
c-axis of the crystal, the Er spin fluctuations cause an almost temperature-independent 
muon relaxation above Ty, while initial muon polarization perpendicular to the c-axis 
results in a strongly temperature-dependent and divergent relaxation rate. Obviously, 
critical behavior occurs only for those spin fluctuations that generate fluctuations of the 
internal field component parallel to the c-axis (the axis of easy magnetization below TN). 
Fitting )~±(T) to a critical power law results in a dynamic critical exponent of w = 0.15. 
This is an unusually low value that is not understood at present. Henneberger et al. (1999) 
have pointed out recently that mode coupling theory as applied to uniaxial ferromagnets 
like Gd results in rather low values of the critical exponents. Whether the same can 
also be concluded for transition into complex AFM structures like in Er requires further 
theoretical studies. 

In a sense, the situation for observable features is reversed in the magnetically ordered 
state. For the perpendicular geometry, the signal amplitude quickly collapses at TN and 
stays practically at zero down to Tc (but see further below). In the parallel geometry, 
however, an exponentially relaxing signal can be detected in the AFM state. Since the 
muon spin is oriented parallel to the dominant field direction, spin precession is not 
observable. The signal amplitude, as well as the relaxation rate, shows irregularities at 
the magnetic transition temperatures TN, TB and Tc. Whether the spin-slip transitions 
are also reflected cannot be judged reliably with the present accuracy of the data. These 
measurements were done at the ISIS pulsed facility with its limits on time resolution. 

Recent high-precision ZF measurements (on the single crystal in perpendicular 
orientation on the continuous beam of PSI), resolved a strongly damped spin precession 
signal in the temperature range between TN and Tc (Schreier et al. 2000a). The 
combination with earlier spontaneous muon spin precession data for the ferromagnetic 
cone state by Hartmann et al. (1997) gave the complete temperature dependence of 
the local field in all three magnetic states (fig. 36, left). A small break is seen in the 
otherwise smooth dependence of ~ ( T )  at TB, but a dramatic 80% drop in frequency 
occurs at Tc, which is in sharp contrast to the behavior in Ho and Er. In Ho the basal 
plane component of the ordered moment is highly dominant (shallow cone angle), and in 
Dy no perpendicular component exists. Hence, the dipolar field components suffer little 
change. This is quite different in Er where the dipolar field alters both its orientation and 
magnitude. The FM orientation of the formerly antiferromagnetically oriented regions 
of four parallel axial moments each, produces a dipolar field having half the value the 
opposite direction compared to that in the AFM regime. The relatively small contact field 
experiences no change in either orientation or magnitude since it follows the (sublattice) 
magnetization. Its orientation, though not exactly parallel to Bdip, further enhances the 
drop of the local field Bg. 

Two different precession frequencies with nearly equal intensities just below Tc are 
present in the FM regime of Er. The dependence of the frequencies on temperature is 
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depicted in fig. 36 (right). The signal with lower frequency is more strongly damped 
(fig. 36, right) and loses amplitude as temperature is reduced. Around 4 K it becomes 
unobservable, presumably because of excessively rapid depolarization. Perhaps the cone 
opening angle varies with temperature (although no neutron data on this are available). 
The moments in the basal plane are subject to bunching. In a perfect cone structure, 
only a single muon frequency would be seen for either an octahedral or a tetrahedral 
stopping site. The more recently proposed spin structure models (containing the basal- 
plane spin bunching) would give rise to a pattern of  eight precession frequencies instead 
of only the two strong frequencies actually observed. Also unexplained is the temperature 
dependence of both frequencies and why one of the components gradually decreases and 
finally vanishes. It should be remembered that the decrease of  frequency means a decrease 
in local field as T ~ 0. This connects with the observation in the FM state of  Ho and 
Dy. In summary, the gSR data on FM erbium indicate that a revision of the spin structure 
derived from X-ray and neutron scattering data may be needed. 

4.3.2. High-pressure measurements 
Preliminary data on high-pressure ~tSR measurements on Dy and Ho have recently been 
reported (Schreier et al. 2000b, Kalvius et al. 2000 0. The pressure dependence of the 
spontaneous spin precession frequencies in the two metals was determined at various 
temperatures in their magnetically ordered states. For Ho the data are restricted to the 
AFM regime due to the temperature limitations of  the high-pressure apparatus. Roughly 
linear dependences of  v~(p) were seen, leading to the pressure coefficients (OBu/Op)r 
of the local magnetic field (see table 4). The parameter of  interest is the pressure 
(or volume) coefficient of  the contact field as the unique quantity available from ~tSR 
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Table 4 
Measured local field, calculated dipolar field and derived contact field together with their pressure coefficients 

at various temperatures for dysprosium and holmium metals a (Schreier et al. 2000b) 

r (K) a~t(T ) (OB~J~p) T Bdip(T ) (~Bdip/@) T Bcon (T) (OBcon/~O)T 
(kG) (kG/GPa) (kG) (kG/GPa) (kG) (kG/GPa) 

Dysprosium, ferromagnetic 
22 +11,97(3) +0.27(6) +13.12 +0.31 -1.15(3) -0.04(6) 
68 +12.56(1) +0.33(1) +12.37 +0.28 +0.19(1) +0,06(1) 

Dysprosium, antiferromagnetic 
100 +11.91(7) +0,13(15)  +11,09 +0,19 +0.82(7) +0.06(1) 
120 +10.9(1) +0 ,06(29)  +10,12 +0,09 +0.76(14) -0.03(29) 
140 +9.1(2) -0.06(4) +8.87 -0.02 +0.21(18) 0.04(4) 

Holmium, antiferromagnetic 
44 +16.18(3) +0.65(6) +11.44 +0.21 +4.74(3) +0.45(6) 
50 +15.50(2) +0.64(4) +11.17 +0,18 +4.33(2) +0.45(4) 
66 +14.43(4) +0.46(7) +10.31 +0,10 +4.13(4) +0.36(7) 
78 +12.36(3) +0.31(5) +9.51 +0.01 +2.85(3) +0.30(5) 

100 +9.10(13) +0.33(23) +7.55 0.20 +1.55(13) +0.54(23) 

a The errors refer to the linear regression fits to B~(p) r only. 

data. Calculations o f  the dipolar field contributions to Bg as a function o f  pressure at 
different temperatures are the first step. The derivation of  the contact field and its pressure 
coefficient is relatively straight forward in Dy and Ho since in contrast to Gd spin turning 
is not present (otherwise B~(p) would not be linear). Just below the antiferromagnetic 
transition the main influence on Bdip(P)r comes from the reduction o f  magnetic moment 
caused by the negative shift of  the ordering temperatures OTN/Op ~ -4.1(1) K/GPa for 
Dy and OTN/Op ~ -4 .8  K/GPa for Ho (Bartholin and Bloch 1968). Below T/TN < 0.7 it 
is the increase of  magnetization by volume reduction with the isothermal compressibility 
derived from the temperature dependence of  the elastic constants (Palmer and Lee 1972). 
This leads to a change of  sign in (OBdip/Op)T. 

In Dy the pressure coefficients (OBcon/Op)r are zero within the limits of  error at 
all temperatures. In Ho they are comparable in size to the pressure coefficients o f  Bg 
(table 4). Theoretical calculations of  the volume dependence o f  the interstitial conduction 
electron density are not available to our knowledge. The results on (OBcon/Op) must stand 
as they are at this stage. They show at least that the question o f  compressibility o f  
conduction electron density is a complex one and obviously different for the otherwise 
rather analogous two rare-earth metals. At least in Dy the spin structure (AFM vs. FM) 
seems to have no significant influence. High-pressure data on Er are not available to date. 
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5. Intermetallics 

The field of magnetism in lanthanide and actinide intermetallic compounds has been 
actively pursued for many decades. In consequence, the number of studies published 
is enormous. Also gSR has followed that area of magnetism quite actively. Many 
of the results available can also be found in the review of Schenck and Gygax 
(1995). Here we put the emphasis on regions of magnetic instability where short-range- 
ordered (SRO) magnetism often occurs and on the study of spin fluctuations, especially 
while approaching a magnetic transition and - if single-crystal data are available - on 
directional dependences. These are the fields where gSR shows its special strength. 

The basic magnetic properties of R intermetallics were reviewed by Kirchmayr and 
Poldy (1979). This review is of course in part outdated by now. A more recent review 
is provided by Gignoux and Schmitt (1995). Gratz and Zuckermann (1982) give a 
compilation of transport properties of R intermetallics. The field of An intermetallics 
has been reviewed by Fournier and Trod (1985). A comparison of transport properties of 
selected R and An intermetallics is given by Fournier and Gratz (1993). Especially the Ce 
and U intermetallic compounds comprise the field of heavy-fermion and other strongly 
electron-correlated materials. Special reviews are dedicated to them, and we deal with 
them separately in sect. 9, where the major reviews for those compounds are listed. 

The investigations by gSR on R and An compounds are rather broadly spread and 
involve examples from many series of intermetallics. The central point of these studies 
is to gain information on spin lattice relaxation of the 4f or 5f moments, especially in 
materials with pronounced magnetic anisotropy. A second important goal is to study the 
behavior of compounds near a magnetic instability, as found for example in materials 
under the influence of strong magnetic frustration. We suspect that the reader, when 
finished with this chapter, will be perhaps somewhat confused by the multitude of different 
and sometimes not directly connected data. For this reason we have attempted to give a 
summary of the most important aspects derived from the gSR studies in sect. 5.7. 

5.1. Singlet ground state systems 

5.1.1. Crystalline electric field (CEF) effects 
Since the majority of the readers of this review are likely to be familiar with f-electron 
magnetism but not so familiar with ~tSR, the introductory material of the first three 
sections explained how ~SR probes magnetic properties in some detail, but assumed 
knowledge of those magnetic properties themselves. ~tSR experts reading this article are 
likely to be those familiar with magnetism in general, but they may not be acquainted 
with the somewhat special topic of crystalline electric field (CEF, some authors say 
"crystal field") effects in lanthanide magnetism. These effects are mostly insignificant 
in the elemental lanthanides, and so were not mentioned in the preceding section. An 
exception is Pr metal, which has a CEF-induced singlet electronic ground state and will 
be discussed in sect. 5.1.2.1. The influence of CEF cannot be ignored in most lanthanide 
alloys and compounds. For readers not expert in f-electron magnetism, we present a brief 
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introduction to CEF effects. For a more detailed review, see Fulde and Loewenhaupt 
(1985). 

The magnetic moments in transition metal, lanthanide and actinide magnetism reside on 
unpaired electrons in non-zero-angular-momentum (1) orbitals. Each individual ml orbital 
is not spherically symmetric, and so, in addition to a magnetic moment when singly 
occupied, it also has charge-multipole moments. In this section it will be assumed 
that the magnetic orbital remains localized around its particular nucleus when the ion 
is embedded in a crystal, and the rest of the crystal can be treated as external to it 
(no hybridization). This approximation fits particularly well for the heavy lanthanides 
(except Yb), where the f wave functions are well-buried inside the valence orbitals. It 
fits less well for light lanthanides, Yb and the light actinides, and is crude indeed for 
transition metals. CEF effects can only be identified as separate, single-ion effects to the 
extent the approximation (of localization) applies for the lanthanide when it is embedded 
in the material considered. When such a buried-moment ion sits in a crystal, the charge 
distribution around the ion (generated by the other ions and electrons) is also not spherical, 
it has the symmetry of that ion site in that crystal structure. The surrounding charge 
distribution creates a static electric potential VCEF(r) with the ion's site symmetry at 
and around the ion site, which can be expanded in spherical harmonics Y~(O, ~), or, 
more conveniently for this application, in the related strictly real basis set of "tesseral 
harmonics" Zta(@, @) (Hutchings 1964). 

VCEF(r) = E ~%rIZla(O' ~)' (60) 
la 

where the coefficients Yla are formally defined as integrals over the surrounding charge 
distribution. This electric potential is multiplied by the ion's local electric charge density 
to obtain the interaction energy (a term in the ion's electron-cloud Hamiltonian) 

ECEF = e ( t/.t ] VCEFI ~ ) .  (61) 

For d-magnetic ions, this interaction is usually so strong that it completely lifts the orbital 
degeneracy (quenching the orbital moment), leaving a ground state in which only the spin 
degrees of freedom are available to participate in magnetic properties (see, for example, 
Ashcroft and Mermin 1976, p. 657). In f-ions, the interaction is not so extreme. Spin-orbit 
coupling makes the total angular momentum J the good quantum number, and usually 
makes the non-trivalent J multiplets far higher in energy than room temperature, so that 
only one value of J need be considered. This is usually false, however, for Ce and the 
magnetic light actinides, is often false for Yb and Eu, and is sometimes false for Sm. 
When more than one J value is accessible to a single ion by thermal fluctuations, the 
situation is termed "mixed valence", "valence fluctuations" or "intermediate valence" (see 
for details: Wohlleben 1976, Varma 1985 or Wachter 1994). As shall become apparent 
in sect. 9.5, this is not a topic where ~tSR has had much impact and, in consequence, 
few ~tSR data are available. If  the excited J states have energy near the Fermi level of a 
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metallic system, they will hybridize to some extent with the conduction bands, leading to 
the "correlated electron" effects. This aspect is discussed in more detail at the beginning 
of sect. 9. 

In the majority of lanthanide cases, with the ground J multiplet (often referred to 
as the Hund's rule state) so isolated, the CEF analysis is simplified. When J = constant, 
[(P) = ~ az IJ,Jz), and the action of each rlZla term on any such state can be expressed as 
a dimensionless "Stevens factor" (Stevens 1967) 0l --- aj, ~., yj, for I = 2, 4, 6, respectively 
(and 6 is the highest non-trivial value for 4f states), times an average of r I over the 
wavefunctions of the ion, and a "Stevens operator equivalent" O~" involving only the total 
angular momentum component operators Jx, Jy, Jz. Thus, 

X--'Bm'qm (62) 
l, m l, m 

The (rZ)'s and 0l's are single-ion properties, and are tabulated in, e.g., Fulde and 
Loewenhaupt (1985). The coefficients A~ must be determined for each particular material. 
Formally, they can be calculated from a precise knowledge of  all the ion positions and 
electron wave functions in the crystal. For insulators, calculation of {A} u } from assignment 
of  point charges to the ion positions has produced good agreement with observations in a 
number of cases. For metals, however, the point charge model usually fails and no more 
sophisticated treatment has been found that is both tractable and reliable (see references 
cited by Fulde and Loewenhaupt 1985). The situation is then usually one of trying to 
deduce the coefficients from experimental data. If  there is only one material (containing 
one particular rare earth) of interest, then usually B~' parameters are quoted, with units of 
energy, whereas, if  a number of different lanthanides can reside on the same site without 
changing the crystal structure, creating a whole series of materials, then the B~ values for 
the different rare earths should translate into a single set of(nearly constant) A~, with units 
energy/(length) l, that apply to the entire series. This is often true for heavy rare earths 
(Gd +-+ Tm), but less likely for light lanthanides (where the f wavefunctions are not as well 
buried inside the ion). When a single set of A~ applies, differences in magnetic behavior 
for different lanthanides in the series may be due entirely to differences in single-ion 
anisotropy and ground-state degeneracy caused by the CEE 

The rare-earth site symmetry in the material strictly limits which coefficients in eq. (62) 
can be non-zero. For cubic symmetry, there are also constraints among the non-zero 
coefficients, so that 

HcEF, cub = B4 ° IO ° + 5044] + B6 ° IO ° - 21064] , (63) 

and there are only two independent parameters to be determined. Lea et al. (1962) 
tabulated eigenvalues and eigenfimctions of this Hamiltonian for all standard rare-earth 
configurations. For successively lower and lower site symmetry, on the other hand, 
successively more and more B~' may be independently non-zero. 

The effect of the CEF, acting by itself, is to split the large Jz degeneracy of the magnetic 
rare-earth state into a spectrum of states over an energy range. These are the so-called 
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CEF states or levels, characterized by their value of J~. The energy range involved may 
be as small as a few tens of Kelvin to (occasionally) as large as several thousand Kelvin. 
If  the material is measured at a temperature well below some of the excited CEF states, 
then those states will of course not be occupied. This will result in single-ion magnetic 
anisotropy, separate from any anisotropy in magnetic interactions in the material. It will 
also result in a reduced paramagnetic fluctuation rate among the substates, to which ~SR 
is sensitive. Being a static electric effect, however, the CEF by itself does not cause any 
magnetism. For a lower-than-cubic site, the CEF states occupied often define an "easy 
axis", along which the largest magnetization develops for given applied field magnitude; 
but without an applied magnetic field or independent magnetic interactions, all states at 
a particular energy have equal amplitudes of +j~ and -j~. 

When there are also magnetic interactions among the lanthanide ions in a particular 
material, then the importance of the CEF depends on its relative strength. If  the magnetic 
ordering temperature is near or larger than the range of splitting of the CEF levels that 
would occur in the absence of magnetism (as they are in the elemental lanthanides), then 
the CEF effects are relatively minor. If, however, the magnetic ordering temperature is 
significantly lower than the overall CEF splitting, then the ordering must impose itself 
on the subset of CEF states still occupied at the ordering temperature, and the details of 
which states are still occupied can affect what ordering occurs. Even then, for cubic rare- 
earth sites, CEF effects are usually fairly minor, except when they cause a singlet ground 
state (below). For non-cubic lanthanide sites and low magnetic ordering (or freezing) 
temperatures, on the other hand, the outline of the CEF effects may need to be determined 
before the magnetic interactions can begin to be understood. 

The values of the CEF parameters can be deduced from data from a number of 
probes (and ~tSR is not normally one of them). Optical probes are used extensively for 
transparent insulators, but ~tSR is not used much to study lanthanide insulators (see 
sect. 6), so we will not dwell on these. For metallic systems, the most useful probe 
is inelastic neutron scattering, which can measure the energies of transitions between 
CEF levels. Data from a single lanthanide material can leave ambiguities in the deduced 
CEF parameters, however, so either several different lanthanides in a series of materials 
should be measured and a single set of A~ parameters deduced, or, if only one material 
is of interest, the set of B~ parameters must be shown to be consistent with heat capacity 
or single-crystal magnetization measurements. The beginning of filling a new CEF level, 
as temperature rises toward the energy of the level, introduces new degrees of freedom 
that generate a "Schottky anomaly" in heat capacity. This is particularly obvious for 
excited states between 2K  and ~10K, a region that challenges the energy resolution 
normally available in neutron scattering experiments. If single crystals are available, 
then paramagnetic anisotropy, which is usually dominated by the CEF, can be measured 
directly. Other probes (MSssbauer effect, EPR) can provide specific CEF information in 
particular circumstances. Neutron scattering was (eventually) definitive for the CEF in 
RBazCu306 + ~ high-temperature superconductors (Henggeler and Furrer 1998, Whitehead 
et al. 1994, see sect. 7.2.2, and also below for R=Ho).  In the RRh4B4 magnetic 
superconductors, where the overall splittings are smaller, the successful analysis combined 
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data from heat capacity, single-crystal magnetization, and M6ssbauer effect (Dunlap et al. 
1984). 

Some points to remember about rare-earth CEF effects are: 
(1) The CEF splits half-integer-spin ("Kramers") ion levels differently than integer-spin 

("non-Kramers") ion levels. The fermionic, antisymmetric nature of  half-integer-spin 
states means that when alljz's in a state are switched to -jz, it must produce a different 
state with the same energy, even in the presence of an electric field. The CEF thus 
can split the states into at most "Kramers doublets" [tit+) = T - j , / a z  [+jz). Such a 
pair can stiU be split by a magnetic field. Meanwhile, the bosonic, symmetric nature 
of  integer-spin states means that that switch gives back the self-same state, and does 
not constrain any other state relative to it. CEF splitting can then result in a singlet 
state at a particular energy. The exact configuration of singlets and multiplets will 
depend on the site symmetry. 

(2) For a single rare-earth site in an isostructural series (one set of  A~'s), different 
rare earths can respond entirely differently to the CEF at that site. There are numerous 
cases in which the easy axis for one lanthanide can be a very hard axis for its 
adjacent neighbor in the periodic table. Therefore, in a series in which CEF effects 
are "strong" (CEF splitting >> magnetic freezing temperatures), the alloying of two 
different magnetic rare earths on a site can result in bizarre magnetic behavior, due 
to easy-axis incompatibility. 

(3) Trivalent gadolinium is an l = 0 state, 8S7n, that is, half the f states are filled with 
unpaired electrons so that the sum total orbital angular momentum for the ion is zero. 
The total angular momentum is entirely spin, and the ion is spherically symmetric, 
so it does not respond to the CEF (to first-order). Therefore, the Gd member of  an 
isostructural series will be without the CEF anisotropy of the other members of  the 
series. Thus it is often desirable to measure the Gd member of  a series to see the 
effect of"turning off" the CEE Unfortunately, Gd also has the largest thermal neutron 
absorption among the natural isotopic-composition elements, so it is often avoided 
by researchers intending to use neutron scattering. 

The discussion of what gSR can measure in various regimes of magnetic behavior in 
sect. 3.7 assumed no CEF effects. When CEF effects are "strong", there is an additional 
"CEF regime" in the paramagnetic state between the high-temperature paramagnetic 
limit and the regime of critical phenomena near any magnetic ordering temperature. The 
paramagnetic limit is attained for temperature far above the highest CEF level, and in it 
fluctuations are still governed by Moriya and Korringa terms (see discussion on RAI2 
intermetallics in sect. 5.3.1.1). As temperature drops below the highest excited state, 
however, thermal fluctuations into that state begin to "freeze out", and the fluctuation 
rate drops, due to an electric, not a magnetic, effect. For most ions the average (over all 
states occupied) moment remains roughly constant (except the cases discussed in the next 
section!), although anisotropy (pointing-axis preference) sets in. The field distribution at 
the muon site (in a polycrystal) should remain about the same then, and it is expected 
that the local field fluctuation rate should be proportional to the moment fluctuation rate 
(it is not clear what the constant of  proportionality should be, however). This is virtually 
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guaranteed to be in the fast-fluctuation limit of [xSR, so, as the moment fluctuation rate 
drops, the rate of monotonic relaxation of muon polarization will increase. Noakes et al. 
(1987) showed that the temperature dependence of spin-lattice fluctuations (see, e.g., 
Standley and Vaugtm 1969) among the previously determined CEF levels of Sin- and 
ErRh4B4 was consistent with the temperature dependence of the muon spin relaxation 
rate observed from below 10 K to ~200 K (when the muon begins to hop), as mentioned 
in sect. 7.1. Dalmas de Rrotier et al. (1996) have attempted a more sophisticated analysis 
of the general problem. They especially couple the gSR linewidth (relaxation rate) with 
the dynamical linewidth obtained in neutron scattering. Up to now, they have applied 
their formalism only to Kondo and HF systems since this allowed certain simplifications. 
A rigorous treatment of strong R paramagnets is not yet available. One may state in 
general, that in cases where the paramagnetic ~tSR rate remains temperature dependent 
very far above the magnetic freezing temperature of a R material, as it often does, the 
CEF splittings should be considered before attributing it all to an extended range of 
critical slowing-down. For the strongly hybridized Kondo states, the CEF interaction can 
have a marked influence on the spin fluctuation rates as measured by ~tSR (in contrast to 
analogous data obtained by neutron scattering) in the temperature range above and around 
the Kondo temperature (see sect. 9). 

5.1.2. t~SR in singlet ground state systems 

Following from the discussion of the previous section, if a material containing only 
one integer-spin lanthanide species happens to generate a CEF that makes the rare-earth 
ground state a singlet, and if magnetic interactions between the magnetic ions are weak 
enough that no magnetic ordering occurs at temperatures above the first excited state, 
then the situation is called "singlet ground-state magnetism". An isolated singlet state 
is, by itself, nonmagnetic: it has no way to respond to an applied magnetic field. If 
magnetic interactions are so weak that there is no magnetic ordering, then, while at 
high temperatures (many CEF states occupied) the material has normal paramagnetic 
response, as temperature drops below the lowest excited state, the magnetic levels become 
depopulated, and the paramagnetic response weakens. Instead of Curie-Law divergence 
of susceptibility as T ---+ 0, the susceptibility becomes constant at low temperature, in a 
"Van Vleck" paramagnet (see, for example, Ashcroft and Mermin 1976, p. 653). 

This weakening paramagnetic behavior as temperature drops below the first excited 
CEF state can lead to subtle effects not often seen in other circumstances. Because the 
CEF varies with position around the center of the ion site, and because vibrations move the 
ion charge cloud around, the CEF couples to phonons. If the coupling is strong enough, 
the CEF levels cease to be single-ion excitations, and participate instead in collective 
"vibronic" modes with dispersion relations at the very low end of the acoustic phonon 
range. Because the size of the magnetic moment depends in this case on which CEF state 
is occupied, if there are any magnetic interaction mechanisms coupling the moments 
attached to the vibronic states, they can lead to magnetoelastie effects. For example: 
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5.1.2.1. Praseodymium metal. Elemental Pr metal itself has no electronic magnetic 
ordering (but see further below). It does possess an unusual excitation structure (see 
e.g., Lindg~rd 1997), and magnetic ordering occurs when uniaxial pressure is applied, 
inducing a "softening" transition of  the CEF "magnetic exciton" mode (McEwen et al. 
1983, Jensen et al. 1987). To our knowledge, only a preliminary report on a ~SR 
study has appeared (Rainford et al. 1996). Pr metal crystallizes in the double hexagonal 
structure (dhcp), which provides two non-equivalent lattice sites for the Pr 3+ ions. One 
has approximately cubic (close to fcc), the other hexagonal symmetry. In both cases, 
the CEF interaction produces a singlet electronic ground state. This state is almost 
polarized by RKKY interactions for the hexagonal site, leading to an enhanced and highly 
anisotropic susceptibility. These features are nicely mirrored in FSR Knight shift data 
(taken in TF = 200 G). The ZF relaxation rate was found to be much larger when the 
muons were implanted with their spin in the basal plane compared to those where the 
spin pointed parallel to the c-axis. For the former case in particular, a strong increase 
in rate was observed on approaching T = 45 inK, indicating a substantial slowing down 
of Pr spin fluctuations (fig. 37). It had been established by neutron scattering (McEwen 
and Stirring 1981) that at 45 mK the hyperfine-coupled nuclear-electronic system starts 
to order antiferromagnetically, and specific heat (Eriksen et al. 1983) showed that a 
second-order phase transition occurs. This behavior is in full accordance with the [xSR 
data of fig. 37. In addition the nuclear-electronic ordering produces a large pseudo- 
quadrupolar interaction (Abragam and Bleaney 1970, Bleaney 1973) and it has been 
proposed (Rainford et al. 1996) that this could well be traced by LCR (see sect. 2.1) 
measurement. No definite data have yet appeared, however. 

A more detailed Knight shift measurement has recently been reported by Gygax et al. 
(1999). TF measurements in fields between 0.33 and 0.63 T were carried out on a single 
crystal for temperatures from 12 to 300K. A single gSR signal was observed over the 
whole temperature range with ~ ec cos2(O) (O = angle between BT and the c-axis) and no 
asymmetry within the basal plane. This indicates an axially symmetric stopping site, most 
likely the e-site in the P63/mmc structure of  Pr. A plot of the total Knight shift measured 
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parallel and perpendicular to the c-axis against their corresponding bulk susceptibilities 
results in linear scaling over the whole temperature range for the perpendicular case, 
but strong deviations for T < 60 K in the parallel case. The authors discuss the loss of 
scaling as a consequence of a possible temperature dependence of contact interactions, or, 
alternatively, as resulting from an alteration of CEF parameters in the immediate vicinity 
of the stopped muon. The reviewers wish to point out that the scaling deviations occur at 
about the same temperature where the steep rise in ZF-relaxation rate occurs (see fig. 37). 

5.1.2.2. PrNis. The most famous CEF singlet ground-state material is PrNis, the active 
ingredient in most adiabatic nuclear demagnetization systems to achieve temperatures 
below the ~10 mK achievable by 3He dilution refrigerators (see e.g., Pobell 1992). This is 
a material with no electronic-moment magnetic ordering (the nickel ions are apparently 
completely nonmagnetic) but the Pr ion has a strongly magnetic first excited level, so 
that substantial magnetization is developed in applied field at low temperature. Hypeffine 
coupling to the nucleus generates effective amplification of the applied field there, and 
significant Pr nuclear polarization is developed at ~10 inK, enhancing greatly the cooling 
power (Andres and Bucher 1971). Base temperature is ultimately limited, for this system, 
by nuclear magnetic ordering at about 0.4 mK. 

~tSR work on PrNi5 is marred by the presence of multiple signals. An early study 
(Kaplan et al. 1989) led to the assignment of a sizable paramagnetic moment on Ni, 
despite the fact that this would be detrimental to its utility as a nuclear coolant. The deeper 
causes for the unusual ~tSR spectra are the influences of the muon on the CEF interaction 
as will be discussed below. More recently, Kayzel et al. (1994) observed ZF spontaneous 
muon spin precession in a single crystal of PrNi5 (fig. 38) at 0.69 K, in spite of the well- 
established lack of electronic magnetic ordering. The oscillation is of small amplitude, 
and complex, indicating several frequencies in a range roughly centered on 1 MHz, 
corresponding to local fields ~80 G, too large to be from nuclear moments, yet very 
small for any Pr magnetic ground state. Normally, ZF oscillations are interpreted to 
mean long-range magnetic ordering, because spin-glass-like frozen states usually generate 
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defined local fields at the muon sites. 



148 G.M. KALVIUS et al. 

Kubo-Toyahe relaxation, not oscillations. In this case, however, at this temperature and no 
applied field, the Pr is normally thought to have no moment. One is then left speculating 
about whether the muon magnetic moment provides an "applied" field at the nearby Pr's 
to induce a magnetic polaron disturbance in the lattice around the muon, or if the muon 
charge disturbance, which must always push the ions around it slightly off their nominal 
positions, can change the CEF at the nearest Pr ions enough to cause a magnetic ground 
state. Both of these would be muon-induced effects, so that ~tSR would no longer be 
measuring properties of the muon-free host material. 

Feyerherm et al. (1995) performed extensive measurements of the ~t + Knight shift 
(Kg) in a single crystal of PrNis, finding that Kg, a measure of the local susceptibility 
at the muon, is not proportional to the bulk susceptibility, having, for instance, much 
stronger anisotropy in the hexagonal basal plane. They determined the change in the 
local CEF parameters of the Pr ions nearest to the muon required to generate the observed 
muonic Knight shift. That change in CEF was not what would be caused by mere addition 
of the muon point charge in a point-charge calculation. Thus, the muon-induced effect is 
not simple. 

5.1.2.3. PrIn3. Tashma et al. (1997) performed a similar single-crystal ~+ Knight shift 
study of cubic singlet-ground-state PrIn3, and again observed that the Knight shift does 
not scale with the bulk susceptibility. A similar nearby-Pr CEF-shift analysis produced a 
similar muon-induced effect on the CEF levels, as shown in fig. 39. The overall splitting of 
levels remains about the same, but some levels are split (by the muon reduction of the local 
symmetry) and pushed down by up to 20 K, resulting in increased apparent susceptibility 
at the muon. In a preliminary report Tashma et al. (1998) showed further that in PrIn3 
(and in PrPb3), variations in relaxation rate and frequency shift occur for T > 150 K that 
are attributed to the onset of muon hopping between two inequivalent magnetic sites. 

The effect of muon hopping between magnetically different sites (in an applied field) 
has recently been studied in detail for single-crystalline PrIn3. The case is briefly 
discussed in sect. 3.8. 

bulk PrNi 5 perturbed by ~+ bulk PrNi 3 

energy levels energy levels 
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Fig. 39. Muon-iuduced perturbation of  Pr 3+ CEF levels deduced from W Knight shift measurements in singlet- 
ground-state PrNi 5 (left panel, Feyerherm et al. 1995) and PrIn3 (right panel, Tashma et al. 1997). 
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Fig. 40. Spontaneous ZF-IxSR oscillation in single-crystal PrCu~: (a) at 15 K with muon polarization along 
the b-axis; (b) similar data, but with the muon polarization along the c-axis; (c) temperature dependence of 

precession frequency (Schenek et al. 1998b). 

5.1.2.4. PrCu2. This is a singlet ground-state compound with a Jahn-Teller distortion 
transition at 7.3 K (Wun and Phillips 1974), apparently induced by coupling between the 
Pr quadrupole moments. Only nuclear magnetic ordering occurs, at 54 mK (Andres et al. 
1972, Kawarazaki and Arthur 1988). A metamagnetic transition in applied fields has been 
seen by Ablitz et al. (1997). Schenck et al. (1997a) report on the muon Knight shift at 
12K, which drops from the very large value o f - 1 0 %  for TF = 100G to less than 1% in 
TF = 1 kG. This is an effect not seen in bulk susceptibility, so the authors again discuss 
a muon-induced effect on nearby Pr ions. Later, Schenck et al. (1998b) reported on a 
spontaneous spin precession in ZF (as shown in fig. 40) persisting up to 60 K. There is 
no change in signal near 50 mK and only a subtle change in relative strength of oscillating 
vs. monotonic signal near 7.3 K. As in PrNi5 (see above) and HoBazCu307 (see below), 
the ZF-gSR signal suggests magnetic ordering in a singlet ground state system, when 
no other probe does. Schenck et al. (1998b) discuss how difficult it is to attribute the 
spontaneous oscillation to muon induced effects. 

5.1.2.5. PrPx. Stoichiometric PrP is a singlet ground state material without magnetic 
ordering. Phosphorus-deficient PrPx, x ~ 0.9 with the same crystal structure, has been 
reported to be a spin-glass (Hasanain et al. 1981) below 9K. It was asserted that 
phosphorus vacancies adjacent to Pr ions shift the CEF levels so that the ground state 
becomes magnetic. Thus, moments are induced on those Pr ions that have nearest- 
neighbor P vacancies (Yoshizawa et al. 1983). Recent gSR measurements (Noakes et al. 
2000) on PrPx samples did not show evidence of spin-glass freezing and neither did 
susceptibility data carried out on the same specimens. The ~tSR spectra exhibited strong- 
collision dynamics on Lorentzian field distributions (see the discussion of eq. (38) in 



150 G.M. KALVIUS et al. 

0.25 

b 0.2 

E 
E 0.15 
O3 

<~ 

" I D  

,~ 0.1 
*5 

© 
,,,_. 

0 . 0 5  
(D 

o 

J , , 1 

500G 

PrP ~ "~1~.  ,~ .. t' 

4K4K I I "~ ~ ~  J ZF 

0 2 ¢ 6 8 10 12 

TIME (microsec) 

Fig. 41. ZF and LF-lxSR in nominally stoichiometric PrP at 4 K. Solid lines are fits of strong-collision-dynamic 
Lorentzian Kubo-Toyabe relaxation (Noakes et al. 2000). 

sect. 3.2.3), even for a nominally stoichiometric sample. Figure 41 shows an example. 
The only other known cases of this involve high-symmetry muon sites in "triple-k" 
cubic antiferromagnets USb and DyAg (sect. 5.2). Here, however, the materials are 
paramagnetic with a tendency to spin-glassiness. The field distribution HWHM decreases 
smoothly as temperature rises, up to at least 50 K (the scale of the first CEF excited state of 
a Pr beside a P vacancy, Yoshizawa et al. 1983), while the fluctuation rate remains roughly 
constant. Noakes et al. (2000) have developed a model in which the dilute spins generating 
the Lorentzian field distribution are the fraction of Pr 3+ ions that happen to be briefly in the 
(magnetic) first excited state, the majority in the singlet ground state being nonmagnetic. 

5.1.2.6. PrRu2Si2. This non-cubic singlet ground state intermetallic (hexagonal ThCr2 Si2 
structure) is characterized by a very large magnetic anisotropy (Shigeoka et al. 1992). 
Two different FSR studies have appeared. The more recent one by Mulders et al. 
(1997) combines single-crystal magnetization, M6ssbaner spectroscopy, neutron powder 
diffraction and inelastic neutron scattering with ~tSR spectroscopy. The earlier work by 
Yaouanc et al. (1994) did not discuss the aspect of a singlet ground state but claimed that 
the somewhat unusual ~tSR results are an outcome of the large c-axis anisotropy without 
providing any theoretical analysis. 

PrRu2Si2 does not display "classic" singlet ground state behavior, mainly because the 
ordering temperature (~15 K) is slightly above the first excited CEF state (according to 
Mulders et al. 1997). We shall discuss this compound within the reviews on gSR results 
on other (i.e., non-singlet ground state) members of the RT2X2 family in sect. 5.5.2. 

5.l.2.7. HoBa2Cu307. By now it is clear that praseodymium is the rare earth 
most likely to be involved in singlet ground state magnetism, and that gSR can 
be difficult to understand in that case. The other integer-spin trivalent rare earths 
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Fig. 42, ZF%tSR asymmetry spectra from HoBa2Cu30 v (Birrer et al. 1989b), showing that there is slowly 
freezing local field at the muon site deep inside the superconducting state (To > 90 K) even though Ho has 
a singlet ground state which suppresses even short-range magnetic ordering to 0.14K. The negative initial 
polarization is an artifact of  the measurement geometry, and initial asymmetry, is different at the lowest 

temperature because a different apparatus was used, 

occasionally also have singlet ground states and low ordering temperatures. Among the 
To > 90 K superconducting RBa2Cu307 materials discussed in sect. 7.2.2, with coexistent 
antiferromagnetic orderings below 2 K (except when R = Pr, which is magnetic, not singlet 
ground, and not superconducting at all, as discussed in that section), R = Ho has a singlet 
ground state, resulting in no long-range magnetic ordering down to mK temperatures. 
Neutron scattering sees a SRO magnetic structure beginning at 0.14K. With ZF ~tSR, 
however, Birrer et al. (1989b) saw a slowly fluctuating local field distribution to 
temperatures above 30K (fig. 42). They interpreted the minimum and recovery that 
developed below 5 K as spontaneous precession in a long-range antiferromagnetic state 
with 5 K as the transition temperature. Given the lack of any corroboration from any other 
probe, re-interpretation in terms of Kubo--Toyabe relaxation with slow dynamics may be 
appropriate, but even then, the persistence of a detectable local field at the muon to above 
30 K is unusual (and is not seen in ~tSR of the other RBa2Cu3OT's, at full oxygenation). 

5.1.3. Muon-induced effects 
We have already pointed out the possibility of muon-induced effects in sect. 2.4, in 
general terms. In the last section evidence for the actual occurrence of such effects 
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in some lanthanide magnetic materials has been presented. Their presence is a mixed 
blessing for ~SR as a field of research. It is a boon for those interested in point-defect 
effects, and particularly for those interested in the effects of trapped hydrogen ions on 
magnetism, and in the hybridization process. For these investigators, the ~t + provides a 
signal from the isolated impurity itself in an otherwise pristine host. The same thing 
is a problem, however, for the larger munber of researchers who would like gSR to 
provide information on the magnetism of the pristine host itself, as if the muon causes 
no disturbance. At present, the evidence is that the muon-induced effects in singlet- 
ground systems are amplified by the delicate magnetic balance of that state. In contrast, 
in strongly paramagnetic R materials such as TbNis, the ~SR magnetic response can be 
explained fully by using the CEF level scheme determined by other methods (see fig. 27). 

In general, one may state that the influence of the muon magnetic moment can be 
neglected, but not the influence of its charge and the resulting local field gradient 
and lattice distortion. Even then, one may expect trouble mainly in cases where the 
specific sample magnetic properties result from a near balance of electric and magnetic 
(exchange or dipolar) interactions. The prominent case of electric interactions is the CEF 
coupling as discussed above, but other types of interactions can also play a role, for 
example quadrupolar couplings. For the Pr singlet-ground systems of the previous section, 
surprising spontaneous ZF-vSR oscillations occur for the ones with the smallest CEF first- 
excited state energy before the muon arrives (3 K to 5 K in PrCu2, Ahmet et al. 1996, 23 K 
in PrNis, fig. 39), while the Knight shift studies indicated the muon moves the CEF levels 
of its immediate Pr neighbors up or down about 20 K. Meanwhile for Pr metal (CEF first 
excited ~> 30K, Lebech et al. 1975) and paramagnetic PrPx (first excited ~> 50K) there 
is no spontaneous ZF oscillation. 

Muon-induced effects are sometimes invoked in a number ofheavy-fermion and related 
systems where gSR led to the worrisome discovery of anomalously small but non-zero 
magnetic moments (see sect. 9). In some instances these moments are below 10 2/IB, 
which makes them undetectable by other methods, except by resonant photon scattering 
in the light actinides. Full confirmation of  small moments first detected by gSR occurred 
in cases where those moments had reached a size (# ~ 5.10-2/IB) accessible to neutron 
scattering under favorable conditions. So, extremely small moment magnetism is in all 
likelihood an intrinsic property of many heavy-fermion compounds. 

5.2. Simple cubic compounds 

We will first discuss ~SR studies on compounds of the form MX (where M is a R or An 
and X either a pnictide, a chalcogenide, or a noble metal), which crystallize either in the 
NaCI or CsC1 cubic structures. This will be followed by an overview of ~SR results in 
MX3 compounds crystallizing in the cubic AuCu3 structure. Most ~SR data are available 
for the NaC1 systems. The An materials are restricted to U compounds. 

The compounds to be treated often exhibit quite unusual magnetic properties. One of 
those features is the formation of"multi-k" AFM spin structure. Since they play a central 
role, we start out with a brief explanation of what is meant by this terminology. Multi-k 
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Single-k Double-k Triple-k 

Fig. 43. Multi-k spin struc~res for a MX compound with fcc crystal structure and type-I AFM ordering. The 
picture shows only the M ions (which carry the magnetic moments) in a quarter of the unit cell. Adapted from 

Rossat-Mignod (1987). 

structures were originally proposed for transition metal compounds (Kouvel and Kasper 
1963), but their breakthrough came from the neutron scattering work of J. Rossat-Mignod 
and his group especially on the NaC1 type Ce and U compounds (see, for example, Rossat- 
Mignod et al. 1980a). To understand the multi-k problem, one must remember that a 
magnetic neutron diffraction measurement gives information on the Fourier components 
mk of the total magnetic moment mn of the ion (n). The moment then is obtained from 
the Fourier sum (for details see Rossat-Mignod et al. 1984 or Rossat-Mignod 1987) 

m n =  Z mk exp[-ik • R~,]. (64) 
k 

In a cubic structure one has three wave vector components kl = [k00], k: = [0k0] and 
k3 = [00k] and the question is, over how many components mk one must perform the sum 
in eq. (64). We demonstrate the situation with the help of fig. 43, depicting the basic 
situation in a fcc AFM of type I (propagation vector (001)). 

The spin arrangement in a lk structure is collinear and the moments point along one 
of the cubic (100) axes. The 2k and 3k structures are non-collinear with the moments 
pointing along the face diagonals (110) in the 2k and along the body diagonals (111) in 
the 3k case. Those multi-k structures exist of  course for different propagation vectors, e.g., 
also for the type IA structure with (00½). Symmetry requires that in a crystal with only 
one type of magnetic ion in identical fully cubic surroundings, all Fourier components 
must be of  the same magnitude. From a diffraction experiment that measures scattered 
intensities (like neutron diffraction), no information can be obtained on the phase factor in 
eq. (64). One must choose reasonable phase values that lead to a spin structure consistent 
with bulk data. Even more serious is the problem that neutron diffraction cannot easily 
differentiate between lk, 2k, or 3k structures. All three cubic axes are equivalent and even 
in a single-crystal specimen randomly oriented due to the domain structure. A decision 
as to which kind of spin structure is present requires the violation of cubic symmetry 
which can be done either by applying a reasonably intense external field (that, however, 
could alter the spin arrangement) or uniaxial stress, but a single-crystalline sample is 
still needed. One special feature is: in a 3k structure the cubic symmetry cannot be 
lowered by magnetostriction while the lk  and 2k spin lattices induce small distortions 
(mostly tetragonal). Jensen and Bak (1981) pointed out that the spin wave spectrum differs 
noticeably between lk  and 3k spin arrangements. 
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The compounds formed with the so-called "anomalous f-elements" show variation 
of  magnetic moment with either lattice constant, or electronic structure of ligand ions, 
or both, as another characteristic magnetic property. This feature is, of  course, not 
restricted to cubic compounds, but it is especially visible in this class of  intermetallics 
and has most thoroughly been studied there. The term "anomalous f-element" refers 
mainly to R = Ce, Yb and An = U, Np, Pu. The anomaly is that the f orbital might not 
be strictly localized at the R or An ion. We have mentioned such properties already 
in discussing CEF effects (sect. 5.1.1). This f electron delocalization in ~ weakens 
the orbital magnetic moment. In cases presented here, the ordered moment is known 
from other data (mainly neutron scattering). The ~tSR magnetic parameters then give 
hardly any additional insight into the degree of f electron delocalization. As mentioned 
in the first section, ~tSR is not a good technique to study such effects. We nevertheless 
briefly discuss this issue since it forms an essential part of the magnetic properties of 
the compounds under discussion. The fundamental mechanism responsible for f electron 
delocalization are either the direct overlap of f electron wave functions or hybridization 
of  f electron states with ligand electron orbitals. The former mechanism is the basis of 
the so called "Hill model" (Hill 1970). It predicts a critical R-R (or An-An) separation, 
the "Hill limit", below which magnetic order no longer occurs (but superconductivity 
may be present instead). The f electrons have fully itinerant character. Above the Hill 
limit the f electrons begin to localize on the R or An ion and for large separations 
the (standard R) fully localized picture applies, producing the free ion moment even in 
compounds. Characteristic is the monotonic rise of transition temperature and ordered 
moment with increasing R-R (An-An) separation. The most typical example of "Hill 
compounds" are the Laves phases AnX2 (see sect. 5.3.1). The influence of hybridization 
with ligand electrons cannot be described in such a simple model. For isostructural 
compounds with isoelectronic ligands, the lattice parameter (reflecting the bond length) 
is the crucial quantity. Otherwise, details of ligand electron structure can have a profound 
influence. Similarly, the crystal structure and even the ordered spin structure may influence 
the magnitude of magnetic moments. Magnetism with marked dependence on ligand 
electrons can be found in the NaC1 compounds (next section) and in intermetallics with 
the AuCu3 crystal structure (see sect. 5.2.3). In conducting compounds one also observes 
hybridization of f electrons with the conduction electrons. This leads to Kondo-lattice and 
heavy-fermion behavior, which will be discussed in sect. 9. 

5.2. l .  N a C l  s tructure  

The majority of RX and AnX compounds with X being a pnictide (N, P, As, Sb, Bi) 
or a chalcogenide (S, Se, Te) crystallize in the NaC1 fcc cubic crystal structure. The 
materials formed with the anomalous f-elements have played a central role in unravelling 
the electronic structure properties where the f-electron orbitals are partially delocalized 
from the R or An ion. As mentioned, hybridization with ligand electrons is the important 
ingredient for the NaC1 compounds. Rather complex spin structures are often present 
despite the simple crystal structure. The latter does ease the theoretical interpretation, 
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especially since crystal structure parameters do not change dramatically throughout series 
with either different f-ions or ligands. Furthermore, isostructural pseudo-binaries are 
easily formed in most cases. Then the Fourier components rnk need no longer be of equal 
amplitude. Last but not least, the technology of growing relatively large single crystals 
has been perfected, including actinide compounds (Spirlet and Vogt 1984). Maintaining 
strict 1:1 stoichiometry can sometimes be a problem. The ease of forming pseudo- 
binaries allows magnetic dilution with Y, La, Lu or Th over the full concentration range. 
For U compounds the monochalcogenides are FM, while the monopnictides are AFM. 
Mixtures of these, which are likewise possible, can lead to rather complex magnetic 
structures. One may ask: why complicate the matter artificially? The answer is that such 
studies give detailed insight into the interplay of the various interactions (e.g., isotropic 
vs .  anisotropic exchange, CEF interactions and direct quadrupolar couplings) to which 
the magnetic ion is subjected. 
The most comprehensive review on bulk properties of the monopnictides and mono- 
chalcogenides has been given by Vogt and Mattenberger (1993). It compares, in particular, 
the properties of corresponding R and An compounds. Results on R monopnictides have 
been critically reviewed by Hulliger (1979). Magnetism of the An members is summarized 
in the already mentioned review by Fournier and Trod (1985). An overview of the 
theoretical approach in dealing with the compounds of anomalous f-elements has been 
presented by Cooper et al. (1985, see also Lam and Ellis 1985). 

~SR data are available nearly exclusively for Ce and U compounds and predominantly 
for the pnictides. In presenting those results we shall deviate from our usual scheme. 
We first discuss the U materials and among them first UAs. This allows a most direct 
outlay of the central problems looked at by IxSR. Table 5 summarizes some basic 
magnetic parameters of the U and Ce compounds with NaC1 structure studied by gSR. 
These materials are low-carrier-concentration conductors (exact numbers on specific 
resistance are highly sensitive to sample purity and stoichiometry). The coefficient of 
electronic specific heat (Sommerfeld constant y) is somewhat enhanced compared to 
normal metals. It becomes large when scaled to the concentration of conduction electrons. 
Since a large y is a characteristic quantity for heavy-fermion (HF) systems, one treats 
these compounds on occasion as low-carrier HF systems (see sect. 9). We do not 
follow this scenario, especially since ~tSR has not added any relevant information on 
this approach. 

The muon position is well-established as the (¼, 1, ¼) (or equivalent) interstitial site 
(see fig. 46 and discussion in the paragraph on UAs). Measurement on the diamagnetic 
compound ThAs (Miinch 1991) established a stationary muon up to ~250 K, which makes 
the magnetic relaxation data reliable. The original goal of the work on NaC1 compounds 
was to study the ~tSR response in more complex AFM structures (especially the multi-k 
structures), since at the time little was known in this field. As it turned out, and as will be 
shown in the following, gSR gave additional information on the magnetic behavior of the 
NaCl-type compounds, some of which still defies understanding. It is also an extension 
of the Mdssbauer studies on related Np compounds (see Potzel et al. 1993), because U 
is a poor Mdssbauer candidate. 
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Table 5 
Important magnetic parameters of NaCl-type R and An compounds for which ~tSR data are available 

Comp. LC" (A) /~C~ri~ b T N (K) T c (K) Propagation Spin structure Easy axis /~ord (/~B) 
(/~B) vector 

CeAs 6.078 2.82 8 - (001) lk,3k type I (?)° (001) 0.7 
CeSb 6.412 2.56 16 - inc e complex d (001) 

<9 (00 ½) lk type IA (001) 2.0 
1 1 DySb 6.14 9.75 9.5 - (½, g, ~) lk type II (100) 9.8 

UN 4.890 2.66 53 - (001) lk type I (001) 0.75 
UP 5.589 3.56 122 - (001) lk type I (00t) 1.7 

22.5 - (001) 2k type I (110) 1.9 
UAs 5.779 3.4 124 - (001) lk type I (001) 1.9 

62 - (00 ½) 2k type IA (110) 2.25 
USb 6.191 3.64 213 - (001) 3k type 1 (111) 2.85 
US 5.489 2.35 - 177 0 simple ferro (111) 1.7 
UTe 6.155 2.6 104 0 sinaple ferro (111) 2.25 

a Lattice constant. 
b Free ion values: 2.54(Ce3+), 10.6(Dy3+), 3.8(U3+). 
c See ~tSR results. 
d Several transitions into different complex structures occur sequentially. 

Several incommensurate propagation vectors. 

5.2.1.1. UAs. Two first-order magnetic transitions take place. The first (TN = 124 K) leads 
into a simple collinear ( l k  type I), the second ( T t = 6 2 K )  into a more complex non- 
collinear (2k type IA) A F M  spin structure (Rossat-Mignod et al. 1980b). The transitions 
must be coupled to tetragonal distortions with c/a < 1 below TN and c/a > 1 below Tt. 
Slightly above Ty, inelastic neutron scattering by Sinha et al. (1981) found strongly 
anisotropic dynamic ISDW correlations. Before a spin-density-wave ordered state can 
be formed it becomes trustable and undergoes the first-order N6el transition into the 
type I l k  state. 

~tSR data in TF, ZF and LF were collected for a sample consisting o f  a conglomerate 
o f  non-oriented single-crystal platelets (Asch et al. 1986b, 1987, 1989, Kratzer et al. 
1990). Figure 44a depicts the temperature variation o f  the TF muon spin relaxation rate 
with two step-like changes. One is at Ty, and in addition a sudden change in rate occurs 
at 190 K. Above this temperature the rate is low. ZF spectra show a corresponding weak 
Gaussian decay o f m u o n  spin polarization (A ~ 0.1 ~ts-1). It can be suppressed largely by 
a LF = 10 G and is caused by 75As nuclear dipoles. The remaining exponential relaxation 
is extremely weak (,~ ~ 0.01 p~s 1) and proves that strong motional narrowing is in 
effect for the U moments.  One estimates 1/rf  ~ 1013 Hz. These spectra mirror  the free 
paramagnetic state. The Gaussian shape o f  depolarization in ZF is lost below 190 K, where 
also the sudden change in both the TF and ZF relaxation occurs. The new spectral shape 
remains practically unaltered down to TN and is due to an increase o f  relaxation caused by 
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Fig. 44. Tempera~re dependences of  TF (200 G) 
relaxation rates in (a) UAs, (b) UP and 
(c) CeAS. The magnetic transitions in UAs and 
UP are first-order, that in CeAs is second-order. 
The jump in rate in UAs at 190K reflects the 
formation of a paramagnetic precursor state (see 
text). From Asch (1989). 

the U electronic moments (while the relaxation due to nuclear moments remains constant, 
as expected). A paramagnetic precursor state is formed in which spin correlations slow 
down the fluctuation rate of U spins. ~tSR picks up this state already at much higher 
temperatures than neutron scattering. Such a sharp onset of a precursor state is unusual 

The TF signal can be followed into the lk type I state without any significant loss 
of amplitude and with only a sudden change of frequency (Av/v ~ 0.1%) at TN. 
Furthermore, in ZF no spontaneous spin precession is seen. Clearly, the mean value of 
the internal field at the muon site must be zero in ZF, despite LRO of the spin system. 
The full cancellation of all contributions to the internal field is possible in an AFM 
if the muon occupies a site of high local symmetry. For MX compounds with the fcc 
NaC1 structure, the only possible site is the (1, ¼, 1) interstitial position (and the other 
equivalent sites) at the center of a cube formed by four M and four X ions (see fig. 46). 
Such highly symmetric muon stopping sites are characteristic for fcc structures. The 
best known example is Ni metal. It, however, is a ferromagnet and due to the uniform 
spontaneous magnetization only the dipolar, but not the contact, field contribution cancels 
and B~ ~ 0 (see, for example, Denison et al. 1979). To eliminate also the contact field 
from surrounding moments (i.e., to have B~ = 0) requires the presence of the staggered 
magnetization of an antiferromagnet. Antiferromagnetism furthermore allows even weak 
external fields to enter the bulk of the sample. It can be shown that the perfect field 
cancellation in UAs is independent of the tetragonal distortion that must be present, but, 
in consequence, is not visible in ~tSR. 

The ZF spectra of the lk type I state in UAs take the form a weakly decaying Lorentzian 
Kubo-Toyabe fi.mction. An example is depicted in fig. 45. LF measurements show the 
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for USb (see discussion in text). Extended from Asch (1990). 

Fig. 46. Crystal structure (unit cell) and muon location for 
NaCl-type compounds MX. Solid circles, M atoms; open circles, 
X atoms. 

relaxation to be essentially static down to Tt. Similarly, the field distribution width remains 
constant. From the presence o f  a Kubo-Toyabe spectral shape one concludes that a field 
distribution exists around the mean field B~ = 0. The sources o f  this field distribution must 
be dilute according to its Lorentzian shape. The proposed explanation is the presence o f  
occasional faults in the A F M  spin structure. These faults disturb the perfect cancellation 
o f  internal field contributions and hence act as dilute sources o f  field. We return to this 
spectral response in a separate paragraph further below. 
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Temperature dependences of the two precession frequencies. From Asch et al. (1987). 

The situation changes dramatically at Tt. Now the spectra consist of a spontaneous 
spin precession signal containing two frequencies (about 5 and 12 MHz) in addition to a 
non-oscillating exponentially decaying signal (fig. 47, left). Taking into account that the 
oscillating sub-signals contribute 1/3 of their intensity to the non-oscillating pattern, one 
deduces the intensity ratios of 1:2:1 for the three signal components. Obviously, in the 
2k type IA structure, the various contributions to the local field no longer cancel. This 
can be verified by dipolar sum calculations which show, in addition, that the presence of 
a final value of B~ is strictly coupled to the presence ofa tetragonal distortion. ~tSR gave 
the first definite evidence for the existence of the tetragonal distortion, which is required 
from theoretical considerations, but had eluded detection by X-ray and neutron scattering. 
More recently a value of c/a = 1.0002 has been found using synchrotron X-rays (McWhan 
et al. 1990). To emphasize once more: the appearance of a local field is due to the switch 
from the lk to the 2k arrangement together with the change in propagation vector from 
type I to type IA (coupled to lattice distortion). Crystallographically, only the one muon 
site (¼, ¼, ¼) exists. According to the dipolar calculations it splits into three magnetically 
different subsites, of which two have a final value of local dipolar field and the third no 
dipolar field contribution. Also, the experimentally observed intensity ratios are verified. 
The ratio between the two different dipolar fields is predicted to be x/2. The experimental 
value of the ratio of the total internal fields is larger. This is not astonishing since the 
contact field contributions have been neglected. Quite astonishing is the observation of a 
distinct temperature dependence of the two precession frequencies (fig. 47, right). This 
contradicts the rigid spin lattice that is usually assumed. The most likely scenario is a 
small turning of spin directions from the ideal 2k type IA spin alignment. A quantitative 
evaluation has not been given and the problem remains unsolved. One might mention that 
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magnetic phonon scattering (McWhan et al. 1990) sees a decrease in distance between 
+ -  spin pairs and an increase between adjacent ++ or - -  pairs in the type IA (+ + - - )  
structure via a charge modulation of the lattice. Still, if  this modulation is the cause, then 
it must vary with temperature. We remind the reader of similar observations of changes 
of ~SR precession frequencies in some elemental metals, most notably in the FM state 
of Er metal (see sect. 4), which also have defied explanation thus far. 

5.2.1.2. UN. A single second-order transition (TN = 53 K) into an antiferromagnetic 
lk type 1 state is reported (Rossat-Mignod et al. 1984). The ~SR data (Mtinch et al. 
1993) in the paramagnetic state reveal that the fluctuations of the moments on uranium 
are too fast to produce any sizable muon spin depolarization even close to TN. A magnetic 
precursor state is not formed. In the AFM phase one observes in ZF a Lorentzian 
Kubo-Toyabe as in the corresponding state of UAs. LF data show the spin system now 
to be quasistatic (fig. 45). The width of the Kubo-Toyabe spectra changes little with 
temperature below Ty. 

Bulk magnetic data under applied pressure (Foumier et al. 1980) gave strong evidence 
for itinerant magnetism in UN, in contrast to UAs (and UP), where f electron itinerancy 
is weak, if present at all. The ~tSR data for the comparable AFM structure in UAs is not 
fundamentally different from that of UN, which lends direct evidence to the statement 
made earlier that ~tSR is not particularly sensitive to 5f electron delocalization. 

5.2.1.3. UP. A collinear lk type I AFM state is formed below the first-order N6el 
transition (TN = 122K), which changes at Tt=22.5K (also first-order) into the non- 
collinear 2k type I phase. The transitions clearly appear as step-like jumps in the TF 
relaxation rate (Aggarwal et al. 1989) shown in fig. 44b. Full cancellation of all internal 
field contributions occurs for the 2k state as well, since, in contrast to UAs, the magnetic 
propagation vector does not change. Hence one observes in ZF (and LF) a Lorentzian 
Kubo-Toyabe pattern (fig. 45). The spin system is again quasistatic throughout, including 
the transition range. The width increases slightly between TN and Tt, as does the 
TF relaxation rate. 

5.2.1.4. USb. Only one AFM state (3k type I) is formed below the second-order transition 
Ty=214K.  The mean local field vanishes also for the non-collinear 3k type I spin 
structure and in ZF one observes (Asch 1990, Asch et al. 1990b) again Lorentzian 
Kubo-Toyabe spectra below TN (see fig. 45). The main difference in spectral response 
compared to the lk and 2k states (UN, UR UAs) is a distinct variation of width (A) and 
fluctuation rate (v) with temperature as demonstrated in fig. 48. One finds a clear increase 
in A with rising temperature leading to a maximum around 150K. At this temperature 
the field fluctuation rate v suddenly rises dramatically on approaching TN. T = 150K 
appears as a distinct temperature in various studies of USb. The electrical resistivity 
shows a broad maximum and likewise the slope of the temperature dependence of the 
Hall coefficient changes (Schoenes et al. 1984). These observations were confirmed in a 
carefully annealed high-purity sample (Ochiai 1996) and are thus not an impurity effect 
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as sometimes suggested. Near 150K neutron scattering shows a collapse of spin wave 
excitations into a broad peak centered at zero frequency together with a crossover from 
dispersive to diffusive motion (Hagen et al. 1988). Asch (1990) and Asch et al. (1994) 
interpret the p~SR results as follows. At low temperatures, the phases of the Fourier com- 
ponents of the magnetic moment are rigidly locked to produce the 3k spin lattice. As the 
temperature rises, excitations within the spin lattice de-lock the phases and irregularities 
in the AFM spin sequence occur, which produce the increase in A. The disturbances 
propagate diffusively and the onset of this motion is reflected in the rate v. (The reader 
should be reminded that magnetic excitations such as spin waves have frequencies well 
beyond the ~tSR time window). Most likely, these disturbances of the spin lattice begin 
to propagate diffusively beyond 150 K and the onset of this motion is reflected in the rise 
of rate v. Thus, we have two fundamentally different situations concerning the effects of 
dynamics in the spin ensemble. At low temperatures, high-frequency spin wave excitations 
are present. Those fast spin dynamical processes are fully decoupled from the muon 
spin and depolarization (width •) is caused by static disorder. At higher temperatures, in 
the diffusive regime, spin dynamics are slow enough to affect the muon spin relaxation 
function leading to a change in effective width. The relaxation process cannot be described 
simply within the frame of the strong-collision model. The fact that the general Lorentzian 
shape is not lost means that the disturbances of the 3k spin lattice by phase deqocking 
remain dilute up to TN. They thus can easily escape detection by bulk techniques. The 
salient feature pointed out by Asch et al. (1994) is that ~tSR detects slow propagative 
motions in the spin system due to its unique time window and sensitivity at zero energy 
transfer. Such motions, if they exist, can lead to motional averaging and might explain 
why sometimes rather simple FSR spectra are observed in materials with complex spin 
structure (see discussion on hard magnetic materials in sect. 6.4). 

Critical divergence of relaxation rate at the second-order N6el point (Nutall et al. 1997) 
has been reported. This work (which to our knowledge has not been published) mentions 
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that the shape of  the relaxation spectra just above TN is not exponential. Two muon sites 
are offered as an explanation, but the authors do not discuss the more obvious possibility 
of electron (U moments)-nuclear (Sb moments) double relaxation. 

5.2.1.5. ktSR response in AFM simple cubic compounds. From the experiments discussed 
thus far for the various UX compounds, we can extract a number of  basic results. It 
will become apparent in the next two sections that these are valid not only for the NaC1 
compounds but for CsC1 and AuCu3 materials as well. 
(i) The muon stops at a place of high local symmetry (e.g., the (¼, ¼, ¼) interstitial 

position in the fcc lattice). 
(ii) At this site the mean local field is zero for collinear (lk) and non-collinear (2k 

and 3k) type I structures. In a type I spin lattice this holds even in the presence 
of tetragonal distortions (which are required by theory for the lk and 2k states). 

(iii) Dilute disturbances in the LRO spin system cause a weak field distribution of 
Lorentzian shape. 

(iv) This field distribution is essentially static and its HWHM is little dependent on 
temperature throughout the full ordered regime in case of a lk spin arrangement. 
In contrast, the 3k structure shows an increase in both width and field fluctuation 
rate when approaching the transition temperature from below. 

Condition (ii) can be fulfilled in other crystal structures on occasion as well. An AFM state 
is usually a condition, since, as mentioned, the contact field will not vanish in a FM 
material (but is present only in conducting compounds). The important point is that in 
an AFM spontaneous spin precession can be absent although LRO of the spin system 
exists. The strict consequence of (ii) would be a non-depolarizing ~tSR signal in ZE But 
in nearly all cases the field distribution (iii) exists and Lorentzian Kubo-Toyabe patterns 
are seen instead. It is important to realize that the width of the Lorentzian Kubo-Toyabe 
patterns is not simply connected to the size of the magnetic moments: the concentration 
and nature of faults enters dominantly. A randomness of these faults (though probable) is 
not required since the muon positions would in any case be randomly distributed relative 
to them. We finally point out that the width of the field distribution is rather small (about 
8 G for UAs) and in many cases not significantly different from that produced by nuclear 
dipoles. A distinction between the two can be cumbersome in some cases. 

Observation (iv) (see fig. 56 for another example) can be used to distinguish between 
the different multi-k structures which in general is a quite difficult task. The ~tSR method 
allows this with polycrystalline samples under field-free and stress-free conditions, a 
significant simplification when compared to neutron scattering where either stressed or 
highly magnetized single crystals are required. The features described under (iv) also 
point towards a novel property of 3k spin structures, the de-locking of phase between the 
three Fourier components of magnetic moment on approach to the magnetic transition 
temperature, causing disorder in the spin lattice. 

5.2.1.6. CeAs. In general, the basic magnetic properties of CeAs are considered to be 
understood. As we shall see, there are strong hints from the ~tSR data that the situation 
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may be more complex than anticipated. A neutron study of magnetic excitations (I-Ifilg 
et al. 1983) deduced an isolated F7 as the electronic ground state, allowing treatment as 
an effective S = ½ AFM. A single second-order transition at TN ~ 7.5 K (the exact N~el 
temperature is somewhat sample dependent) is reported. A type I structure is formed, but 
whether it is lk or 3k is under debate. Neutron diffraction puts the moments along (001) 
(Rossat-Mignod et al. 1983) while a F7 ground state calls for a (111) easy axis. Extending 
the neutron data to measurements in an applied field (Burlet et al. 1984) indicated a 
3k structure, which would resolve the problem of magnetic axis, but H~ilg et al. (1983) and 
Hfilg and Furrer (1986) derive a lk state from spin wave dispersion. This assignment has 
more recently been confirmed by high-pressure studies (Oohara et al. 1995). A theoretical 
evaluation (Prelovsek and Rice 1987) predicts that the lk and 3k structures are nearly 
degenerate with a high sensitivity to random strains. Komorita et al. (1992) discuss CeAs 
in terms of a Kondo system. 

The temperature dependence of the TF muon spin relaxation rate (measured again with 
an non-oriented mosaic sample) is given in fig. 44c (Asch et al. 1988b, Litterst et al. 
1990). It shows the typical behavior on approaching a second-order magnetic transition. 
The peak value is reached at 7.6 K, which is taken as the N6el temperature of this sample. 
At lower temperatures the TF signal collapses. The paramagnetic frequency shift shows 
an analogous rise on approaching TN = 7.6 K. ZF spectra (see fig. 49) with their better 
resolution for small changes in relaxation behavior (particularly visible in their Fourier 
transforms) indicate a more complex behavior around TN. Above 8 K the paramagnetic 
state is present showing Gaussian muon spin depolarization due to nuclear moments. 

At ~8 K a more rapidly depolarizing signal develops, which is interpreted as belonging 
to a SRO precursor phase. At 7.6 K spontaneous spin precession sets in (which is the 
reason for the collapse of the TF signal). This means that LRO is now present, but the SRO 
phase vanishes somewhat sluggishly. The Fourier spectra reveal a rather broad frequency 
distribution that suddenly sharpens up at 7.3 K. This indicates the sequence of two phase 
transitions less than 0.5 K apart. A crossover from the degenerate 3k, lk phases is a 
possibility. The results above 7.6 K tie in with an unusual observation made in neutron 
scattering. H~ilg et al. (1987) found that AFM Bragg peaks appear already at 8.5 K while 
SRO spin fluctuations peak below (at 7.3 K). 

The most unusual feature, however, is the appearance of a well defined spontaneous 
spin precession signal (fig. 50 gives an example) with practically full amplitude. This is 
not expected for either a 3k or a lk structure in a type I spin sequence (see paragraph 
above). It is not a sample dependent effect, the measurements were repeated on an oriented 
single crystal (of different origin) by Klaug et al. (1997b). The precession frequency 
follows roughly, but not exactly, the S = 1/2 Brillouin function. It agrees closely with 
the temperature variation of the Bragg peak intensity, except for the already mentioned 
peculiar disappearance of the Bragg peaks around TN (fig. 51). The limiting (T ---+ 0) 
value vg ~ 25 MHz corresponds to B~ = 0.18 T. The single-crystal data also confirm the 
(100) orientation of magnetic moments. 

There is to date no explanation of the unusual ~tSR magnetic response in CeAs. One 
might think that the muon (for whatever reason) takes up a site of lower symmetry. This 
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disagrees with the single-crystal data and in particular with a recent measurement o f  the 
angular dependence o f  the paramaguetic Knight shift (at 15 K), which is only compatible 
with a muon resting on the (¼, ¼, ¼) site (Schenck et al. 1997b). These authors report 
yet another (not understood) complexity. The signal in high TF (0.6 T) consists o f  two 
(closely spaced) components with opposite sign and different magnitudes (by roughly a 
factor o f  2) o f  the Knight shift constants. A local field would be felt even by a muon 
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at the (1, ¼, ¼) site if  a FM component were present in the ordered state, but bulk data 
have not reported such an effect. It would require a canted spin structure that has not been 
seen by neutrons. Also, an error in propagation vector is hard to imagine. An impurity 
effect is equally unlikely. Firstly, because o f  the absence o f  sample dependence; secondly, 
because the full signal strength appears; thirdly, because o f  the narrow field distribution 
(comparatively weak damping of  the oscillations). There then remains the question o f  a 
muon-induced effect. One could imagine that the muon charge locally disturbs the rather 
delicate balance o f  various interactions that determines the AFM structure (Prelovsek and 
Rice 1987). The well-developed weakly damped oscillations, however, speak more for a 
LRO bulk effect. An influence o f  the muon charge on the isolated F7 CEF ground state 
is equally unlikely. Finally, the ~tSR response in CeSb (to be discussed next) faithfully 
mirrors its known, rather complex, magnetic behavior. In summary, a muon-induced effect 
is equally unlikely and the mystery remains. Nevertheless, the ~SR data call for a thorough 
re-examination o f  the magnetic properties of  CeAs which may be more complex than 
generally accepted. 
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5.2.1.7. CeSb. The magnetic phase diagram of CeSb is complicated indeed. Below 
TN ~ 16K five different AFM structures appear in close sequence until the magnetic 
ground state ( lk  type IA) is reached around 9K (Rossat-Mignod et al. 1985). The 
various AFM states can be described by different stacking sequences of paramagnetic 
and ferromagnetic [001] layers with the Ce 3+ spins pointing along -4-(001). All structures 
are commensurate and all transitions are of first-order. The ~tSR study (Klaul3 et al. 
1994, 1995) was carried out on randomly oriented single-crystalline platelets as in most 
other cases of NaCl-type compounds. Dipolar field calculations were performed for all 
different spin structures using the (¼, ¼, 1) muon stopping site. They revealed the general 
presence of three signals with amplitudes varying in the different magnetic states (in some 
structures one of the signals may have zero intensity). Two signals show spontaneous spin 
precession (Vl ~ 16MHz; v2 ~ 33 MHz), the third one no spin precession. ZF and weak 
TF data taken as a fimction of temperature reproduced the calculated results quite well. 
Figure 52 shows an example. Instead of 33 MHz a signal with about 30MHz is seen. 
The 16 MHz signal is never observed, probably due to rapid muon spin depolarization. 
Its amplitude was inferred from the missing fraction between the sum of amplitudes 
of the 30 MHz signal and the non-oscillating signal, compared to the amplitude of  the 
paramagnetic signal. One essential point of this study is that the ~tSR spectral response 
follows quite well the known sequence of AFM states although some of those are surely 
not particularly stable. Nevertheless, ~tSR gives the expected answer and any destabilizing 
effect of the presence of the muon cannot be seen. 

The spontaneous precession frequency remains unaltered throughout the magnetically 
ordered regime in accordance with the first-order nature of the phase transitions, but 
the non-oscillating signal shows the continuous presence of spin fluctuations even in 
the lowest AFM state. Above TN, the temperature dependence of the ZF relaxation rate, 
together with a substantial negative Knight shift slightly above TN, proves the existence of 
strong dynamic spin correlations that have also been observed by diffuse critical neutron 
scattering (H/ilg et al. 1985). They relate to a paramagnetic precursor phase with a FM 
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in-plane coupling of Ce moments. This view is further consistent with the observation of 
a positive paramagnetic Curie temperature. 

5.2.1.8. DySb. Below TN = 9.5K (first-order) a MnO-like (type II) AFM structure 
is formed consisting of FM [1 1 1] planes with the moments pointing in the -4-(001) 
direction, because of strong anisotropy. Near TN, a small tilt of  moments away from 
the tetragonal axis has been seen (Felcher et al. 1973). Dipolar field calculations for 
the accepted central muon stopping position predict a single spontaneous precession 
frequency of 210 MHz in the AFM state. In contrast, the measured ZF spectra (Klaug et al. 
1994) contained an oscillating portion (v~ ~ 240MHz) together with a non-oscillating 
part. Both subsignals have about the same intensity. The discrepancy with the dipolar 
calculation can be resolved if one assumes a CoO-like AFM structure (van Laar 1965). 
In this case the calculations give a 300 MHz precession signal and a non-precessing 
signal of equal strength. The difference between calculated and observed frequency is 
not serious, since the contact field has been left out. Neutron diffraction has ruled out the 
CoO structure with the existence of  a small monoclinic distortion only. As in the case of 
CeSb, the spontaneous frequency is practically independent of temperature, confirming 
the first-order transition, and the relaxation rate of the non-oscillating signal proves it is a 
dynamic spin system. Similarly, the properties of the p~SR spectra just above TN indicate a 
dynamic paramagnetic precursor phase as well. If a CoO-type spin structure is accepted, 
this phase can be explained by the development of quadrupolar anisotropy a few degrees 
above T~. Such a scenario had been proposed in an earlier structure study (Chen and 
Levy 1971). 

5.2.1.9. Uranium monochalcogenides. These compounds are all simple ferromagnets. It 
is reasonable to assume that the muon takes up the (¼, ¼, ¼) interstitial position since 
the same crystal structure prevails and since the lattice constants are not significantly 
different. As pointed out above, the local field will not cancel at such a high-symmetry 
site for FM order. The contact field remains, pointing in the direction of spontaneous 
magnetization. UTe, US and the pseudo-binary system U1 _xLaxS were studied by ~SR. 

In the ~SR study of UTe by Aggarwal et al. (1989) the signal was lost in TF as well as 
in ZF below T¢ = 104K. The published data are restricted to the paramagnetic regime, 
especially to the temperature range close to the second-order Curie point. They yield a 
frequency shift that scales with susceptibility (Af/~ = [(T - Tc)/Tc] w with w = 1) and a 
relaxation rate that rises faster than susceptibility (w = 1.3). 

The pseudo-binary system UxLal-xS possesses some unusual magnetic properties. 
The lattice constant varies linearly with magnetic dilution from 5.49 to 5.87A, but bulk 
magnetic data show no simple systematic behavior (Schoenes et al. 1996). A linear 
decrease of the paramagnetic Curie temperature is seen, reaching negative values at high 
La contents. In contrast, the Curie-Weiss magnetic moment remains essentially constant. 
Tc first decreases linearly from 177K for US to 95K for U0.6La0.4S. In this regime 
the ordered moment changes little (1.7 to 1.5/~B). For higher U dilutions (x < 0.6), 
however, a sudden total loss of ordered magnetism seems to occur. Neutron scattering 
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(Bourdarot et al. 1997) can no longer detect magnetic Bragg peaks and the authors 
conclude that the ordered moment has collapsed (at least to a value less than 0.4#8, 
which is the sensitivity limit). High-field magnetization data extrapolated to zero field 
gave strongly reduced moments, but the procedure is somewhat uncertain because of 
domain effects, gSR spectroscopy with its high sensitivity even in zero field offers a 
unique opportunity to look for the presence of weak moment magnetism in the high- 
dilution regime. The U moment collapse (either by pressure or alloying) in US has been 
modeled theoretically by Cooper and Lin (1998) using ab initio calculations in the local 
density approximation. The key scenario is that the f electron spectral density at the 
U ion can either be in a stable (and localized) f3 configuration for a time span long 
enough to initiate magnetic order, or in a rapidly fluctuating state between f3 and the 
nonmagnetic (delocalized) f2 configuration. This dynamic state is altogether inefficient in 
causing magnetism. Alloying, for instance replacing U with La, increases the fluctuating 
fraction. At a certain concentration the f3 component falls below a critical value necessary 
to sustain a local moment and magnetic ordering. 

The ~tSR study by Grosse et al. (1999) used mosaics of oriented single-crystal platelets. 
LaS, the lower concentration limit (x = 0), is diamagnetic. The ZF spectra are static 
Gaussian Kubo-Toyabe patterns originating from the nuclear moments on La. Full 
decoupling needs only LF=10G.  Between 300K and 4 K  only a minute change in 
static width is seen, which can be accounted for by thermal contraction. These data 
show that effects of muon diffusion are not discernable. US, the upper concentration 
limit (x = 1) is a FM (Tc = 177K and ~u = 1.7#8). The reduction in moment was 
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used by Cooper and Lin (1998) to fix a starting value for the localized and delocalized 
mixture of 5f configurations. Tc could easily be established by the expected rise of 
muon spin relaxation rate (critical slowing down), by the sharp increase of frequency 
shift and by the loss of signal amplitude in TF (see fig. 53). The result agrees fully 
with previous data (177 K). Below Tc, a spontaneous spin precession signal is seen with 
the limiting frequency (T << Tc) of v~ = 63.4 MHz (corresponding to a contact field 
of 0.47T) and a damping rate of ~23 gs 1. The U rich pseudo-binary with x = 0.8 
gave essentially the same result, but for the expected reduction in Tc (fig. 53). Again 
full agreement with previous data exist, showing that gSR senses the magnetic behavior 
of U~Lal_xS properly. Unfortunately, a spontaneous spin precession signal could not 
be detected. The randomness in U configuration around the muon site increases the 
field distribution width, leading to relaxation rates in excess of 100 ~ts -1. The signal 
is lost in the initial dead time. This holds for all pseudo-binary samples. The higher 
diluted compound with x = 0.55 should not show magnetic order according to the 
neutron study. As can be seen from fig. 53, one is able to detect a transition with ~tSR. 
The frequency shift has become rather small and the temperature range over which the 
magnetic transition occurs has widened, a trend already visible for the x = 0.8 compound. 
The absence of a spontaneous spin precession signal calls for a different means to estimate 
the size of the contact field, which is expected to be (at least roughly) proportional to the 
U moment. The maximal value of frequency shift recorded close to the transition point 
offers such a possibility, since we are dealing with isostructural materials throughout. 
Applying this evaluation scheme results in a collapse of U moment by about an order 
of magnitude when comparing the x = 0.55 compound with the less diluted materials 
(x ~> 0.6). The x = 0.4 sample gave a further reduction in Tc and moment, the 
latter being not dramatic here. Of particular interest is the question whether magnetism 
is still present in a highly diluted sample (x = 0.15). Its ZF and LF spectra at 
high temperatures are very similar to those of LaS (i.e., relaxation is dominated by 
static nuclear dipoles), but surprisingly around 7 K muon spin relaxation generated by 
U moments has already become quite visible. Spin correlations have developed that cause 
slowing of U moment fluctuations. At 2 K relaxation by electronic moments dominates. 
Cooling (in a dilution refrigerator spectrometer) further reveals a weak but clearly visible 
rise in frequency shift and muon spin relaxation rate around 0.45 K, indicating the 
presence of a magnetic transition. The U moment is further reduced. The TF signal does 
not vanish below the peak of the frequency shift. This is in keeping with AFM order, 
and the negative paramagnetic Curie temperature found by Schoenes et al. (1996) at this 
La concentration renders further support for this interpretation. It means that the system 
tends toward a HF ground state with AFM order of substantially reduced moments (see 
also Cooper et al. 1999). 

In summary, the pertinent findings of the ~SR study are summarized in the graphs 
of fig. 54. A moment collapse certainly takes place for x < 0.6 but not to zero 
magnitude. Small moments on the order between 0.3 and 0.05#B remain present. Despite 
the smallness of the moments, the compounds exhibit magnetic order, while the linear 
decrease of Tc with reduced U content (x) continues down to the lowest concentration 
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measured. These data are another example of the power of gSR in the study of small 
moment magnetism. 

The intermediate valence monochalcogenide Smo.9La0.]S has been studied by high- 
pressure ~tSR measurements. The findings will be presented in sect. 9.5. 

5.2.2. CsCl structure 

CsC1 compounds of composition MX are known for nearly all R elements combined 
with noble metals (Cu, Ag, Au) but are also formed for X = Mg, Zn, Cd. Compounds of 
type AnX with the CsC1 structure are not listed in the comprehensive review of Foumier 
and Trod (1985) on actinide compounds, and Sechovsky and Havela (1988) only give a 
brief reference on PuRu. Probably the CsC1 structure is not stable for the more common 
lighter actinides (U and Np). The R materials have played a central role in the study of 
quadrupolar pair interactions in combination with magneto-elastic properties (Morin and 
Schmitt 1990). In several systems these types of interactions lead to quadrupolar ordering 
within the paramagnetic regime. Magnetic order is also regularly found and the AFM 
spin structures are quite often of the multi-k type. ~SR data are scarce for the CsC1 type 
compounds formed with R, despite the sizable data set using various bulk methods. The 
probable reason is that ~SR does not respond directly to quadrupolar interactions and 
thus is unlikely to give deeper insight into the microscopic mechanisms of quadrupolar 
ordering. The question of whether (and in which way) quadrupolar ordering affects the 
dynamical properties of the spin system is largely open and definitely a field to be looked 
at by ~tSR. 
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5.2.2.1. LaAgl-xInx. This pseudo-binary system is nonmagnetic but undergoes a phase 
transition from the cubic CsC1 structure into a tetragonal structure at temperatures between 
30K and 170K fo rx  = 0.1 to x = 0.4. A gSR study fo rx  = 0,0.1,0.2,0.3 and 0.4 was 
carried out by Wehr et al. (1983) measuring Knight shifts with the stroboscopic method 
(see Klempt et al. 1982). The main result of interest (especially in view of the studies on 
CeAg discussed below) is the finding of a stationary muon below ~70 K. The goal of the 
Knight shift studies had been to gain insight into the influence of the 5d electrons on the 
local contact field. This field contribution was found to be negative. It rises with increasing 
In content. Possible scenarios are discussed in detail. The measurements were restricted to 
the cubic phase except for the sample with x = 0.3. In this compound a distinct step-like 
discontinuity in Knight shift at the structural phase transition was observed. 

5.2.2.2. CeAg and CeAgo.97Ino.o3. Several different types of couplings come together in 
CeAg: lattice instability of electronic origin, bilinear ferromagnetic, Kondo and quadrupo- 
lar interactions (see Morin 1988 for a detailed discussion). The quadrupolar couplings 
dominate the bilinear ferromagnetic interactions and enforce a ferro-quadrupolar ordering 
at TQ ~ 15 K. The underlying lattice instability causes a martensitic transition into 
a tetragonal phase. Quadrupolar ordering is followed by a second-order transition at 
Tc = 5 K into a FM state. 

ZF- and TF%tSR measurements were carried out by Hyomi et al. (1988) on 
polycrystalline material. The work concentrated on the paramagnetic regime around TQ; 
the magnetically ordered phase was not investigated. The ZF data reveal an exponential 
decay of muon spin polarization with a relaxation rate rising below 40 K and peaking at 
about 25 K (but to a comparatively low value of 0.1 ~s-1). Below 25 K the depolarization 
is better described by a square-root exponential function and the rate decreases rapidly. 
Concomitantly, signal amplitude is reduced, strongly indicating the development of a fast- 
decaying portion that is lost in the dead time of the apparatus (pulsed beam facility 
at KEK). This suggests that static spin correlations start to develop around 25 K on 
cooling, leading to a wide spread of internal fields at the muon site. A connection with 
quadrupolar ordering (TQ = 15 K) and the martensitic phase transition is not obvious and 
the characteristic temperature of 25 K remains unexplained. 

Substituting Ag partially with In raises TQ but the nature of the structural instability is 
in debate here and not believed to be connected directly to quadrupolar ordering (Ihrig and 
Lohmann 1977, Morin 1988). The ZF ~SR measurements in CeAg0.97In0.03 gave results 
quite different from those of pure CeAg. The relaxation rate begins to rise at 25 K with the 
spectrum changing once more from pure exponential to root exponential shape. The rate 
continues its increase down to ~10 K (the lowest temperature measured), while the signal 
strength remains practically constant. Obviously, the rapidly relaxing phase of pure CeAg 
is not formed. Figure 55 summarizes the data for both compounds. Also carried out were 
TF Knight shift studies. Identical results were obtained for both materials. The (negative) 
shift increases (in magnitude) strongly below -20 K following closely the temperature 
dependence of bulk susceptibility. 
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Adapted from Hyomi et al. (1988). 

From the reviewers' point of  view the results can be summarized as follows. The 
question of how quadrupolar ordering affects the dynamics of  the spin system remains 
unanswered since no clear connection can be established between the temperature 
dependence of muon spin relaxation rate and the onset of  quadrupolar ordering. It 
should be mentioned that the question whether quadrupolar ordering affects the [~SR 
response, in particular the muon spin relaxation rate remains open. In some cases (e.g., 
Ce3Pd20Ge6 in sect. 9.3.1) no effect was observed, but in a recent study of CeB6 (also 
discussed in sect. 9.3.1) it was found that the slope of the temperature dependence of the 
relaxation rate changed at the ordering temperature. The different behavior of  CeAg and 
CeAg0.97Ino.03, where the latter keeps the dynamical nature of the spin system to much 
lower temperatures, may reflect the proposed difference in electronic structure connected 
to the mechanisms leading to the lattice instability. The changeover to a root exponential 
shape in the muon spin relaxation spectra points towards the development of  a complex 
(perhaps incommensurate) spin structure as a possible magnetic precursor. 

5.2.2.3. DyAg. Quadrupolar ordering is not reported for DyAg. This compound orders 
magnetically at TN = 60 K. The spin structure at low temperatures is established to 
be a type I, 3k AFM phase. The effective moment (10.6~tB) is close to the Dy 3+ free- 
ion value. The ~tSR work on DyAg (Kalvius et al. 1986) started out as an extension 
of preceding M6ssbauer studies (Chappert et al. 1982) on polycrystalline (cr-) and 
thick film (50-100~tm) sputtered amorphous (am-) specimens of DyAg. Amorphous 
materials cannot support true AFM, and indeed, am-DyAg enters a FM, or more 
precisely, an asperomagnetic state at Tc = 18K (Boucher 1977). The designation 
asperomagnetic means that the spins are not strictly collinear but randomly distributed 
within a cone around the easy axis (here (111)). One of the significant findings of  



~tSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 173 

10 

.2 , ~  . . . . .  " , , , ILF(mT ) - J  .18 ** , , 

,14 - ,57 6 

< .12 

c.) , ~ *  0 2 ,06 

,04 
O .1 .2 ,3 ,4 .5 .6 .7 .8 .9 1 

TIME (microsec) 

t J I | I 

DyAg / i  ? 

~ Width/ ,;" 

P Flalo ..... 

1 • 

1 o 20 30 4 0  5 o 

Temporaluro (K) 

8 

2 

1 

Fig. 56. Left: ZF- and LF-~SR spectra of  polycrystalline DyAg at 18K. The solid lines are fits to a nearly 
static Lorentzian Kubo-Toyabe function. Right: Temperature dependence of  distribution width and fluctuation 
rate of  the field at the muon site as obtained from fits to the Lorentzian Kubo--Toyabe patterns seen in ZF data 

of  cr-DyAg up to 51 K. From Kalvins et al. (1986, 1990) 

M6ssbauer spectroscopy was the distinct difference in dynamical properties of the 
Dy 3+ moments in cr- and am-DyAg with the fluctuation rate being at least one order of 
magnitude lower in the amorphous compound. The static limit (on the M6ssbaner time 
scale) was reached in am-DyAg well above Tc. gSR is a complementary technique to 
study spin dynamical properties with a quite different time window. It is usually possible 
to follow the temperature dependence of spin fluctuations deep inside the paramagnetic 
regime (see the examples discussed in sects. 4 and 5.3). 

The distinct difference in spin dynamical properties between cr- and am-DyAg was 
seen in the gSR spectra as well and remained present up to room temperature (highest 
temperature measured). Another distinguishing feature was the observation that the shape 
of the ZF relaxation spectra is exponential in cr-DyAg throughout the paramagnetic 
regime, while am-DyAg shows power exponential relaxation with the power decreasing 
at lower temperatures. The results seen in the amorphous material will be discussed later 
in sect. 8.3.1. Figure 100 in that section shows the comparison of relaxation rates in the 
cr and am compounds. 

ZF spectra of cr-DyAg had been presented as pertinent examples of ~tSR response 
in a paramagnet in fig. 23 in sect. 3.2.2. Cooling from room temperature results in an 
increase of muon spin depolarization rate characteristic for the approach to a second- 
order phase transition (critical slowing down). The values of rate are typical for a strong 
paramagnet and in keeping with the findings reported for comparable materials (see, for 
example DyA12 in sect. 5.3). At low temperatures (T << TN) the gSR spectra in ZF and 
LF can fully be described by a static Lorentzian Kubo-Toyabe relaxation as shown in 
fig. 56 (left) (Kalvius et al. 1986, 1987, 1990). The explanation is the same as discussed in 
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Fig. 57. Left: ZF spectra near the second magnetic phase transition at 51K in cr-DyAg. Right: LF spectra of 
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the preceding section: the muon occupies the central interstitial site of  high symmetry and 
in consequence all contributions to the local field cancel for a type I AFM spin structure. 
The remaining Lorentzian field distribution arises from dilute faults in the AFM spin 
lattice. Raising the temperature toward TN, one observes the marked increase in local-field 
distribution width and fluctuation rate depicted in fig. 56 (right). As discussed earlier, this 
is the characteristic ~tSR signature of  a 3k spin state that reflects phase de-locking when 
approaching its transition temperature. At TM = 51 K a discontinuity in spectral shape 
occurs, followed by another change at TN = 60 K. In the regime between 51 and 60 K 
the ZF spectra are characterized by a power exponential decay of muon spin polarization 
(with p < 1), bordered at the low-temperature side by the dynamic Lorentzian Kubo- 
Toyabe pattern (see fig. 57, left) and at the high-temperature side (paramagnetic regime) 
by the pure exponential relaxation shape. Little change in relaxation rate is seen at Ty. The 
type 1 3k AFM state is reached only via a state with some disordered spin structure and not 
directly from the paramagnetic state. Neutron diffraction (Kaneko et al. 1987) identified 
the spin structure just below TN as an incommensurate sinusoidally modulated AFM 
structure. The two magnetic transitions were subsequently seen in bulk measurements 
(Morin and Schmitt 1990) as well. Values of  TN and TM are somewhat sample dependent. 

The spectral response in LF at low temperatures (T < 20K, i.e., in the static 
limit) is the normal decoupling behavior of  a Lorentzian Kubo-Toyabe function (see 
fig. 56, left). Unusual features were observed, however, at higher temperatures where 
greater values of  LF are needed to decouple the (still weakly) dynamic Kubo-Toyabe 
pattern. The most startling feature is shown in fig. 57 (right). The 2 kG spectrum can 
still be reproduced by decoupling from the ZF spectrum, albeit only with an increase of  
field distribution width. But the spectrum in 20 kG relaxes faster than the 2 kG spectrum. 
This is contrary to the standard decoupling formalism which should lead to a nearly 
complete suppression of muon spin depolarization. The fit shown in the figure is simply 
an exponential relaxation. The standard decoupling formalism assumes that neither the 
size of  the moments, nor their spatial distribution, nor their fluctuation rate changes with 
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field. Clearly, this approximation cannot be valid in the present case. For one, the external 
field induces spin canting in the AFM structure with the canting angle depending on the 
direction of applied field with respect to the crystalline axes (spin flop transitions occur 
only at fields in excess of 80kG, see Morin and Schmitt 1990). Since a powder sample 
was used in the gSR work, this effect will increase the field distribution width. Another 
possibility is the mixing of CEF levels which may change (slow down) the spin fluctuation 
rate. A detailed analysis of the high-field data is difficult for experimental reasons and 
has not been undertaken. The data demonstrate, however, once more the high sensitivity 
of ~tSR to small spatial changes in a spin structure. 

5.2.3. AuCu3 structure 

The AuCu3 structure (space group Pm3m) is another simple cubic structure found in 
R and An intermetallics. Its basic atomic arrangement is shown in fig. 58 (left). As 
one can see, the R-R or An-An separation is given directly by the lattice constant a. 
Many compounds of the type RX3 or AnX3 with X being a group III or IV or a late 
transition element, crystallize in this structure, but by no means all. For example, the 
important HF materials CeA13 and UPt3 (see sect. 9) possess a different (i.e., hexagonal) 
crystalline lattice. Most important among the AuCu3 intermetallics are the compounds 
formed with Ga, In, Sn, Pb and R = Ce and An = U, Np, Pu, since they are on the 
borderline of strongly correlated electron behavior. For example, NpSn3, which has been 
studied extensively, was originally considered the prime example of an itinerant AFM. 
High-pressure M6ssbaner measurements, however, showed that the Np is not strongly 
delocalized and that a description as an AFM-HF compound, somewhat analogous to 
CeAI2, is more appropriate. (For details see Potzel et al. 1993). A compilation of magnetic 
and transport data for the actinide intermetallics can be found in Sechovsky and Havela 
(1988) and for the In and Sn compounds in particular in Fournier and Gratz (1993). 
In general, the 5f electrons in UX3 materials exhibit band-like behavior. The band width 
gets narrower the heavier X gets, one possible cause being the increase of lattice constant. 
Hill behavior, however, is not the dominant mechanism here. It is the hybridization with 
ligand p electrons that plays the important role. This model is corroborated, for example, 
in systematics of M6ssbauer parameters in Np compounds (Potzel et al. 1993). One 
generally observes in the AnX3 intermetallics that group IV ligands (Si, Ge, Sn) produce 
weakly magnetic or even nonmagnetic compounds while group III ligands (A1, Ga, In) 
induce strong magnetism with AFM order. 

Only two intermetallics with the AuCu3 structure containing a R ion have been studied 
by ~SR. The data on PrIn3 have been discussed in sect. 5.1.2. The other material, 
CeSn3, is an established HF compound. The rudimentary results available are briefly 
mentioned in sect. 9. More systematic ~SR data are available for compounds formed with 
the light actinide uranium. The systems USn3, UIn3, UGa3 together with their pseudo- 
binaries U(Snl-xInx)3 and U(GexGal-x)3 have been studied by Zwirner et al. (1993) 
and Kratzer et al. (1994b, 1997b). USn3 is an exchange-enhanced paramagnet close to a 
magnetic instability (Lin et al. 1985a). It exhibits Curie-Weiss susceptibility above 20 K 
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slope occurs at 30K. From Kratzer et al. (1994b). 

with # = 2.4#B. The Sommerfeld constant is comparatively high at low temperature 
(2K), with g ~ 0.17 J/(molK 2) (van Maaren et al. 1974). USn3 is often discussed 
(like UA12) as a spin fluctuator (Norman et al. 1986), but UIn3 shows AFM order at 
TN = 95 K with an ordered moment of  ~I#B (Buschow and van Daal 1972). Since the 
lattice constant changes little between USn3 (4.626 A) and UIn3 (4.606 A), it is assumed 
that the interaction with ligand electrons is responsible for magnetism. The localization 
of 5f electron structure when going from Sn to In is also reflected in the Sommerfeld 
constant, which attains a comparatively small value of  y = 0.05 J/(molK 2) (see Fournier 
and Trod 1985). In consequence, one observes in the pseudo-binary alloys U(Snl _xlnx) a 
continuous transition from spin fluctuator properties to AFM. Coming from the USn3 side, 
ordered magnetism appears around x = 0.55. Briefly before, however, the Sommerfeld 
constant reaches a maximum of y ~ 0.6J/(molK2). Around this point, some authors 
(Lin et al. 1986, Zhou et al. 1987) have proposed to discuss the system U(Snl-xInx)3 in 
terms of HF behavior. 

In USn3, the ~tSR spectra show no noticeable depolarization (3. ~< 0.01 ~ts 1). The 
influence of electronic moments (on U) is fully motionally narrowed (1/T4f /> 1013 Hz) 
and nuclear dipole moments are negligible. Basically, this result agrees with that of  the 
established spin fluctuator UA12, to be discussed below. 

In UIn3, the ~tSR spectra in the paramagnetic regime are dominated by the depolarizing 
action of the llSIn nuclear moments. In L F = 1 0 G  depolarization is suppressed. The 
value of the nuclear relaxation rate (A = 0.16 ~ts -1) is in full accordance with dipolar 
field calculations for a muon stopping at the center of the cube formed by the U atoms 
(see fig. 58). This site assignment was independently determined by measurements of  
the angular dependence of frequency shift in a single crystal of  PrIn3 (Grayevsky et al. 
1997). No indication of muon diffusion could be found below ~150 K. The U moments 
fluctuate rapidly as in USn3. At 88K (TN of the sample used) the spectral shape 
changes to a Lorentzian Kubo-Toyabe function without loss of  signal intensity. No 
spontaneous spin precession is observed. As expected, the internal field at the (highly 
symmetric) muon stopping site cancels to zero. It had been outlined in the discussion of 
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the NaC1 compounds that the residual depolarization (i.e., the Lorentzian Kubo-Toyabe 
spectrum) in the AFM regime must result from dilute defects in the AFM ordered spin 
lattice. The relaxation rate of the Lorentzian Kubo-Toyabe is small (about 0.2 ~ts-l). 

Details of the magnetic spin structure of UIn3 are still under some discussion. Neutron 
diffraction (Murasik et al. 1973) on a polycrystal found the magnetic unit cell to be 
doubled in all directions with respect to the crystallographic cell suggesting a type II 

1 ½)) AFM structure. For this spin arrangement no net magnetic field should ( q  = (½~ 
exist at the In position. 119Sn Mrssbauer studies on 20at% Sn-doped UIn3 (see, for 
example, Yuen et al. 1992), however, showed the presence of a small hyperfine field at 
the In position, which is taken by the Sn atoms. A 3k structure was suggested instead 
of the usually assumed lk structure. This finding appeared to be in agreement with the 
~tSR data, which showed on approaching TN a behavior of relaxation rate and static width 
reminiscent of that of USb (Asch et al. 1994). In claiming a 3k spin arrangement, it 
was overlooked, however, that the AuCu3 structure is primitive cubic (and not fcc as 
in the NaC1 structure of the monochalcogenides and monopnictides) and ordering along 
(111) results in a 4k rather than a 3k structure (see, for example, Rossat-Mignod 1987). 

1 ½) wavevector. Unfommately, symmetry arguments do not allow a 4k structure for the (½ 
The absolute orientation of the U moments is not known. A 11~In-PAC study (Cottenier 
et al. 1998) also found a magnetic field around 1 T at the In nuclei. A model based on 
canted U moments near the [001] direction was suggested. A recent theoretical APW 
calculation showed a [001] orientation to have the lowest energy and an induced spin 
density at the In site was found, which could be the origin of the hyperfine field. Thus a 
straight forward type II AFM structure is still a possibility for the magnetic ground state of 
UIn3 (M. Roots 1999, private communication). The p~SR results mentioned above would 
be easier to reconcile with a small deviation from the [001] orientation that is static at 
low temperatures but becomes dynamic just below TN, but effects of domain dynamics 
can not be ruled out altogether. 

Samples with x = 0.7, 0.5, 0.4 and 0.3 were measured (Kratzer et al. 1997b) within the 
pseudo-binaries U(Snl-xInx)3. The depolarization by electronic moments for x = 0.7 in 
the paramagnetic regime is much more pronounced than in UIn3. The signal amplitude 
collapses between 70K and 60K, where (according to bulk magnetic data) long- 
range order (LRO) sets in. The Lorentzian Kubo-Toyabe, which is the signature of 
the AFM state here, relaxes so fast that it falls within the spectrometer dead time 
(measurements were taken at the ISIS pulsed muon facility). This increased relaxation, 
both in the paramagnetic and ordered state, must be due to a substantial increase in field 
distribution width, a notion that is confirmed by the observation that the signal could be 
recovered by applying LF >~ 0.1 T. The field distribution width thus derived is around 
300 G, i.e., about two orders of magnitude larger than in UIn3. The likely cause is the 
random spin disorder produced by dilution with nonmagnetic Sn atoms since the magnetic 
properties are dependent on ligand electron structure. The fairly broad magnetic transition 
region indicates in addition spatial inhomogeneities in the sample. 

The result for x = 0.5 is surprising. This material is below the concentration limit for 
the onset of AFM order and indeed no phase transition was seen in btSR, but the material 
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does not behave like USn3 at low temperature. Down to 50K there is little difference 
compared to USn3 (weak Gaussian relaxation) but below 50 K a change in shape of the 
relaxation function occurs. The spectra can be fitted to a power exponential relaxation 
where the power p decreases towards 0.5 for T ~ 30 K. Around this temperature also the 
slope of the temperature dependence of the relaxation rate changes (fig. 58, right) and the 
paramagnetic frequency shift (in TF = 22 mT) rises. It is concluded that the spin system 
freezes into a spin-glass-like SRO state. Although the formation of  a SRO state has not 
been claimed before, it is interesting to note that specific heat and electrical resistivity 
show irregularities below 30 K. These features were not explained previously (Lin et al. 
1987b). Compounds with x = 0.4 and x = 0.3 show basically analogous behavior, but 
the changes in spectral shape are less pronounced and shifted to lower temperatures. 
In summary, ~tSR in the U(SnI-xInx)3 series indicates that strong magnetic disorder is 
induced by the dilution of UIn3 (AFM) with USn3 (spin fluctuator without magnetic 
LRO). It leads to the development of SRO magnetism between the concentration ranges 
for AFM-LRO and paramagnetic spin fluctuator behavior. 

The system U(Gel-xGax)3 behaves quite differently. The change in lattice constant is 
again extremely small (Aa ~ 0.05 A). UGe3 has a nearly temperature-independent suscep- 
tibility together with a rather low value of  the Sommerfeld constant (7 ~ 0.02 J/(mol K~)). 
It is definitely no spin fluctuator, just a weakly magnetic compound. Its ~tSR spectra 
are dominated by the Gaussian relaxation arising from static nuclear dipoles on Ge. No 
significant change with temperature is observed. UGa3 is an AFM with TN = 70 K and an 
ordered moment of (0.8-0.9)#13. The U moments are FM coupled within the [111] planes 
and the planes in turn are AFM coupled (Murasik et al. 1974b, Lawson et al. 1985). 
The ~tSR spectra are quite similar to UIn3. No spontaneous spin precession is seen, 
just the changeover from Gaussian to Lorentzian shape at TN. Again all contributions 
to Bg cancel for symmetry reasons. In the ordered state the relaxation increases with 
decreasing temperature, in contrast to UIn3. Most likely the spin structure still undergoes 
weak continuous changes below TN. In the pseudo-binary alloy series U(Gel-xGax)3 
magnetism is quickly lost (at x ~< 0.82). This is fully corroborated by the ~tSR data 
(Kratzer et al. 1997b). In the spectra for x = 0.9 the signal vanishes below ~70K, 
over a 10K temperature spread. Again, the additional disorder due to alloying causes 
a considerably increased field distribution width and magnetic inhomogeneities in the 
sample. The nonmagnetic samples measured (x = 0.75,0.5,0.25) all show the same 
behavior as pure UGe3. In particular, no evidence of enhanced magnetic correlations 
or even SRO were observed, in sharp contrast to the system U(Snl-xInx)3. This again 
demonstrates the sensitive influence of ligand electron structure. It appears that the special 
electronic structure of USn3 which leads to its spin fluctuator properties is also responsible 
for the formation of a SRO state at the point of magnetic instability. 

5.3. Laves-phase compounds 

In this section we discuss intermetallics of type MX2 (with M = R  or An and X=A1 or 
transition element) that crystallize in the cubic C 15 Laves phase (MgCu2 structure). The 
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M sublattice is a diamond lattice and the point symmetry of the R (An) site belongs to 
the cubic Td group. The X atoms form regular tetrahedra in the interstices between the 
M sites (see fig. 66). Three different interstitial sites as stopping position for the muon are 
possible. They are the central positions in tetrahedra formed by the M and X atoms. One 
finds tetrahedra with 2, 3, and 4 X atoms (and 2, 1, 0 M atoms), which are denoted as the 
2-2, 3-1, and 4-0 sites. The 2-2 and 3-1 tetrahedra are slightly distorted. Measurements on 
single-crystalline CeA12 (see below) indicates that the 2-2 site is occupied by the muon. 
The measured ZF static width A, however, is lower than dipolar calculations predict (see 
Huxley et al. 1996). Furthermore, the CeA12 data indicate that the muon is stationary in 
the C15 phases below ~80 K. The site assignment is corroborated by neutron scattering 
data of  hydrogen-loaded isostructural RFe2 and ZrV2 compounds in the low-concentration 
limit (Fish et al. 1979, Didisheim et al. 1980). 

5.3.1. MAI2 
5.3.1.1. RAl2. The RA12 intermetallics have played a central role in the study of 
R magnetism, mainly because nearly all of them (except CeA12) have only one (second- 
order) magnetic phase transition leading into a simple FM state. For surveys we refer to 
the reviews mentioned at the top of this chapter. Some crystalline and magnetic properties 
for the FM RA12 compounds are listed in table 6. CeA12 is special. It enters an AFM state, 
is often listed among HF materials, and also shows some intermediate valence properties. 
We discuss this case separately at the beginning. 

CeA12 shows an enhanced Sommerfeld constant y(T ~ 0) ~ 0.135 J/molK 2 which 
puts it into the regime of moderately heavy-fermion materials. TN is rather sample 
dependent, ranging typically from 3.4 to 3.9 K. The low transition temperature allowed 
Hartmann et al. (1989) to determine the muon stopping site from the angular dependence 
of depolarization rate using a single-crystalline sample. For T >> TN, the influence of 
Ce moments is fully motional narrowed and depolarization is caused by the static fields of  
27A1 nuclear dipoles. The measurement and a comparison with dipolar sum calculations 
is shown in fig. 59 (left). The 2-2 site (see discussion on interstitial positions above) 
fits the angular dependence data for T = 69 K. A measurement at higher temperatures 

Table 6 
Some electronic and magnetic parameters of ferromagnetic RA12 compounds studied by ~tSR 

Compound Lattice parameter (A) R 3+ ground state gJ ' J #exp (gB) T c (K) Easy axis 

PrA12 8.025 3 H4 3.2 2.88 30 [ 100] 
NdAI 2 8.000 419/2 3.3 2.45 78 [100] 
GdAI 2 7.900 8S7/2 7.0 7.I0 160 
DyA12 7.840 6H15/2 10.0 9.84 67 [ 100] 
HoA12 7.813 518 10.0 9.18 32 [100] 
ErA12 7.793 ~Ii5/2 9.0 7.80 14 [111] 
TmA12 7.780 3H 6 7.0 4.60 6 [t 11] 



180 G.M. KALVIUS et al. 

< 
, ¢  

. 20  ! r  

. I n  

• 0 5  

• 3 0  

• 2 5  

• 2 0  

.15  

.10  

• 0 5  

I = 8gi( 
• • • • ° o o  • • 

1 • 

T = 136 K 

. . . . . .  i . . . .  , . . , .  . . . . .  

' ' 3 6  ' ' g o '  ' ~;o '  '1~,o" ' 1 g o '  ' l e o  
ROT. ANGLE 

0.1 ot  go 

0.05t 

0.00~ 0.20] 
0'151 

o00ii'  
0.15~o 

0.101 

o o 
o L a A I  2 

o 
o o 0 o 

o 

C e A I  2 

i z, z, 
)TN . . . . . . . . .  

o °oo UAI 2 
00 0 00000 

O0 
0 0 

50 100 150 200 250 300 
Temperature [ K ] 

Fig. 59. Left: Angular dependence of the TF=0.15 T gSR depolarization rate for a single crystal of  CeA12 at 
temperatures well above T N (~ 3.5 K). The crystal is rotated around the (110) axis. An angle of 90" corresponds 
to a field applied along (100). The top part shows the experimental result for two temperatures, the bottom part 
corresponding dipolar sum calculations for three different tetrahedral muun stopping sites. Right: Temperature 
dependence of the muon spin depolarization rate in three C15 Laves-phase compounds. The step around 80 K 

signals the onset of muon mobility (see text). From Hartmann et al. (1989, 1990b). 

shows a rate independent of crystal orientation. The result implies that the muon has 
become mobile. This behavior appears to be a general feature of the C15 structure, as 
demonstrated by the temperature dependence of the depolarization rate for paramagnetic 
CeAI2 and UA12 and diamagnetic LaA12 (fig. 59). In all cases a sudden decrease of rate is 
seen around 80 K, signaling the onset ofmuon diffusion (Hartmann et al. 1990b). Another 
common irregularity near 150K is probably due to muon trapping-detrapping effects. 
Similar behavior appears to be present in YCo2 and is nicely illustrated in fig. 73. 

The temperature dependence of the paramagnetic relaxation rate at low temperatures is 
typical for the approach to a second-order magnetic transition. In the region between 3.2 
and 3.8 K, however, a two component ~SR spectrum is observed. One component, having 
a relatively slow relaxation rate ()~ ~ 0.25 Fs -I) continuously decreases in strength; the 
other, with a rate about two orders of magnitude larger increases concomitantly as the 
temperature is lowered (fig. 60, left). The former signal is attributed to regions where 
paramagnetic spins, albeit under the influence of spin correlations (a dynamic cluster 
structure, as discussed for Gd metal in the preceding chapter) are still present, the latter 
to regions where AFM order has already occurred. A broad distribution of internal fields 
causes rapid loss of muon spin polarization. This set of data demonstrates that magnetic 
LRO does not immediately involve the whole volume of the sample (even for a single 
crystal), but rather, that the ordered volume fraction grows gradually over a range of ~1 K. 
One further notices that even for temperatures well below TN a part of the sample (~20%) 
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Fig. 60. Magnetism of CeA12. Left: Inhomogeneous transition region into the AFM state as seen in the ~tSR 
data of Hartmann et al. (1989). Solid symbols, slowly relaxing signal arising from the still paramagnetic 
volume fraction; open symbols, fast relaxing signal coming from the magnetically ordered volume fraction. 
Right: Change of ~tSR spectral parameters at the previously unknown transition near 1 K from the recent 
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non-oscillating (Az) signals. Above 1 K on finds At ,-~ A2 independent of temperature. Bottom: Temperature 
dependence of relaxation rate X in CeA1 z of the non-oscillating signal. The two studies used different samples 

but both were single crystals. 

remains in the paramagnetic state. Such a two-component magnetic structure appears in 
several HF compounds, most notably in CeA13 (see sect. 9). A more recent study on a 
powder sample gave essentially the same result (MacLaughlin et al. 1993). 

The determination of the true AFM spin structure in CeA12 has been problematic and 
is still not fully solved. Neutron diffraction measurements on a high-quality single crystal 
(Barbara et al. 1980) revealed an incommensurate sinusoidally modulated AFM structure 
with ~ord = 0.63gB on Ce in a single-k arrangement. In contrast, Shapiro et al. (1979) 
pointed out that the magnetic structure must be described by a multiple-k arrangement. 
A more recent neutron study in applied field (Forgan et al. 1990) came to the conclusion 
that the spin structure is a "non-chiral spiral". In essence this means that the Ce ions in a 
single (0,1,1) plane can be represented by two fcc sublattices and the spirals in adjacent 
sublattices rotate in opposite directions. 

These controversial results prompted Schenck et al. (1999) to perform a new ZF-~SR 
study on a high-quality single crystal in the range between 0.1 and 4 K. These authors 
observe below 3.8 K a spin precession signal in addition to an exponentially relaxing 
non-oscillatory term. The spectra are well described by 

,A(t) = A1 exp[-½a2t 2] Jo(o)t) +A2 exp[-J~t]. (65) 

The Bessel-function-type oscillations (Jo(o)t)) are in keeping with an incommensurate 
spin structure. Using dipolar sum modeling, the best agreement to the measured ~tSR 
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spectra was obtained for the single-k structure proposed by Barbara et al. (1980). The 
new data reveal in addition previously unknown features. Around 1 K drastic changes 
occur in the spectral parameters A1, A2, and )~ as depicted in fig. 60 (right). The magnetic 
structure clearly undergoes some change without, however, affecting its modulated nature. 
There are also rapidly fluctuating field components below TN that persist down to T -+ 0. 
These features remain unexplained at this stage and the magnetic structure of CeA12 still 
contains mysteries. A strong sample dependence is probable. 

Other RA12 intermetallics with R = Pr, Nd, Gd, Dy, Ho, Er and Tm (see table 6) were 
first studied by Chappert et al. (1981) and Hartmann et al. (1984, 1986) with the aim to 
investigate fluctuations of 4f magnetic moments in the paramagnetic regime, especially 
on approach to the Curie point. The TF method was used exclusively. The main features 
of this study were: 
(i) The signal from muons stopped in the sample vanishes below Tc. 
(ii) Above Tc the spectra are characterized by a temperature- (and field-) dependent 

depolarization rate that shows a divergent rise towards Tc starting at temperatures 
well above the critical temperature. 

(iii) A paramagnetic frequency shift is observed in nearly all compounds. It can reach 
values exceeding several percent close to Tc. 

(iv) The signal from muons stopped outside the sample (background signal from sample 
holder etc.) changes in frequency and relaxation at the critical point for the 
FM compounds, but not for AFM CeA12. The reason is the distortion of the applied 
field by the spontaneous bulk magnetization. This feature can be used to detect 
FM components in complex spin structures (see discussion on GdMn2). 

The loss of sample signal for T < Tc comes from the fact that the 2-2 muon site divides 
into magnetically inequivalent sites in the presence of a local axis of magnetization, 
leading to several different dipolar fields (Hartmann 1989) and in turn to rapid (static) 
depolarization. 

A typical example of temperature and field dependence of the paramagnetic depolar- 
ization rate is given in fig. 61 for ERA12, illustrating clearly the divergent behavior at Tc. 
The total relaxation rate 

A ( t )  = exp[-a2t2] • exp[-~t], (66) 

contains the (static) inhomogeneous line broadening, which is roughly proportional to 
bulk susceptibility 

(7 = k l B a p p / ( T -  TC) , (67)  

and the dynamic depolarization by fluctuating local fields. The latter is assumed to be 
field independent while its temperature dependence follows a power law: 

)~ = k z / ( T  - Tc )  w. (68) 

The constants kl, k2 and w are fit parameters. Equation (68) is a relation typical for 
critical behavior. The amazing result of the study by Hartmann et al. (1986) was the 
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text. flfkN(O)l is a parameter of Korringa relaxation. From Hartmann et al. (1986). 

observation that in many cases such a power law extends for the p~SR relaxation over 
a temperature range far exceeding the usual critical regime. For example, in fig. 61 the 
range extends to about 10 Tc. This feature has in the meantime been observed for the 
majority of  R compounds exhibiting magnetic order (of  any kind, not only FM order), 
especially for R ions with large orbital momenta.  In the preceding chapter we have already 
pointed out that the relevant microscopic mechanism is the development of  paramagnetic 
spin correlations up to the formation of  dynamic magnetic clusters close to the transition 
point. Clearly, ~tSR already senses weak deviations from free paramagnetic spin motion. 

The residual depolarization rate in the absence of  spin correlations is contained in 
k2 of  eq. (68) and determined by the R K K Y  (4f-4f)  and Korringa (4f-ce) interactions. 
Starting from a treatment of  the transverse N M R  relaxation rate T21 by Moriya (1956) 
and the common Korringa formalism (Korringa 1950) it was shown that the dynamic 
depolarization rate at high temperatures (when contact coupling is neglected) can be 
written as 

4a2 j 
= n~h 5 ( J  + 1) rj ,  (69) 

with 

"cj= CTc J - - ~ i )  +~(IfkNF(O))ZkBT . (70) 

The first term is the relaxation due to RKKY coupling, the second term the Korringa 
relaxation. The constants are n = 2 for the 2-2 site and C = 1.477 • 1011Hz/K. 
I v  is the 4f -ce  coupling strength, NF(O) the density of  electrons at the Fermi surface 
for one direction of  ce spin (see Loewenhaupt et al. 1983 for details and values) and 
a = (t_to/4~)(l~NltBg~gj/d 3) the dipolar coupling strength between 4f  moments  and the 

muon, with d as the mean distance between ~t + and the neighboring R ions (~2.1 
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Table 7 
Properties of the paramagnetic state of R Laves-phase compounds from TF%tSR ~ 

Compound kf (K) k M • M~ff (T) B~on (T) adl p rj(300) )tth(300 ) ~,~xp(300) 
(10 .7 eV) (ps) ( ~s -1) ( ~l,s 1) 

PrA12 +0.12(1) 0.06(3) +0.07(3) 3.8 0.39 0.09 0.05(3) 
NdA12 +0.14(5) 0.07(3) +0.08(4) 3.5 0.19 0.04 0.02(3) 
GdA12 -0.27(5) 0.15(7) -0.26(9) 9.6 0.09 0.11 0.38(6) b 
DyA12 +0.00(5) sphere 0.00(2) 6.4 0.34 0.71 1.05(7) 

HoAI 2 +0.30(4) 0.21(9) -0.09(ll) 6.0 0.57 1.17 1.16(8) 
ERA12 +0.39(9) 0.19(9) 0.00(10) ° 5.7 0.81 1.02 0.84(5) 
TmAI2 -0.15(6) 0.15(8) -0.20(10) c 5.6 0.98 0.44 0.43(4) 

" Frequency shift parameter kf, demagnetization correction k M . Mef: for an ellipsoidal sample with b/a = 1.6, 
derived contact field B .... dipolar coupling strength ad~p, estimated 4f fluctuation times (RKKY and Korringa) 
rj(300), calculated and measured relaxation rates )hh(300) and )~xp(300) at room temperature for various RAI  2 

compotmds. Errors are given in brackets. After Hartmann et al. 1986. 
b Experimental values of moments were used. 
° Zero field value (Kalvins et al. 1984). 

for RA12 compounds). For details we refer to the original paper. One notices that the 
RKKY term leads to a temperature-independent relaxation rate (Moriya limit), while 
the Korringa term is weakly ( l /T)  temperature dependent. It is, however, in many cases 
negligibly small and as a rule not taken into consideration, meaning that k2 in eq. (68) is 
taken as constant. The case o f  ERA12 is an example where the Korringa relaxation appears 
to be noticeable. The solid line in fig. 61 (right) shows theoretical calculations for different 
values o f  IIfkN(O)l. In the general derivation of  CEF effects on ~tSR relaxation rates by 
Dalmas de R6otier et al. (1996), a term appears that is not unlike the Korringa term. In 
practice it may not be easy to distinguish between the two contributions. 

Table 7 lists calculated values o f  adip, Z'j and X at 300 K together with measured 
rates )~(300K). These values have been obtained by extrapolating to zero field the 
rates measured for different transverse fields. For some RAI2 (most notably for GdAI2) 
ZF depolarization rates have been obtained by Kalvius et al. (1984). In the fast fluctuation 
limit the rates 1/T1 (measured in ZF) and 1/T2 (measured in TF and corrected for 
inhomogeneous line broadening) should be equal (Hayano et al. 1979). The agreement 
between ZF and corrected TF rates for several RA12 intermetallics is satisfactory. The 
same holds for the agreement between measured and calculated values o f  ),(300) if one 
takes into account the simplifying assumptions used. The result on ~- (THz region) is in 
keeping with inelastic neutron scattering data. One should also notice that, despite the 
high fluctuation rates, the heavy R ions with large orbital momenta lead to substantial 
depolarization rates (~1 ~ts ~) in the Moriya limit. Further discussions and derivations o f  
,~, especially in ZF can be found in chapter 2.3 o f  Schenck and Gygax (1995) and in 
appendix C of  Dalmas de R6otier and Yaouanc (1997). 
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The temperature dependence of the paramagnetic frequency shift has already been 
shown in fig. 18 for PrAI2. The shift is given by 

A v  _ IzBgj(J + 1) ~k 
v 3k-- T-  St M V, 

(71) 

when using a powder sample where dipolar fields average to zero. This expression allows 
determination of the saturation (T -- 0) contact field. Derived values are given in table 7. 
The crucial parameter is the correction factor (kMMe~r) for the demagnetizing field. In the 
present cases it has been estimated for an ellipsoidally shaped sample with b/a = 1.6. The 
use of a spherical sample is advantageous (see also discussion on Gd metal). From the 
listed values of adip one calculates dipolar fields at the muon site on the order of 1 T. The 
contact fields are negligible in comparison, except for GdAI2 which possesses pure spin 
magnetism. As discussed in sect. 3.1, the contact field can be expressed in terms of the 
difference in spin-up and spin-down conduction electron density at the muon site. This 
density is enhanced by the positive charge of the muon. Interstitial spin magnetization 
densities have been measured for several RAI2 compounds by diffuse neutron scattering 
(Boucherle and Schweizer 1981). Comparison with the value of the contact field sensed 
by the muon gives enhancement factors around two for the conduction electron spin- 
polarized density induced by the muon charge. Precise theoretical estimates of this effect 
are not available. In summary, the work of Hartmann et al. (1986) provided the foundation 
for the treatment of ~tSR data in R intermetallics. 

DyA12 has also been studied in ZF and LF by Gradwohl et al. (1986) using a single 
crystal. These authors found that )~ peaks somewhat above Tc, independent of an applied 
LF up to 100roT. Trapping-detrapping effects are suggested as a possible cause. This 
scenario is reasonable from the point of view of the temperature range involved, but 
it requires unusually fast diffusion rates (>1011 Hz). The problem remains unsolved, 
but Asch et al. (1986a) found that the ~SR relaxation behavior of DyAI2 is sample 
dependent. This is probably due to stoichiometry problems, a common feature in Laves- 
phase compounds. 

The analysis of Hartmaun et al. (1986) on the ~tSR response in RAI2 intermetallics 
neglected any CEF effects. Deviations of the paramagnetic muon spin relaxation behavior 
from a smooth Curie-Weiss dependence became more evident in ZF studies of HoAI2 and 
ERA12 (Dalmas de R6otier et al. 1990b). They were ascribed to a CEF induced temperature 
dependence of the 4f magnetic moment. To shift all CEF effects into a temperature- 
dependent magnetic moment is the simplest straightforward approach. Since the energy 
separation between the CEF ground and first excited state is larger in the Er than in the 
Ho compound, CEF effects are fairly weak in ErA12 but clearly noticeable in HoA12. The 
authors also point out the strong influence of magneto-crystalline anisotropy. This aspect 
has been discussed in sect. 4 and is best studied with single crystals. 

5.3.1.2. AnAl2 (An = U, Np). UA12 shows no transition into a magnetically ordered state 
down to temperatures below 1 K. An effective paramagnetic moment on the uranium 
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of  ~3#B and a paramagnetic Curie temperature 0p ~ - 2 5 0 K  were derived from 
susceptibility data above 100K. The somewhat enhanced low-temperature Sommerfeld 
constant is y(0) = 0.09J/(molK2). Below 50K UA12 exhibits unusual temperature 
dependences of specific heat, magnetic susceptibility and electrical resistivity and for 
that reason UAI2 is sometimes considered a moderate HF system. A summary of these 
experimental findings can be found in Fournier and Trod (1985). The low-temperature 
specific heat, in particular, can be expressed well in terms of spin fluctuations. Originating 
from this, all the unusual features of UA12 could be explained by a very narrow 
5f band (~  60-150K) producing a high density of  states at the Fermi surface, a Stoner 
enhancement factor S ~ 4, and the presence of  strong spin fluctuations (TsF ~ 25-30 K). 
The latter in turn prevent the onset of magnetic order. Such systems are termed "spin 
fluctuators" and UA12 is the prime example. Several band structure calculations have also 
appeared. Boring et al. (1985) found wide 5fbands (~  500 K) and a Stoner enhancement 
of ~10 resulting in a higher spin fluctuation temperature (TsF /> 40K). In contrast, 
de Groot et al. (1985) calculate a low Stoner factor (S ~ 2) and have no need for strong 
spin fluctuations. Both calculations explain successfully most of the low-temperature bulk 
properties in terms of the details of the DOS near EF. 

TF-, ZF- and LF-~tSR measurements on UAI2 are reported by Asch et al. (1987) and 
Kratzer et al. (1986). Typical ZF and LF spectra are shown in the upper panel of  fig. 62. 
The ZF spectra can be explained by the depolarizing action of  27A1 nuclear dipoles. The 
LF = 10roT spectrum shows that even at low temperatures the U moments have only a 
weak depolarizing influence ()~ ~ 0.1 gs -1) due to fast spin fluctuations (r4f > 1013 Hz). 
The rate 3. rises weakly at low temperatures, but shows no sign of critical slowing down. 
Similarly, the frequency shift in an applied TF remains largely independent of  temperature 
(see lower panel of fig. 62), but shows the same irregularity (which, however, is hardly 
outside error limits) at low temperatures as the relaxation rate. The origin of this feature is 
not understood. In summary, the ~SR data on UAI2 indicate weak paramagnetic behavior 
down to low temperatures. The absence of ordered magnetism is in full keeping with the 
picture of  a well-developed 4f spin fluctuator. The given limit for r4f agrees well with 
neutron measurements of dynamic susceptibility (Loong et al. 1986). 

Park et al. (1997a) report on a ~SR study of spin dynamics in GdxUl-xA12 and 
GdxLal_xA12. The magnetic LRO of GdAI2 (x = 1) is disrupted by introduction of 
U atoms around x = 0.8 in favor of a spin glass ground state. On the other side, a strong 
coupling of dilute Gd moments to the rapidly fluctuating U moments in the nonmagnetic 
spin fluctuator UA12 leads to (spin glass) magnetism beyond x = 0.1. LaA12 is devoid 
of any magnetic moment. This situation is changed by doping with Gd, and spin glass 
magnetism develops here as well, but the concentration range where this state exists is 
much narrower (Ping and Coles 1982, Coles et al. 1984). 

ZF-~SR spectra for (GdxU1 _x)A12 withx = 0.03 and 0.1 were measured down to 2 K. In 
contrast to pure UA12, the muon relaxation in the x = 0.03 alloy does not show the simple 
temperature-independent Gaussian shape (caused by the dominance of depolarization by 
A1 nuclear dipoles), but rather approaches exponential shape at low temperatures. Clearly, 
the spin dynamics of UA12 is already affected even by this low Gd concentration and 
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the spin system has left the ultra-fast limit of  a spin fluctuator. The dominant feature in 
the spectra o f  the x = 0.1 alloy is a gradual loss o f  signal amplitude with decreasing 
temperature below ~30K. In an increasing volume portion o f  the sample the stopped 
muons sense a widely distributed and fairly strong quasistatic local field. The loss o f  signal 
amplitude is complete at ~10 K (the nominal ~) .  The whole sample has now suffered spin 
freezing. In magnetic fields (LF) in excess o f  30 mT the signal is recovered, corroborating 
the picture just presented. The sample undergoes a markedly iv.homogeneous spin freezing 
process. The shape o f  the decay of  muon spin polarization in the non-spin-frozen portion 
is again not purely Gaussian, demonstrating once more the deviation in spin dynamics 
from the situation in pure UA12. Gd-doped LaA12 at x = 0.05 is, according to bulk data, a 
spin glass at low temperature. The muon spin relaxation rate as a function o f  temperature 
is peculiar and not understood. It first increases as usual down to 60 K but then decreases 
once more with a minimum near 20 K. A new increase follows and at 2 K the same rate 
is reached as before at 60 K. Disregarding this peculiarity, the gSR response is similar 
to that o f  (Gd0.03U0.97)A12, meaning in particular that the signal amplitude changes little 
with decreasing temperature. Full spin freezing does not occur, only a moderate slowing 
down of  spin fluctuations is observed. 
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left: temperature variation of the normalized mean spontaneous precession frequency together with the 
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Right: Temperature dependence of the transverse field (20mT) relaxation rate. After Aggarwal et al. (1990). 

NpA12 (C15 Laves phase) orders ferromagnetically at Tc = 56K with a moment 
PNp = 1.5gB. That value is considerably below the free-ion value (of either Np 4÷ or 
Np 3+) and has been taken in connection with high-pressure M6ssbauer data as evidence 
for Np moment delocalization because of 5f-5f electron overlap. A summary of bulk 
properties is given by Fournier and Trod (1985). The M6ssbauer results are discussed in 
detail by Potzel et al. (1993). 

The gSR study of NpA12 (Aggarwal et al. 1990) was the first attempt to investigate 
a transuranic compound by this technique. The technical difficulties connected with the 
double safety encapsulation make precise measurements, especially the determination of 
sample signal amplitude quite difficult. The unusual result was that in ZF spontaneous 
spin precession is observed for T < Tc (fig. 63, top left), containing at least two different 
frequencies. The difficulty in nailing down the exact strength of the signal arising from 
muons stopped in the sample makes it impossible to decide whether the oscillating 
signal is the full sample signal. Indications are that this is most likely not the case. 
The observation of a spin precession signal is in contrast to the results in the R di- 
aluminates where signal amplitude collapses at the magnetic transition temperature, due 
to the multitude of magnetic sites in the C15 Laves-phase structure (see above). One 
may speculate (but without any real supporting evidence) that the delocalization of the 
5f magnetic moment helps in that direction, because a certain averaging of internal fields 
could occur. It is remarkable in this connection that a spin precession signal is seen in 
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one other material (CeA12) where a not-so-well-localized f electron structure exists. In 
addition, Huxley et al. (1996) mention in their study of CeRu2 (discussed in sect. 9) that 
the observed nuclear dipole width in ZF for CeA12 is distinctly smaller than the calculated 
one. To us, this could be another indication of the occurrence of an averaging process in 
this type of material. 

The temperature dependence of the mean precession frequency in NpA12 (insert to 
fig. 63, bottom left) follows closely that of  the hyperfine field (Bhf) determined by 
Mrssbauer spectroscopy. Both do not show exactly the expected Brillouin behavior. 
The deviations had originally been explained by Dunlap et al. (1969) with biquadratic 
exchange. Later, slow spin fluctuations (magnetic Mrssbauer relaxation spectra) have 
been favored as cause (see Dunlap and Kalvius 1985). The identity of the ~tSR and 
Mrssbauer results with their largely different time windows rule out the latter explanation 
and biquadratic exchange appears to be present. The temperature variation of relaxation 
rate shows the typical slowing of spin fluctuations on approach to Tc (fig. 63, right). 

5.3.2. MT2 (T = Fe, Co, Ni) 

5.3.2.1. RT2. Magnetic properties o f R  intermetallics formed with 3d transition elements 
have been reviewed by Franse and Radwanski (1993). The Laves-phase compounds of 
type RT2 that have been studied by ~tSR are listed, together with the ~tSR references 
and some relevant data in table 8. In these systems (except for R=  Y, Lu), two magnetic 
sublattices are present, one formed by the strong localized 4f electron magnetism of the 
R 3+ ions (with /~R equal to the free (3+) ion value), the other by the weak itinerant 
3d electron magnetism of the transition elements (with moments well below the free- 
ion value). The two sublattices order ferromagnetically at the same temperature (Tc 
of the compound). They are FM coupled for the light R elements (up to Sm), and 

Table 8 
Ferromagnetic C15 Laves-phase compounds of type RT z studied by gSR 

Compound Lattice constant (~) T c (K) Teomp (K) p£R references 

Y F e  2 7.36 535 
GdFe 2 7.39 810 
GdCo2 7.26 404 
ErFe 2 7.28 587 
TmFe2 7.25 599 
LuFe2 7.23 596 

GdNi 2 7.20 76 

DyNi 2 7.14 22 

HoNi 2 7.14 23 

486 

225 

Barth et al. (1986a) 
Graf et al. (1981), Barth et al. (1986a) 

Barth et al. (1986a) 
Barth et al. (1986a) 

Barth et al. (1986a) 
Barth et al. (1986a) 
Chappert et al. (1986) 
Dalmas de Rrotier et al. (1990b) 
Chappert et al. (1986) 
Dalmas de R~otier et al. (1990b) 
Dalmas de Rrotier et al. (1990b) 
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AFM coupled for the heavy R elements. The latter coupling leads in TmFe2 and ErFe2 
to a so called compensation point (Tcomp) where bulk magnetization goes through zero, 
because the magnetizations of the R and T sublattices are there of equal strength but 
directed oppositely. 

With the exception of  compounds with T = Ni, one sees that the Tc's are located well 
above room temperature and thus much higher than in the di-ahmainides. The contrasting 
result is, that in ZF a single spontaneous muon precession frequency is observed below Tc, 
although one expects a muon location on the 2-2 site (providing multiple local magnetic 
fields in the ordered state) here as well (in fact, the neutron work on hydrogen loading 
mentioned earlier refers specifically to RFe2 compounds). The ~tSR data shown in fig. 59 
demonstrate a mobile muon above ~80K in the C15 structures. Hence the most likely 
explanation for the appearance of  spontaneous muon spin precession frequency (and a 
single one in particular) is an averaging over the various magnetic muon stopping sites. 
One must remember that the differences in local field arise from the anlsotropic property 
of dipolar fields. As the result of site averaging, the muon senses the isotropic contact field 
as the only microscopic contribution. Figure 64 (left) clearly demonstrates that B~ is given 
almost entirely by the moment on the transition element. For R = Y, La this is trivial. For 
the heavy R one could argue that the contact contribution is small (see, for example the 
results on RAI2 intermetallics), but the result for the Gd compounds (where a noticeable 
Gd contact field should exist) is not easily understood. Since only the 3d moments are 
responsible for the local field it is not surprising that the temperature dependence of 
spontaneous precession frequency does not follow that of bulk magnetization. An extreme 
case is depicted in fig. 64 (right). It shows that in TmFe2 the characteristic feature of a 
compensation point is not reflected in the behavior of B~ at all. Its temperature dependence 
follows much more closely that of the Fe sublattice magnetization as a comparison 
with neutron data (Bargouth and Will 1971) demonstrates. The ZF relaxation rates are 
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determined by both the dynamics of magnetic moments and the motional properties of 
the muon. The two effects are not easily separable. 

Recently, the observation of the muon spin resonance signal has been reported (Lord 
1998) for YFe2 at room temperature (i.e., in the FM regime). The weak, but distinct 
resonance is seen at 30.6MHz in ZF with an RF-field of ~0.8mT. This value agrees 
perfectly with the result of Barth et al. (1986a). This was just a basic test of feasibility 
and no further discussion is given. 

The RT2 intermetallics with T = Ni are, according to bulk data, much closer to the RAI2 
than the RFe2 or RCo2 compounds in their magnetic properties. Their low Tc's are but one 
example. Since the magnetic transitions occur below the muon localization temperature, 
no signal is seen in the ordered state for GdNi2, DyNi2 and HoNi2, the compounds of this 
series studied by gSR. Chappert et al. (1986) compared paramagnetic fluctuation rates 
for the pairs GdA12/GdNi2 and DyAlz/DyNi2. In the Moriya limit the muon relaxation 
rate is expected to be inversely proportional to Tc and to the lattice distance d to the 
sixth power. When forming the ratio of rates between the A1 and Ni compounds the 
R moments and spins should cancel. Comparing calculated and measured values show 
good agreement for the Gd pair but not for the Dy pair. In DyNi2 the rate is nearly an order 
of magnitude smaller as calculated. The authors suggest a coupling of the anisotropic 
(orbital) R electron distribution to the electric field gradient produced by the W (Campbell 
1984), which leads to a rapid precession around the R-/~ axis. This effect could lead to 
additional motional narrowing. It is clearly absent for Gd 3+. HoNi2 was studied with 
respect to CEF interactions (Dalmas de R6otier et al. 1990b). A behavior of )~(T) similar 
to HoA12 was found. This is expected since CEF splittings are nearly identical. 

5.3.2.2. AnT2. All compounds AnT2 with A n = U  and Np posses the cubic C15 structure 
with the exception of UNi2 (hexagonal C14 Laves phase). To our knowledge, no ~tSR 
data exist for the uranium alloys. The only actinide material studied by ~tSR thus far is 
NpCo2. 

The NpT2 intermetallics are special with respect to their electronic structure. The Laves 
phases NpX2, where X is not a 3d transition element, are prime examples (see Potzel 
et al. 1993) for the Hill model. In contrast, the NpT2 compounds are marked exceptions. 
They exhibit ordered (FM or AFM) magnetism with sizable moments (~l~tB on Np), 
although their Np-Np separation is well below the Hill limit. On first thought one may 
suspect that ordering of the T-sublattice pulls the Np-sublattice. But NpNi2 is a dramatic 
counterexample (~tNp = l~tB, ~tNi < 0.3/~B). The underlying cause must rather be a special 
electronic struc~re generated by 3d-5f hybridization (see, for example, Boring et al. 
1985). 

NpFe2 and NpNi2 are established FM (with Tc = 492 and 32 K). The magnetic ground 
state of NpCo2, in contrast, has been under some discussion. Usually it is listed as an 
AFM with TN = 13 K, based on susceptibility and mainly on M6ssbauer data (Aldred et al. 
1975, Sanchez et al. 1992). There a Zeeman pattern appears (in the absence of an applied 
field) below 13 K. The spectrum shows, however, rather wide resonance lines and a clear 
distinction between static (distribution of  internal fields) and dynamic broadening cannot 
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Fig. 65. ~tSR spectroscopy on NpCo 2. Left: ZF-vSR spectra in the pmamagnetic (15K) and magnetically 
ordered (12, 10, 2.5 K) regimes. Right: Spontaneous spin precession frequency as a function of  temperature. 
The line is a guide to the eye. A two-frequency fit works better at 2.5 K, suggesting a somewhat different spin 

structure than at higher temperatures. From Kopmann et al. (1999). 

be made. Hence, an alternative explanation of the MSssbauer results would be a rather 
sudden slowing down of Np moment fluctuations (leading to the so called "paramagnetic 
hyperfine splitting" - see, for example, Dunlap and Kalvius 1985) without the presence of 
a magnetic phase transition. Some features of the hyperfine spectra distinctly point in that 
direction. Sanchez et al. (1992) also performed neutron diffraction studies. The specimen 
was a small single crystal. No magnetic Bragg reflections were observed. Yet, the authors 
point out that the conclusion of absence of long-range magnetic order can only be drawn 
on the basis of the (reasonable) assumption of a type I AFM spin structure. The magnitude 
of the magnetic hyperfine field observed by MSssbauer spectroscopy corresponds to an 
ordered moment of #yp ~ 0.5/~B. Polarized neutron measurements of the magnetic form 
factor in an applied field of 4.6T gave PCo = 0.06/~B and /~Np = 0.21/~B (Wulff et al. 
1990). 

Recent (still preliminary) ZF-btSR data (Kopmaun et al. 1999) on NpCo2 clearly 
show the onset of spontaneous spin precession below 13 K (see fig. 65). The precession 
frequency is compatible with the quoted values for /~Np. As in NpA12, it is difficult to 
judge whether all muons stopped in the sample participate in spin precession• Again, the 
indication is that this is probably not the case. This, together with the strong damping of 
the oscillatory signal (~ > 10 ~ts-I), points towards a more complex spin structure than 
type I AFM. This then is compatible with both the neutron and MSssbauer results. In any 
case, the AFM transition at TN = 13 K is safely established by ~tSR, which puts NpCo2 
in line with the rest of the NpT2 materials. The spin structure of NpCo2 remains to be 
determined. 
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5.3.3. MMn2 and related compounds 
The RMn2 series exists as Laves phase for practically all rare-earth atoms. Either the 
cubic (C15) or the hexagonal (C14) variant is formed. Our discussion is limited to 
materials with the C15 structure. The special feature of this system is that the Mn atoms 
only carry a moment if the lattice parameter exceeds 7.6A (or the Mn-Mn separation 
2.67A) (Wada et al. 1987). A theoretical discussion of the problem can be found in Ballou 
et al. (1991). Amongst the compounds with magnetism on Mn, the material YMn2 plays 
a special role since in this case the R partner is not magnetic. Corresponding actinide 
compounds are also known (at least UMn2, NpMn2 and PuMn2). Magnetic order is 
definitely established only for NpMn2 (FM with Tc = 56 K). For details see Fournier and 
Trod (1985). 

5.3.3.1. YMn2. The intermetallic YMn2 has been studied thoroughly with respect to 
its bulk magnetic properties. At high temperatures it is considered a weak itinerant- 
electron magnet with a moment of 1.7/~B on Mn. Its features are well described by the 
self-consistent renormalization theory (SCR) of spin fluctuations (Moriya and Kawabata 
1973). The corresponding strong spin fluctuations were detected by neutrons (Deportes 
et al. 1987). When entering the AFM state (basically a collinear type I structure) 
around 100K it exhibits all features of a strong localized magnet with a moment of 
~ord = 2.7/~B). 

Since the Mn ions form a sublattice of regular tetrahedra (fig. 66, left), dominant 
AFM nearest-neighbor exchange leads to full geometrical frustration (see lower part of 
fig. 66, left). The strong longitudinal spin fluctuations in the paramagnetic regime are an 
outcome of frustration. In addition, such a system cannot support a collinear AFM spin 
structure and tends to enter a spin-glass-like state instead (Gaulin 1994). YMn2, however, 
takes a different path. It combines the AFM transition with strong lattice expansion 
(~5% volume change) together with tetragonal distortion. Nearest-neighbor exchange is 
weakened and no longer independent of direction. This leads to pronounced hysteresis at 
TN (fig. 66, right), establishing the first-order nature of the magnetic phase transition. In 
addition, a long wave (~400A) helical modulation of the basic collinear spin structure 
is present (Ballou et al. 1987). Neutron scattering also found a coexistence of para- 
and antiferromagnetic phases at 70 K and the persistence of strong AFM correlations 
up to 6 TN (Freltoft et al. 1988). In general, YMn2 and its related compounds are prime 
examples for the study of magnetism under heavy frustration and most of the ~tSR work 
is concerned with this aspect. Other materials to be mentioned in this context are the 
pyrochlores (see sect. 8) and the Kagom6 compounds. For the latter no R or An-containing 
materials are known. The AFM Laves phases as well as the pyrochlores possess a three- 
dimensional frustrated lattice (tetrahedra) while the Kagom6 materials feature a two- 
dimensional (corner-shared triangles) frustrated lattice. 

~tSR spectroscopy in ZF, LF and TF on pure (polycrystalline) YMn2 has been reported 
by Cywinski et al. (1991), Weber et al. (1994a) and Kalvius (1994). The first study 
centered on the spin dynamics on approach to the magnetic transition, the latter two 
looked in addition for a spin-glass-like magnetic precursor state due to the heavy 
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et al. 1983). 

frustration. The different works do not contain contradictory information. A gSR signal 
from the AFM-LRO phase could not be detected. A broad field distribution must cause 
very rapid depolarization. In the presence of AFM order the 2-2 position taken by the 
muon splits into 12 magnetically different sites for which dipolar sum calculations give 
local fields between 0.2 and 1.5 T (Weber 1992). Rapid muon depolarization is thus a 
natural outcome. The paramagnetic signal is characterized by electron-nuclear double 
relaxation. The difficulty here is that both moments are on the Mn ion and hence hyperfine 
coupled, meaning that also the nuclear dipole fields appear dynamic with a temperature- 
dependent relaxation rate. As discussed in sect. 3.4 one would need the quasistatic high- 
temperature limit for the nuclear depolarization in order to separate the two relaxation 
channels. Unfommately, this limit is never reached in YMn2. It is likely that the muon 
becomes mobile. We discuss the problem of the high-temperature relaxation further below. 
Weber et al. (1994a) resorted to a global fit procedure of ZF, TF and LF spectra taken 
under identical condition. Figure 68 gives an example of this method. 

Observing the strength (initial asymmetry) of the paramagnetic signal as a fimction 
of temperature (especially in TF) directly mirrors the temperature dependence of  the 
paramagnetic volume fraction. The typical hysteretic behavior around TN is observed 
and hence also present on a local scale. We have shown this result earlier in fig. 28 
in sect. 3.2.1 when discussing such types of measurements in general. Figure 28 further 
shows that in addition to the loss of signal when the AFM state is formed around 100K 
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(on cooling) an initial reduction of amplitude of the paramagnetic signal begins around 
150K. This drop coincides with the appearance of a rapidly damped signal. It could 
best be fitted by a power exponential relaxation exp[-(~t) p] withp close to 0.5. A typical 
example is shown in fig. 68 (which refers to Tb-doped YMn2 where the effect is even more 
pronounced - see further below). LF measurements confirm the highly dynamic nature of 
the fast component. The relaxation rate changes little with decreasing temperature, but 
the signal strength increases somewhat. It is interpreted as arising from spin-glass-like 
clusters which begin to form above the magnetic transition when critical slowing down 
limits the relief of frustration by longitudinal spin fluctuations. The SRO clusters remain 
present throughout the region of hysteresis around T•. In pure YMn2 their continuous 
presence below TN could not be established with certainty. 57Fe MSssbauer spectroscopy 
(Przewo~nik et al. 1993) on YMn2 doped with 0.5% Fe (which substitutes for Mn atoms) 
showed that at 4.2K still ~11% of the sample does not participate in the long-range 
AFM order. The hysteresis at TN is also observed. The internal field at the Fe nuclei is 
largely temperature independent for T < TN, as expected for a first-order transition. 

The relaxation rate of the normal paramagnetic signal (separated from the spin 
glass signal) shows critical 'behavior on approaching TN (fig. 67, left). It could be 
fitted up to ~150K to the temperature dependence expected from the self-consistent- 
renormalization (SCR) model of Moriya and Ueda (1974) and an additional Korringa 
term. At higher temperatures the rate decreases again. The most straightforward 
explanation is the onset of muon diffusion (Kalvius 1994), but recently, pulsed 55Mn 
NMR on YMn2 (H. Nakamura et al. 1998) found a decrease of 1/7"2 slightly above 
130K that points towards an intrinsic irregularity of the Mn moment fluctuation rate. 
An explanation has not yet been given. Only the relaxation rate ~ shows this feature 
in gSR. The paramagnetic frequency shift (fig. 67, right), which demonstrates critical 
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Fig. 68. ~tSR spectra of  Y09Tb0.1Mn2 at 
90K (warming) taken in TF=100G,  ZF 
and LF = 20 G and 200 G (from bottom to 
top). These four spectra were least squares 
fitted simultaneously. The inset shows the 
temperature variation of the paramagnetic 
fraction (compare with the data for pure 
YMn 2 in fig. 28). After Kalvius (1994). 

behavior as well, remains constant for T >> TN. From the behavior of both rate and shift 
on approach to TN, it is concluded that YMn2 tries to undergo a normal second-order 
magnetic phase transition, but this is prevented by the pronounced frustration enforcing 
lattice distortion. 

5.3.3.2. Y(Tb)Mn2. Replacing Y by a few percent of Tb has two major effects. Firstly, 
it lowers the AFM transition temperature, but keeps the hysteretic behavior. Secondly, it 
suppresses the slow helical modulation of the type I spin structure (Berthier et al. 1988). 
~tSR measurements were performed on Y0.9Tb0.1Mn2 and Y0.95Tb0.05Mn2 (Asch et al. 
1990a, Weber et al. 1994a, Kalvius 1994). No significant difference in ~tSR response 
could be found for the two (polycrystalline) samples. A comparison between figs. 28 
and 68 immediately demonstrates that the addition of Tb leads to a higher portion (up 
to ~20%) of the fast-decaying spin-glass signal at the transition temperature, as well 
as to an onset of this feature already at higher temperatures (although the magnetic 
transition temperature is lower). The fast depolarization rate is ~1.5 gs i, independent of 
temperature and applied LE (The change in spectral shape in fig. 68 between LF = 20 G 
and LF = 200 G is due to the influence of field on the Mn nuclear depolarization which, 
due to hyperfine coupling, is dynamically driven by the electronic spin fluctuations, and 
thus not so easily decoupled). Furthermore, the fast depolarizing signal in the Tb-doped 
samples could be followed to temperatures below the hysteresis region. It appears that 
certain clusters in the sample do not enter the AFM ordered state, but remain spin- 
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glass-like. In summary, the ~SR data demonstrate that doping YMn2 with a strongly 
paramagnefic ion such as Tb 3+ enhances the spin glass clusters. 

5.3.3.3. Y(Sc)Mn2. The AFM transition in YMn2 can be suppressed by the application 
of external pressure or via the lattice contraction in pseudo-binary compounds such 
as Yl-~ScxMn2. The pressure coefficient of TN is huge (~35K/kbar) leading to a 
critical pressure of ~3 kbar for the disappearance of LRO magnetism (Oomi et al. 1987, 
Voiron et al. 1990, Hauser et al. 1995). Neutron scattering showed that the loss of 
ordered magnetism is spatially inhomogeneous (Mondal et al. 1992). Furthermore, the 
Sommerfeld constant increases substantially with pressure, indicating an enhancement 
of spin fluctuations (Fisher et al. 1993). Electrical resistivity measurements to very high 
pressures (200 kbar) indicate that the spin fluctuations disappear above 40 kbar (Drescher 
and Abd-Elmeguid 1995). l l9Sn M6ssbauer spectroscopy on YMn2 doped with 0.5 at% Sn 
(Block et al. 1994) revealed the presence of a SRO magnetic state in the pressure range 
between the disappearances of AFM-LRO (~3 kbar) and spin fluctuations (~40 kbar). 

Preliminary ~tSR high-pressure data (Schreier 1999) on Y0.9Tb0.1Mn2 up to 3 kbar also 
showed that the hysteresis of the AFM transition is shifted to lower temperatures with a 
coefficient of ~30 K/kbar. They demonstrate in addition, that the breadth of the hysteresis 
becomes markedly narrower (i.e., from AT ~ 30K at ambient pressure to AT ~ 15 K at 
1 kbar). The spin-glass-like precursor phase appears to be unaffected. 

Chemical compression in Yx-xScxMn2 leads to the loss of the AFM transition for 
x ~> 0.03 while maintaining the cubic C15 structure (H. Nakamura et al. 1988b, Shiga 
et al. 1993). According to NMR, magnetic order is no longer present at this concentration 
down to 0.07 K (H. Nakamura et al. 1988c). Again, the Sommerfeld constant is enhanced 
by nearly an order of magnitude compared to YMn2. Its value (~ ~ 0.15J/molK 2 
for x = 0.03) reaches the regime of medium heavy HF compounds (Wada et al. 
1989). Paramagnetic neutron scattering detected strong AFM spin correlations with a 
strength of 1.3/~B per ion, nearly independent of temperature (Shiga et al. 1988). Hence 
Y0.97Sc0.03Mn2 may be regarded as a dynamic AFM system with strongly correlated spin 
fluctuations. It exhibits the features of a quantum spin-liquid ground state due to the strong 
magnetic frustration (Shiga et al. 1993). It has also been inferred that the spin fluctuations 
caused by frustration may play the same role as the spin fluctuations resulting from the 
Kondo interaction in 4f and 5f HF systems (see sect. 9 for more details). From this point 
of view YMn2 exhibits the properties of a 3d itinerant electron HF compound (Lacroix 
and Pinettes 1995). 

In general, the pseudo-binary system Y1 xSc~Mn2 allows a more detailed study of 
the paramagnetic phase down to much lower temperatures in comparison to the parent 
compound YMn2. Kalvius et al. (1996) exploited this possibility to study by TF-, ZF- and 
LF%tSR the behavior of the SRO state characterized by fast (root exponential) relaxation 
in compounds with 0.01 /> x ~> 0.04. The sample with x = 0.01 behaved much like pure 
YMn2, only the magnetic transition is shifted to lower temperatures and has a narrower 
hysteresis. The SRO signal appears slightly above TN. For x = 0.02 a magnetic transition 
slightly below the base temperature of this study (3.5 K) cannot safely be excluded 
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Fig. 69. Left: Comparison of the development of  the volume fraction of the short-range-ordered (SRO) state in 
YMn2, Y0.gTb0.1Mn2 and Y0.97Sc0.03Mn 2. Adapted from Kalvius et al. (1996). Right: Temperature dependence of 
the relaxation rate for g0.97Sc0,03Mr12 (solid symbols). Also shown are analogous data for Y0.9vSc0.03(Mn09A10.1 )2 
(see discussion in sect. 5.3.3.4). The measurements were done in LF= 10mT in order to suppress depolarization 

by the Mn nuclear dipoles. After Mekata et al. (1997). 

because of a rise in the relaxation rate of the paramagnetic signal. In any case, the SRO 
signal appears around 20 K and reaches a fairly high proportion (> 50%) already at 4 K. 
For x = 0.03, 0.04 no evidence of a magnetic transition was found, as expected. The SRO 
state begins to show up below ~50 K and appears to take over the whole sample volume 
for T --+ 0. In fig. 69 (left) a comparison of the development of  the SRO fraction is shown 
for pure YMn2, 10%Tb-doped YMn2 and 3%Sc-doped YMn2. In the latter material the 
whole volume is finally short-range-ordered. 

This aspect has been studied in much more detail by Mekata et al. (1997) including 
results at very low temperatures. Shown in fig. 69 (right) is the temperature variation of 
the relaxation rate. These authors used (in contrast to Kalvius et al. 1996, who fitted their 
data by the sum of  an exponential and a root exponential signal) a single signal fit with 
power exponential depolarization. The exponent decreases from 1 at high temperatures 
to 0.5 at low temperatures. This means of analysis reflects in essence the same situation 
of a steady increase of  SRO volume. The relaxation rate )~ reaches a broad maximum 
around 2.5 K. This is interpreted as a spin glass transition (Tg) since the spectral shape 
changes to a Lorentzian Kubo-Toyabe function in the limit of  slow spin dynamics. The 
rate )t plotted in fig. 69 (right) for T < Tg refers to the decay of the "1/3 tail" of  the Kubo- 
Toyabe function. The authors remark that even for T --+ 0 the shallow minimum of the 
Lorentzian Kubo-Toyabe function is absent. Most likely the compound is magnetically 
inhomogeneous, which leads to a distribution of width of  field distributions, analogous to 
the situation leading to the Gaussian-broadened Gaussian relaxation function discussed 
in sect. 8. Applying LF below Tg decouples the Kubo-Toyabe relaxation. From the field 
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dependence of initial asymmetry an internal field strength of 0.2 T was estimated for 
T =  0.1K. 

The appearance of a Lorentzian Kubo-Toyabe function below Tg is surprising. It means 
that one deals with a dilute magnetic system. The authors make the assumption that the 
Mn moments in most of  the tetrahedra are coupled to form a singlet. Only a small fraction 
of tetrahedra have uncorrelated paramagnetic Mn moments, which then freeze at Tg and 
the strong frustration puts the freezing point at fairly low temperatures. The problem is 
to create a model for the singlet formation. One possibility is the formation of a quantum 
spin liquid state (see sect. 9 for some discussion in this respect) which has been suggested 
by Shiga et al. (1993). But classical models could also be evoked. An additional ingredient 
is the randomness introduced by the random replacement of  Y by Sc. (This complication 
could be avoided by studying pure YMn2 under pressure to very low temperatures; but 
no ~SR data of  this type are available at present). For more details we refer to the original 
paper and the references given therein. 

5.3.3.4. Y(Mn, AI)2. A means to reduce frustration is to substitute some of the Mn ions 
(e.g., Y(MnI xAlx)2) since the strict tetrahedral exchange correlation is then partially 
broken. Substitution by A1 also causes lattice expansion, which leads to some moment 
stabilization and in turn causes slowing down of spin fluctuations. The system enters 
a spin glass state at rather elevated temperatures (Tg ~ 50K) for x = 0.06 and above 
(Motoya et al. 1991). ~tSR measurements on a sample with x = 0.1 clearly confirm spin 
glass order below Tg and also support the notion of slowed down spin fluctuations by a 
more Gaussian shape of the muon spin depolarization function at T << Tg (Cywinski and 
Rainford 1994). 

The strong effect of  reduced frustration by substituting Mn in part by A1 was convinc- 
ingly demonstrated by Mekata et al. (1997) in their ~tSR study of Y0.9vSc0.03(Mn0.9A10.1)2. 
Figure 69 (right) compares the temperature dependences of  the relaxation rates in 
Y0.97 Sc0.03Mn2 with and without A1 substitution of Mn. The maximum in )~(T) indicating 
the glass transition is shifted to much higher temperatures (Tg = 45 K) in the Al-containing 
compound. Also apparent is the much narrower temperature range over which the slowing 
down of spin fluctuations towards freezing occurs. The hindrance of entering even a SRO 
state by frustration is markedly reduced and the material behaves much more like an 
ordinary concentrated spin glass. 

5.3.3.5. Y(Mn, Fe)2. Substitution within the Mn lattice can also lead to lattice contraction 
and hence to a destabilization of Mn moments. An example is Y(Mnl -~Fex)2. A combined 
neutron scattering and ~tSR study was carried out by Cywinski et al. (1990). Neutrons 
show that already at x = 0.025 the Mn moment is reduced to ~0.2~B and the system reverts 
to Pauli paramagnetic behavior. They further revealed the presence of AFM correlations 
over a wide temperature range, but could not distinguish between static (frozen spins) 
or dynamic (longitudinally fluctuating spins) correlations. With the help of  TF-~SR 
measurements it was possible to pin down the dynamical nature of  the correlations. The 
temperature dependence of  relaxation rate followed a simple power law ()~(T) cx T w) 
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x = 0.5 the alloy crystallizes in the hexagonal Laves phase (C14). From Telling et al. (2000). 

with exponent w ~ 0.75. No paramagnetic frequency shift could be resolved in keeping 
with a pure Pauli paramagnet. The authors therefore exclude a move towards a magnetic 
transition, which is usually the origin o f  a power-law dependence of  muon spin relaxation 
rate. This conclusion that is also supported by the neutron results showing no temperature 
dependence of  the nature o f  the spin correlations down to 5 K. The observed temperature 
variation o f  ;. then reflects the slowing down of  longitudinal spin fluctuations with 
decreasing temperature. 

Recently, a magnetic phase diagram for the Y(Mnl_xFex)2 pseudo-binary series has 
been given by Cywinski et al. (1999). It is shown in fig. 70 (left). The substitution o f  
Mn by only 2 at.%Fe has the same effect as 3 kbar external pressure on YMn2, that is, a 
suppression of  long-range AFM order. At somewhat higher Fe concentrations a spin glass 
state is formed with rather low freezing temperatures. The presence o f  the spin glass state 
is mainly deduced from btSR data. At even higher Fe concentrations one finds FM order. 
The btSR spectra in this regime show the FM state to be extremely inhomogeneous. 

One might add a word of  warning at this point. The M6ssbauer studies o f  YMn2 usually 
use doping with Fe. Although the concentration can be kept below 1% and hence well 
below the critical concentration of  2%, the steep dependence o f  magnetic transition with 
Fe concentration lead to uncertainties whether the true properties o f  the pristine material 
are measured. In contrast, it is particularly rewarding that the btSR results on paramagnetic 
spin fluctuations are in full accord with the neutron inelastic line widths for YMn2 and 
its pseudo-binary analogues (Rainford et al. 1995b). 

5.3.3.6. Y(AI, Fe)2. Although the pseudo-binary series Y(All-xFex)2 is not a member of  
the YMn2 family, it is best discussed in this context. Except for a small concentration 
range around x = 0.5, the series forms the cubic Laves phase (C15). The geometrical 
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frustration leads to a spin-glass state for lower Fe concentrations. At higher Fe concentra- 
tions the FM exchange wins and the FM ground state of YFe2 (see table 8) is formed. The 
magnetic phase diagram derived from gSR and M6ssbauer data is shown in fig. 70 (right) 
(Telling et al. 2000). The ~tSR spectra above the spin glass temperature are of varying- 
power exponential shape. From the variation of its parameters the authors conclude that 
an increasingly broad distribution of spin relaxation rates evolves as the glass temperature 
is approached. High-applied-field (13.5 T) M6ssbauer data were interpreted in terms of a 
Markovian two-level-jump process. A spin-correlated state is formed after a stochastically 
varying time Z'off and decays after z-on back to a free spin state. It was found that Z'on 
obtained from the M6ssbauer data and )~ from the vSR data both follow the power law 
[(T - Tg)/Tg] -1 for Fe concentrations between x = 0.25 and 0.75, at least for T > 1.5Tg. 
This result is astonishing since the two methods probe the fluctuation of different internal 
fields. A final interpretation is not yet possible, but the authors indicate attempts to apply 
the jump process directly to the analysis of the muon spectra. This would then allow a 
comparison of the autocorrelation functions of the field at the (Fe) nuclear site and that 
of the interstitial site occupied by the muon. 

5.3.3.7. YMn2 summary. The ~SR data presented lend strong support to the following 
rough picture for the magnetic behavior of YMn2 and related compounds: lattice 
compression (by whatever means) destabilizes the Mn moment and prevents the formation 
of a local moment AFM state with LRO via a first order transition combined with 
expansion and distortion of the lattice. One then is left with an itinerant-electron 
magnet featuring substantial geometrical frustration in the Mn magnetic lattice and 
in consequence huge longitudinal spin fluctuations. As mentioned, the likely magnetic 
ground state of such a system is a SRO glass-like state. Still, strong frustration works 
even against spin freezing and forces the system to stay as long as possible in the 
paramagnetic state where the longitudinal spin fluctuations reduce frustration. Only 
when these fluctuations have slowed down markedly at low temperatures does the glass 
transition take place. Thus, the weaker the frustration, the higher is Tg In the limit of 
extreme destabilization of Mn moments, the system moves towards a Pauli paramagnet. 
The introduction of a 3d transition metal leads to ferromagnetic coupling and thus 
relieves the triangular frustration. Before the FM state is formed, the AFM frustration 
is sufficiently weakened to suppress the first order transition and creates a spin glass 
magnetic ground state with low transition temperature. 

The general aspects of "spin fluctuations in itinerant magnets" have been reviewed 
recently by Rainford (1999a). The case of YMn2 and related systems plays a dominant 
role in this article. Data obtained by different methods are compared. 

5.3.3.8. RMna with R = Gd, Tb, Dy. Since p~SR data are available only for the three R ions 
listed, and even then they are fairly rudimentary, we restrict ourselves to a brief discussion 
of those cases. The fact that, in contrast to YMn2, the alloying partner is now a strongly 
paramagnetic 4f ion requires new aspects be taken into consideration. (i) Two magnetic 
sublattices will be present, both susceptible to LRO. Possible cross-exchange (R ~,  Mn) 
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may reduce frustration in the magnetic Mn lattice. (ii) Most of the R ions possess large 
orbital momenta and hence strong single-ion anisotropies. Also CEF interactions are likely 
to become important. Both these features also could give rise to rather complex spin 
structures. (iii) The lanthanide contraction reduces the lattice constant and moves the 
compounds containing the very heavy R ions close to and finally beyond the critical 
Mn-Mn separation. On the whole, much less detailed information is available for the 
RMn2 compounds and their magnetic behavior is considerably less understood than that 
of YMn2 (where the question of good understanding may be a matter of discussion as 
well). 

One would expect GdMn2 to be a simple case. Firstly, the Mn-Mn separation (and 
with it the Mn moment) is about the same as in YMn2 (Wada et al. 1987). Secondly, 
Gd 3+ is an S state ion devoid of single-ion anisotropy and insensitive to CEF interactions. 
A disadvantage is the high neutron absorption of  Gd, which makes neutron scattering 
studies very difficult. Hence little direct information on ordered spin structures is 
available. A magnetic transition at TN = 104K featuring a small volume change (~1%), 
but no tetragonal distortion, is well-established. Specific heat sees a sharp peak at TN, 
confirming its first order nature, and a broad anomaly around 40 K (Okamoto et al. 
1987). Magnetization data (Malik and Wallace 1981) show ferromagnetic behavior below 
40 K and for this reason 40 K is often referred to as the Curie point (Tc) of GdMn2. 
Two pic~res of LRO magnetism were mainly discussed. Okamoto et al. (1987) assume 
AFM order to set in for both the Gd and Mn sublattices at TN and interpret Tc as a spin re- 
orientation transition. Ibarra et al. (1993), on the basis of magnetostriction measurements, 
claim that two spatially separate phases exist, one which shows AFM order of Gd and 
Mn ions at TN, the other remaining paramagnetic down to T¢, where only the Gd ions 
order ferromagnetically. 

In the (preliminary) ~SR data on GdMn2 (mainly in TF) at ambient and applied 
pressures (Martin 1996, Martin et al. 2000), the transition at Ty manifests itself by a 
complete loss of signal amplitude. This excludes a paramagnetic phase for T < TN. The 
relaxation rate shows critical (second-order) behavior on approach to TN from above, 
as in YMn2. The value of )~ close to TN is at least an order of magnitude larger than 
in YMn2, demonstrating clearly that the Gd ions with their large paramagnetic moment 
are involved. The Ibarra model can safely be excluded since all of the Gd and Mn ions 
enter a LRO state around 100K. A similar, but not as definite, conclusion was drawn 
from M6ssbauer spectroscopy (Przewo~nik et al. 1993). Hysteresis around TN is absent in 
agreement with bulk data (Gaidukova et al. 1983). Just above TN a slight loss of  amplitude 
showed up (as in YMn2) in the TF data. This is again caused by the formation of  a 
SRO fraction reflected in a rapidly decaying signal portion, which escapes detection in 
TF mode. The high-pressure data are not sensitive enough to decide on any changes in 
the SRO fraction with pressure. The reason is the additional signal from the high-pressure 
cell, which also is somewhat pressure dependent. 

Under pressure a downshift of TN occurs (fig. 71). The pressure coefficient of TN 
(approximately -5 K/kbar) is nearly an order of magnitude smaller than in YMn2. This has 
also been seen in resistivity data (Hauser et al. 1995). It indicates that the presence of  the 
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Fig. 71. Temperature dependence of TF signal 
amplitude of  GdMn 2 at different pressures. The 
sudden drop of  amplitude indicates the magnetic 
transition, which is clearly pressure dependent 
(Martin et al. 2000). 

large moment Gd magnetic sublattice reduces the effect of Mn moment destabilization. 
The critical behavior of  ).(T) shows a slight increase of critical exponent w from 0.16 at 
0 kbar to 0.2 at 6 kbar. The generally low value of w is not understood. 

A M6ssbauer study on GdMn2 using the 155Gd resonance up to pressures of  8 GPa 
(80kbar) has appeared recently (Strecker and Wortmann 1999). At low pressures the 
same loss of  magnetism as discussed above was observed. In the vicinity of  2 GPa the 
hexagonal C14 Laves phase begins to appear. The compound is fully converted to the new 
phase around 5 GPa. In the C14 phase the magnetic transition temperature rises again with 
pressure reaching ~170 K at 8 GPa. 

The loss of  signal below TN prevents a direct ~tSR study of the LRO phases. The 
presence of a ferromagnetic component can, however, be monitored indirectly. The strong 
resulting magnetization of a FM sample distorts the applied TF in its vicinity. This induces 
changes in the shape of the background signal stemming from muons stopped in the 
sample holder (an example is shown in Hartmaun et al. 1986). I f  remanence is present, 
the distortion will remain even after the field is switched off. This is a sensitive test for 
FM. Data of  this type taken down to 10 K established a FM component already below TN, 
not only below Tc. But a definite change of signal occurs at Tc, meaning that the spin 
structure definitely changes, but still maintains a FM component. The remanent signal 
is also sensitive to pressure, indicating that the spin arrangement responds to volume 
changes. In a (rather limited) neutron study it was found that the FM component (at 2 K) 
is only present in an applied field (15 kG), but not in the case of  ZF cooling (Ouladdiaf 
1986). ~tSR needs an applied (transverse) field (which, however, can be switched on after 
ZF cooling) to test for a FM component. Data at 2 K do not exist, but there is no evidence 
at somewhat higher temperatures that ZF cooling avoids remanence. In any case, the fields 
involved in the ~tSR measurements are rather small, i.e., well below 1 kG. In summary, it 
emerges that one of the models of  magnetism in GdMn2 (i.e., that of Ibarra et al. 1993) 
can be excluded, but also, that the details of  the magnetic state and the exact meaning of 
the two transitions are still far from understood. 

In TbMn2 the lattice constant brings the Mn-Mn distance close to (but still above) 
its critical value. Volume expansion o f - 2 %  and a fairly narrow hysteresis are observed 
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around 40K (Gaidukova et al. 1983, Wada et al. 1987). The properties of the ordered 
magnetic state of TbMn2 are truly complex. There is an extreme sensitivity to external 
conditions such as applied field, pressure or alloying. Hysteresis effects in the low- 
temperature magnetic isotherms suggest metastable magnetic ordering of the Mn lattice 
(Ballou et al. 1992). Neutron scattering data (Brown et al. 1992) give an explanation. 
The spin structure is poised between two structures $1 and $2 with propagation vectors 

2 0) and(½ i 1 (1 ~ ~ ~), respectively. External conditions induce transitions between those 
structures. For example, in high magnetic fields and under pressure only $2 is present. 
Under ZF conditions (and one may hope that the small fields used in ~tSR of less than 
25 mT still qualify as a ZF condition and hence the ~tSR data may be comparable) first 
ferromagnetic Bragg peaks appear at 45 K on cooling. They disappear at 40 K when the 
AFM peaks of $1 begin to rise. The $2 peaks are present at 2 K and below. In general, the 
question of FM components in the magnetism of TbMn2 is not clear cut as a consequence 
of metamagnetic behavior. It is concluded that an intricate interplay between Mn moment 
instability and exchange frustration is the underlying cause for the unstable magnetic 
behavior. 

btSR data are rather limited and restricted to the paramagnetic regime (for which hardly 
any neutron data exist). The TF measurements of Cywinski and Rainford (1992) showed 
a full collapse of signal amplitude at 45 K. The magnetic transition point is thus coupled 
to the appearance of the FM Bragg peaks. Power law temperature dependences were seen 
for the relaxation rate 2 and the frequency shift Av. An exponent w ~ 0.83 was derived 
for )~(T) while Av(T) varies with an exponent 1 indicating Curie-Weiss susceptibility. 
Kalvius (1994) briefly reports on some ZF-, LF-, and TF-~SR measurements. Two 
subspectra are seen (especially in ZF) even at high temperatures (250 K), one rapidly 
depolarizing (~1 ~ 1.5 gs 1), the other slowly relaxing (X2 ~ 0.03 bts-1). The intensity 
ratio is roughly 1.5:1 and changes little with temperature. The rate of the fast signal 
increases by about a factor of two on approach to Ty, while the slow signal shows little 
change. Both signals vanish at the onset of LRO. It is tempting to consider the rapidly 
relaxing signal as arising from the SRO precursor state. Considering the enhanced stability 
of this state by alloying Tb into YMn2, this is a definite possibility. Also, it is mentioned 
in Ballou et al. (1991) that TbMn2 exhibits strong SRO in its paramagnetic phase. The 
other subspectra would then correspond to true paramagnetic regions with very rapid spin 
fluctuations (nearly complete motional narrowing). On first sight, the results of Kalvius 
(1994) seem to be in some disagreement with those of Cywinski and Rainford (1992) who 
state that they fit their TF spectra with a single purely exponential relaxation function. But 
they also remark that their analysis may mask some more subtle features in the spectra 
(see the following discussion of ~tSR in DyMn2). Unfortunately, neither group reports on 
the hysteresis region and whether a FM component is originally present. 

The Mn-Mn separation in DyMn2 is exactly at its critical value. In consequence, it 
was shown by neutron diffraction (Ritter et al. 1991) that below the Curie temperature of 
Tc =45 K only one out of four (of the crystallographic equivalent) Mn atoms possess 
a magnetic moment (/ZMn = 1.4/ZB). These spins are ferromagnetically ordered. The 
Dy sublattice forms a spin-canted FM structure with ~Dy = 8.8/~B. The Mn atoms that 
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Fig. 72. Maximum Entropy Fourier analysis of  ~tSR spectra 
taken in TF = 22 mT: (a) silver at 300 K as reference; (b) DyMn 2 
at 300K; (c) DyMn 2 at 77K. After Cywinski and Rainford 
(1992). 

carry moments are those which are sandwiched between FM coupled Dy layers and 
thus reside in a highly polarizing environment. The other Mn atoms reside on sites with 
magnetic inversion symmetry. 

Available btSR data are restricted to TF measurements in the paramagnetic range since 
the signal vanishes totally at Tc (Cywinski and Rainford 1992). This shows that a strong 
and widely distributed internal field is felt by all stopped muons (residing presumably on 
the 2-2 sites) even if not all Mn atoms carry a moment. As in the case of TbMn2, the 
temperature dependences of 2~ and Av are described by power laws with exponents 0.62 
and 1, respectively. The signal amplitude shows a continuous decrease by ~20% between 
200 K and Tc. To look for more subtle effects in the TF spectral shape the authors used a 
Fourier transform analysis based on the maximum entropy procedure. The result (depicted 
in fig. 72) shows the development of a second contribution with a broad and asymmetric 
frequency distribution (equivalent to a rapid, not purely exponentially relaxing signal) on 
approach to Tc. This could again be the signature of a SRO precursor phase. The authors 
also mention the possibility of muons trapped at sites other than the regular 2-2 sites. 
This scenario is, however, not so likely. 

Telling et al. (1998) recently studied the pseudo-binary system (Dyl xYx)Mn2 by ZF- 
~tSR. According to neutron scattering data by Ritter et al. (1994), this system shows 
for x > 0.75 long-range AFM order (TN around 100K) similar to that of YMn2. For 
x < 0.35 the complex magnetic structure of DyMn2 is observed below ~45 K. In the 
intermediate concentration range, LRO collapses and the indication is that a spin-glass- 
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like state is formed with spin freezing temperatures around 25 K. The p~SR study employed 
polycrystalline specimens with x = 0.1, 0.55 and 0.7. The spectra for x = 0.1 in the 
paramagnetic regime show simple exponential muon spin relaxation. The rate rises on 
approaching TN =45 K in the usual fashion. Also a loss of signal amplitude is observed 
below 120K, meaning that part of the sample gives rise to very high relaxation rates. 
Below TN the signal collapses fully. Overall, the ~tSR response is not fundamentally 
different from that of pure DyMn2. The spectra for x = 0.55 and 0.7 are quite similar, 
but distinctly different from those for x = 0.1. They are better described by power 
exponential relaxation with a power factor decreasing continuously from p = 1 at 
high temperatures to p ~ 0.3 near Tg ~ 25 K. This behavior is characteristic for 
concentrated spin glass systems (see, for example, Campbell et al. 1994 and sect. 8.2.1), 
but the Arrhenius-type temperature dependence of relaxation rate is not observed. An 
increasingly broad distribution of spin fluctuation rates is considered the possible cause. 
The initial asymmetry, which starts to decrease around 60 K, continues to do so even 
below the nominal spin glass temperature, meaning that the relaxation rate still increases, 
shifting the signal out of the spectrometer time window. (The measurements were done 
at the ISIS pulsed facility.) Obviously, the magnetic spin system has not reached a static 
limit, which prompts the authors to question whether the magnetic ground state is truly 
a spin glass state. They suspect that longitudinal spin fluctuations are more effective in 
disrupting magnetic LRO than (static) geometrical frustration alone (which would lead to 
spin freezing). This picture has definite similarities with the findings (discussed above) 
on So-doped YMn2 (reviewers' remark). 

5.3.3.9. J[Co2. This material haunts the rare-earth magnetism community consistently 
because it behaves like an enhanced paramagnet only with no significant moment on Co. 
Various proposals for this behavior have been offered. Neutron scattering experiments 
point towards a spin fluctuator (see discussion on UAI2). For a review of the YCo2- 
problem we refer to the review by Kirchmayr and Poldy (1979). 

A first, rather preliminary, ~SR study was carried out by Graham et al. (1988). 
More detailed results have recently been provided by Wiesinger et al. (2000). Below 
1 K ZF-~SR shows a static Gaussian Kubo-Toyabe pattern of nuclear origin. Dipolar 
sum calculations find reasonable agreement for the 2-2 site usually assumed in the 
C15 structure. As shown in fig. 73, heating leads to weakly dynamic Kubo-Toyabe 
spectra first with slowly rising fluctuation rates. At higher temperatures (around 70 K) 
the rate increases rapidly and peaks around 100 K with the still very low magnitude of 
approximately 1.5 MHz. It then falls quickly back to the static limit on further temperature 
increase, but for T > 200 K dynamic behavior reappears. Concurrently the static width 
A of the Kubo--Toyabe function changes with temperature. These features reflect muon 
dynamics. The muon implanted on an interstitial site first becomes mobile (and 70 K is 
a typical temperature for Laves-phase compounds as shown in fig. 59, right) and is then 
trapped. The most likely trapping sites are Co vacancies, since exact stoichiometry is a 
well-known problem in Laves phases of this type. It gets de-trapped when the temperature 
is further increased. At the trap site, the field distribution (of nuclear dipolar fields) differs 
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from the interstitial muon stopping site, which is the cause for the variation in A. Again it 
is found by dipolar sum calculations that a muon resting on an (unoccupied) Co site sees 
a significantly lower width of field distribution. This is an impressive demonstration of 
the behavior of  the muon in a C15 Laves phase. Muon stopping site and muon dynamics 
in this class of  materials have already been discussed at the beginning of this section, 
especially in connection with data on CeA12. 

An influence of electronic moments on the muon spin depolarization rate could not 
be detected. This is in full keeping with the notion of YC02 being a spin fluctuator. As 
in the archetypal spin fluctuator UA12 (see paragraph on AnAl2, above) fluctuations of  
electronic spins are so fast even at low temperatures that full motional narrowing is in 
effect (reviewers' remark). 

5.3.3.10. UMn2. This is the only actinide compound within the MMn2 series studied by 
~tSR. Its magnetic properties have been under some discussion. Basically, UMn2 behaves 
much like UAI2 (see preceding section), a well-established spin fluctuator (Fournier 
and Trod 1985). Anomalies in susceptibility and resistivity around 240K are similar 
in appearance to the FM transition in UFe2, which features a very small U moment 
(0.01/~B) but a substantial Fe moment (0.6/~B). The FM transition is coupled to a 
rhombohedral distortion and the question arose whether the 240 K anomaly in UMn2 
refects a purely structural or a coupled structural-AFM transition. Neutron diffraction, 
carried out together with the gSR study (Cywinski et al. 1994b) showed that the structural 
changes are more complex. Rhombohedral distortion sets in at 230 K, but below 220 K, 
a transition into an orthorhombic structure starts, which is then completed at 200 K. 

The ZF-gSR spectra are dominated by nuclear depolarization from 55Mn, which 
can easily be suppressed by LF=10mT.  A weak damping from fast fluctuating 
electronic moments remains. The situation is rather similar to that in UA12. The nuclear 
depolarization varies in accordance with the structural transitions, only a final rise below 
40 K remains unexplained. In summary, the ~tSR data provide no evidence for moment 
localization at U or for the onset of magnetic LRO. The transitions in UMn2 are thus 
purely structural. 
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5.3.4. Other Laves phases 
Laves-phase compounds can also be formed with 4d and 5d transition elements. To our 
knowledge, ~tSR studies were only carried out for CeRu2 (Huxley et al. 1996), which 
is considered a strongly correlated electron system. The case is discussed in sect. 9.3.1 
(vSR found weak moment magnetism). 

5.4. Binary compounds and alloys (other than Laves phases) 

5.4.1. MX2 compounds 
This section refers to intermetallics of type MX2 that do not take the Laves-phase 
structure. Two materials crystallizing in the orthorhombic CeCu2 structure and some R- 
hydrides have been studied by ~tSR. 

5.4.1.1. PrCu2. Anomalies in the field dependence of the Knight shift and an excessive 
ZF dipolar width in this singlet ground state system have been considered to arise from 
muon-indueed effects (Schenck et al. 1997a). The case is presented in sect. 5.1. 

5.4.1.2. NdCu2. This intermetallic exhibits rather complex magnetic behavior. Neutron 
scattering data are controversial. Arons et al. (1994) report an incommensurate AFM 
structure below TN=6.5K that changes into a commensurately modulated structure 
below 4.1 K. Svoboda et al. (1992) found three spin re-orientation transitions below TN 
(at 5.2, 4.1, 3.2 K). ~tSR measurements with the aim of clarification of the magnetic 
phase diagram were carried out by Hillberg et al. (1997b). Polycrystalline and single- 
crystalline samples were used. Below 25K a rapid increase of relaxation rate was 
observed (in 200roT TF), which led to a disappearance of the signal around 16K, i.e., 
well above Ty. The authors claim an onset of SRO spin correlations producing fast 
muon spin depolarization (,~ > 50 ~ts-l). The signal reappears around 1.2K meaning 
that no signal is seen around TN. The recovered signal exhibits in ZF a spontaneous 
precession frequency (though with reduced signal amplitude). The precession frequency 
(22 MHz) is practically constant with decreasing temperature but the relaxation rate first 
decreases rapidly and then reaches a rather low and constant value (0.8 ~ts 1) at 0.5 K. 
This behavior is interpreted as resulting from the development of a square-modulated 
commensurate spin structure. Specific heat data (Sugawara et al. 1995) suggest the 
opening of a gap in the magnon excitation spectrum near 3 K. The resulting decrease 
in magnon excitations could be the cause for the low-temperature dependence of the 
muon spin relaxation rate. But a continuous re-alignment of spin orientation could be 
responsible as well. 

5.4.1.3. R dihydrides and dideuterides. The/3-phase of the R H  2 o r  RD2 compounds 
crystallizes in the fluorite-type fcc structure with hydrogen ideally occupying all 
tetrahedral sites. In superstoichiometry (RHz+x) the additional hydrogen rests on 
octahedral interstices. Superstoichiometry profoundly changes the electronic structure 
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properties and can lead, for example, to metal-insulator transitions. In general, the 
R dihydrides are magnetic, but show a variety of transitions and ordered spin states (see 
Vajda 1995, for a general review). 

First preliminary gSR studies on some members of this system have recently been 
reported (Gygax et al. 2000b). For HOD2.0, HOD2.12 and DyD2.0, the results within 
the paramagnetic regime are straightforward. Full signal strength and a temperature 
dependence of relaxation rate above the critical temperatures around 5-7 K following 
the typical power law are seen. The exponents w = 0.54(2) for HOD2.0, 0.66(2) for 
HOD2.12 and 0.67(2) for DyD2.0 are not unusual but have not been interpreted in detail. 
Knight shift measurements have been performed but an evaluation in terms of possible 
muon sites has not yet been performed. It is mentioned that the Knight shift scales with 
bulk susceptibility between 200 and 300 K. Measurements below the critical temperatures 
suffer from a severe loss of signal amplitude and hysteretic behavior. No information on 
the ordered spin system has been extracted at this stage. The transition temperatures are 
close to those found in bulk measurements. 

Puzzling are the results for DyD2.~3, which according to bulk data should behave like 
HOD2.12. Above 10 K up to room temperature the gSR signal is reduced in amplitude, 
the asymmetry rising monotonically from 0.02 to 0.13. Below 10K a spontaneous spin 
precession signal with v~ ~ 90MHz is found, but its intensity does not explain the 
reduced signal amplitude at higher temperatures. The data indicate the presence of 
SRO magnetism up to quite elevated temperatures, an unusual and new result if further 
substantiated. 

5.4.2. MX3 compounds 
To our knowledge only two, rather unrelated, intermetallics of this class were studied by 
gSR other than the cubic materials with the AuCu3 structure discussed in sect. 5.2.3. 

5.4.2.1. EuAs3. At TN = 11 K, an incommensurate structure with a strongly temperature- 
dependent modulation vector is formed. Lock-in to commensurability occurs at 10.3 K. 
The ZF gSR study (Chatterji and Henggeler 1998) on a single crystal oriented with 
the c-axis parallel to the initial muon-spin direction revealed a complex spectrum in the 
incommensurate phase, having four spontaneous frequencies with different temperature 
dependences. In the commensurate phase only an exponentially decaying signal was seen. 
At TN the relaxation rate shows divergent behavior. 

5.4.2.2. UPd3. This compound crystallizes in the hexagonal MgCd3 structure and is 
considered a localized actinide magnet containing tetravalent (5f 2) uranium ions on two 
crystallographically different sites. One (the a site) has hexagonal, the other (the c site) 
nearly cubic symmetry. Susceptibility shows Curie-Weiss behavior down to 100 K with a 
moment of 2.8/~B/U atom, which can well be explained by the CEF interactions observed 
by neutron scattering (Buyers and Holden 1985). Three phase transitions are observed. 
All appear to be connected to the near-cubic U site. Below To ~ 7.8 K and TQ ~ 6.5 K 
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different antiferro-quadrupolar ordered states coupled to a modulated structure appear 
and below TN ~ 4.5 K AFM commensurate to the quadrupolar structure sets in with an 
ordered moment around 0.02/zB/U atom (McEwen et al. 1998). UPd3 is also of interest as 
the endpoint of the pseudo-binary alloys Y1-xUxPd3, which are HF compounds showing 
non Fermi liquid behavior (see sect. 9.4). 

Knight shift data were recently reported in a conference contribution (Schenck et al. 
2000b). The TF signal consists of two components with amplitude ratio 2:1. The 
orientational dependence of the Knight shift indicates that muons rest on two axially 
symmetric interstitial sites. TQ and TN are clearly visible (but To less so) as a change in 
various spectral parameters, more pronounced in the stronger signal component. Below TN 
no marked increase in relaxation rate is seen, a result difficult to explain in the context of 
static AFM order. The authors mention that preliminary ZF did not reveal any measurable 
relaxation below TN. This would rather point towards dynamic (on the gSR time scale) 
spin order analogous to the situation in the HF compound UPt3 (see sect. 9.3.2). The 
temperature dependences of the Knight shifts are complex and not understood at this 
stage. A different magnetic response of the U atoms on the two crystallographic sites is 
likely to be the underlying cause. 

5.4.3. MX5 compounds 
Besides CeCu5 and UCu5 which are HF compounds (and hence discussed in sect. 9.3), 
only the RNi5 intermetallics have been investigated by p~SR. PrNi5 is a singlet ground 
state system and has been discussed (especially in connection with muon induced effects) 
in sect. 5.1. The systematic studies of other members of the series were carried out with 
the goal of detailed insight into the dynamical properties of 4f moments, both in the 
paramagnetic and ferromagnetic states. Single crystals were predominantly used since 
anisotropies of paramagnetic spin fluctuations was another point of interest. In many 
aspects the work parallels that on Gd metal discussed in sect. 4. Furthermore, CEF 
influences play a significant role in the RNi5 compounds (for R other than Gd) and their 
influence on the ~tSR magnetic response has been another central theme of study. 

The RNi5 materials crystallize in the hexagonal CaCu5 structure (space group 
P6/mmm) as does CeCu5 (but not UCus). ~tSR studies are limited to compounds 
containing heavy R ions (Gd 3+ and beyond). They all order ferromagnetically with Tc 
ranging from ~31 K (GdNis) to 0.5K (YbNis). From relaxation data on nonmagnetic 
LaNi5 (where only nuclear dipole fields exist) a stationary muon for T < 150K resting 
on the interstitial 3f site (1, 0, 0) was established (Dalmas de R~otier et al. 1990c). This 
site is also occupied by hydrogen in the a-phase of LaNisHx. The situation appears to be, 
however, not quite as simple as that. Data on angular scans of Knight shift for a spherical 
single crystal of  GdNi5 (Mulders et al. 1998b, 2000) indicate that in addition to the 3f site 
the 6m sites (0.13, 0.26, ½) are occupied with the muon diffusing rapidly between the six 
equivalent sites of  this type (see discussion below). 

5.4.3.1. GdNis. This intermetallic is an axial ferrimagnet (the transition temperature is 
~31 K) with FM ordered Gd moments of  ~7/~B. They induce antiparallel oriented moments 



~SR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 211 

~" 4 
- r "  

3 

Q.  

E 

I . . . .  I . . . .  I . . . .  I . . . .  I . . . .  I . . . .  I . . . .  I 

°O  ° ° o o o o • o o a o 

eeo • • • • • • • 

o 

. j  G d N i s  

0 50 100 150 200 250 300 350 
Temperature (K) 

-~  0.14 

0.12 

~-~ 0.10 
o 

0.08 
0.06 

~ 0.04 

0.02 

0.00 

< 

• 1 . . . .  ! . . . .  i . . . .  ! . . . .  ! . . . .  I 

¢ 

, o  

Temperature (K) 

i 
' ' r . . . .  T . . . .  i . . . .  I ' ' 

3.0 • • 

0 2.5 • • 

2,0 = 

I " 
1.5 

~ o.s GdNis "r~ 
0.0 

i , I . . . .  I , 

15 20 25 30 

Temperature (K) 

Fig. 74. ~tSR on GdNi 5. Left: Temperature dependence of the ZF muon spin depolarization rate in the para- 
and ferromagnetic states for the two measuring geometries indicated. The rate peaks at the Curie temperature. 
Right: Fit of depolarization rate in the FM state to a two magnon process (top) together with the extracted 

magnon stiffness constant (bottom). After Gubbens et al. (1994a) and Yaouanc et al. (1995). 

of 0.16/tB on the Ni atoms (see Franse and Radwanski 1993). These weak moments on 
Ni atoms can in most cases be neglected and GdNi5 may effectively be treated as a FM. 
Since orbital 4f contributions are absent in Gd, only a weak magnetic anisotropy exists, 
which is caused by dipolar interactions between the Gd moments. 

ZF-~tSR measurements by Gubbens et al. (1994a) on a single crystal established that 
the full muon signal can be followed continuously through the paramagnetic region into 
the FM state. In the latter, two spontaneous muon spin precession frequencies (with 
amplitude ratio 3:2) of 220.9 and 79.7 MHz, resulting from two magnetically inequivalent 
muon positions, were observed for the Sg A_ c geometry. The temperature dependence 
of relaxation rates for the two signals is quite similar but their absolute values differ by 
a factor of four (the more intense signal being more strongly damped). No oscillatory 
components are present for Sg n c. These results mean that the c-axis is the easy axis 
in contradiction to magnetization data (Gignoux et al. 1976), but in agreement with 
M6ssbauer data (Tomala et al. 1977). 

The temperature dependence of the ZF muon spin relaxation rate beautifully demon- 
strates critical slowing down at Tc. As seen in fig. 74, the critical behavior of rate is 
not fundamentally different for the two orientations, emphasizing the weak magnetic 
anisotropy. In the paramagnetic regime, GdNi5 shows a temperature dependence of 
relaxation rate in the critical range that can well be described in terms of a dipolar 
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Arrhenius fit. After Mulders et al. (2000). 

Heisenberg ferromagnet (Yaouanc et al. 1996). In this regime the relaxation is mainly due 
to longitudinal fluctuations (i.e., fluctuations along the propagation vector of the FM spin 
structure of the Gd sublattice). Figure 75 (top left) presents a comparison of measured 
critical relaxation rates with theoretical predictions by mode coupling theory (see, for 
example Frey and Schwabl 1994) at the paramagnetic side. It is most interesting that the 
parameters describing those critical fluctuations are also able to reproduce the.critical 
muon relaxation behavior in the ordered state over roughly the same temperature range 
of AT = Tc - 0.1Tc (fig. 75, top right). This result can be understood within the frame 
of the dynamical scaling theory by Halperin and Hohenberg (1967). 

The presence of a full p~SR signal in the ferromagnetically ordered region allowed study 
of the longitudinal depolarization rate in ZF for it" < Tc = 32 K. At low temperatures 
(T ~< Tc/2) the temperature variation of rate can be expressed as )~(T) ec T 2 In T. 
Such an expression arises when muon spin depolarization is caused by a two-magnon 
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scattering process (Yaouanc and Dalmas de R6otier 1991, Lovesey et al. 1992b, Dalmas 
de R6otier et al. 1995). Figure 74 (right) shows a fit of  ~ to the two-magnon process 
and the temperature dependence of the magnon stiffness constant derived from such a 
model (Yaouanc et al. 1995). Spin relaxation as seen by ~tSR has also been discussed by 
Keren (1994a) with respect to magnon processes. The possibility of (muon vibrational) 
excitation-assisted spin flips is mentioned. The discussion does not, however, address the 
R situation in particular. 

The dependence of muon Knight shift on orientation of applied field relative to the 
c-axis has recently been studied by Mulders et al. (2000) in order to establish the muon 
stopping sites. The presence of two spontaneous precession frequency is indicative of 
two stopping sites, as already mentioned. It is concluded from an elaborate analysis of 
the Knight shift data that the muon sits at the 3f site (1, 0, 0) at all temperatures (see 
fig. 75, bottom left). Below ~70 K the 6m site (0.13, 0.26, ½) also gets populated. These 
sites form a ring of six crystallographically equivalent positions (but not magnetically 
equivalent if a static magnetization axis exists) around the lb site (0, 0, ½). The muon 
diffuses fast between the six ring sites averaging the different internal field values, which 
results in a single precession frequency. Above 40 K the residence time of the muon at 
the ring sites becomes much shorter than the muon mean lifetime. The muon carries out 
a diffusional jump with rate 1/Tring to a 3f site where it usually remains until its decay. 
Staying on this site the muon produces the second spontaneous precession frequency 
observed. The temperature dependence of 1/rring is shown in fig. 75 (bottom right). An 
Arrhenius law can be derived. The values of E0 and r0 are comparatively small and point 
towards quantum diffusion. 

5.4.3.2. TbNis. Here a strong magneto-crystalline anisotropy exists and the moments 
point along the a-axis in the FM state. A single-frequency precession signal is observed 
in ZF for T < Tc = 23 K (Dalmas de R~otier et al. 1992). The temperature dependence 
of its frequency does not follow the appropriate Brillouin function, but can satisfactorily 
be described using a Hamiltonian containing the sum of molecular field and CEF 
interactions. For the latter term, the data on CEF energies given by Gignoux and Rhyne 
(1986) have been used successfully. No change of CEF parameters due to the presence of 
the muon was required (i.e., no muon induced effect could be traced). We have presented 
the experimental results on the temperature variation of spontaneous frequency earlier in 
fig. 27. The relaxation rate in the ordered regime shows little change with decreasing 
temperature. For T > Tc the rate (Dalmas de R~otier et al. 1990c) reflects in part 
influences of CEF interactions (like HoA12 mentioned above). A detailed analysis has 
not been given for either the ordered or the paramagnetic regime. 

5.4.3.3. DyNis. The ZF data are reported to be similar to those of TbNi5 (Gubbens et al. 
1994a). 

5.4.3.4. ErNis. Strong magneto-crystalline anisotropy is present here as well. The easy 
axis in the FM state is the c-axis. The ZF data (Gubbens et al. 1992, 1994a) revealed 
marked differences in muon spin depolarization rates for the two orthogonal crystal 
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From Gubbens et al. (1994a). 

orientations up to temperatures at least ten times Tc = 9.2 K (fig. 76). The rate for S~ ± c 
increases so rapidly on approaching Tc that the signal vanishes in the instrumental dead 
time for T < 30 K. For S~ 11 c the rate is much lower. It peaks slightly above T¢. Gubbens 
et al. (1992) could approximately explain the high-temperature anisotropy within a mean 
field model amended by CEF interactions. 

Below T c a  signal can only be seen for the S~ II c geometry. No spin precession 
is observed; the signal consists of a single exponential decay of muon spin polarization 
down to ~7 K. At lower temperatures a time independent signal appears in addition to the 
signal featuring exponential decay. Already at 12 K where the relaxation rate peaks, signal 
amplitude reduces. Perhaps static spin correlations develop in part of the sample volume. 
The exponential depolarization rate at low temperatures (T < Tc) can be described by 

,~(T) = a coth k J  + brT' (72) 

with a = 0.15MHz, A/kB ~> 5K and b = 1.1HzK 7. A fit of  relaxation rate to this 
expression is shown in fig. 76 (left). It represents phonon induced relaxation (Orbach and 
Stapleton 1972), the first term relating to one phonon, the second term to two-phonon 
processes. The temperature dependence is much stronger than for the two-magnon process 
discussed above. The limit on the energy difference A is in keeping with CEF splitting 
energies. The other parameters still call for a microscopic interpretation. Yaouanc et al. 
(1995) point out that in this system (ErNis) with huge CEF anisotropy, the CEF excitations 
induced by phonons dominate over the magnon process, which will only be visible if 
CEF interactions are not present (as in GdNis) or at least rather small. 

5.4.3.5. TmNis. Gubbens et al. (1994a) studied the paramagnetic regime (T > Tc = 4.5 K) 
using a single crystal. The observed temperature dependence of the relaxation rate is 
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practically independent of sample orientation. The field persistence time To(T) (in the 
fast fluctuation limit) is proportional to the rate )~. It scales well with 169Tm M6ssbauer 
results on the temperature dependence of fluctuation rate of the magnetic field at the Tm 
nuclei. (fig. 76, right). The two times were simply normalized to each other since the 
absolute value of Tc in gSR is not known. Also, the functional dependence of correlation 
times on temperature remains unexplained at this stage. 

5.4.3.6. YbNis. This compound has the lowest Curie temperature (~0.5K) and has 
been studied by ~tSR and 17°yb M6ssbauer spectroscopy using a polycrystalline 
specimen (Bonville et al. 1993). As in TmNis, good agreement between the temperature 
dependences of the ~tSR and M6ssbauer field fluctuation times (in the paramagnetic 
regime) was established. Compared to TmNi5 the relaxation rate is much larger but shows 
only a weak (roughly 1/T) temperature dependence indicating that Korringa relaxation is 
dominant, while CEF interactions seem to have little influence. 

5.4.4. RGa6 compounds 
The RGa6 intermetallics exhibit different magnetic properties depending on the R atom, 
although they all are crystallographically isostructural with only minute changes in lattice 
parameters. They possess magnetic ordering temperatures between 1.7 K (CeGa6) and 
20 K (TbGa6). The majority of compounds show AFM order. In the tetragonal PuGa6-type 
crystal structure (space group P4/nbm), layers of R atoms are stacked perpendicular to the 
c-axis with four layers of Ga atoms in between. The distance between the R layers along 
the c-axis is large (~7.6 A) compared to the R-R separation within the c-plane (4.2 A). In 
consequence, the RGa6 intermetallics can be regarded as quasi-two-dimensional magnets. 
Several members of the RGa6 series (R = Ce, Nd, Gd, Tb) were studied by ~SR (together 
with neutron diffraction) using polycrystalline samples (Lidstr6m et al. 1996c). Two 
signals are present in the paramagnetic gSR spectra, one relaxing much faster than the 
other. The fast signal dominates by a factor of 2-3. Only in CeGa6 is the presence of 
two spectral components not entirely clear. Most likely two muon stopping sites are 
involved. The weakly relaxing signal changes little when passing through TN and keeps 
its amplitude. Muons producing this signal component must be located at a site where the 
magnetic field produced by the surrounding R moments cancels completely. For a simple 
AFM structure this condition is fulfilled by the (0 0 ½), position. It is fairly removed from 
the R atoms, which is in keeping with its low depolarization rate. The second muon site 
must be much closer to the R atoms. Below TN the amplitude of its signal is reduced to 
~1/3 (except for TbGa6 where the situation is complex). A strong internal field must be 
present and the likely candidate position is midway between the R atoms in the c-plane. 

5.4.4.1. CeGa6. The relaxation rate in the paramagnetic regime between TN = 1.7 K and 
12K follows a power law )~(T) = (T - TN) w with w ~ -0.46. Above 12K the rate 
decreases on warming with a steeper slope. The cause for this crossover could either 
be the presence of dynamic paramagnetic clusters (as discussed for Gd metal in sect. 4) 
at low temperatures, or the change in thermal population of the first excited CEF state 
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located at 43 K (Jerjini 1987). A similar behavior is present in TbGa6 (see below). The 
overall low relaxation rate in paramagnetic CeGa6 agrees with the low moment of 0.4/~B 
found by neutrons. 

5.4.4.2. NdGa6. This compound orders at 10.4K with a saturation moment of 2.45/zm 
forming a simple antiferromagnetic structure with adjacent ferromagnetic planes along 
the c-axis having their magnetizations antiparallel. The relaxation rate of the slowly 
depolarizing signal in the paramagnetic regime (with about 1/4 of total signal amplitude) 
shows weak temperature dependence and becomes constant above ~5 TN. The more- 
strongly damped component displays the "normal" divergence in depolarization rate on 
approaching TN. This is in full agreement with the muon site assignments discussed 
above. 

Below TN, two oscillating signals are observed (Lidstr6m et al. 2000) arising from 
muons in the Nd planes. The signal from muons between the planes shows no spin 
precession and is only weakly relaxing. It cannot properly be separated from background 
signal produced by muons stopped outside the sample. Of the oscillating patterns, the 
lower frequency signal (~17 MHz for T ---+ 0) comprises about 1/3 of the amplitude and 
shows a Brillouin-type temperature dependence. It is more strongly damped, especially 
close to TN, compared to the high-frequency signal (~55 MHz). Its frequency decreases 
slightly with reduced temperature. A detailed interpretation of these contrasting features 
has not been given. 

5.4.4.3. GdGa6. AFM order occurs at TN = 12.5 K. The spin structure is not known. 
The fast-decaying signal shows a nearly temperature-independent relaxation rate of 
)~ ~ 1.6 ~ts -I (fig. 77, left) without distinct critical slowing down. A first-order 
transition can be excluded since no hysteresis is present, and also from the temperature 
dependence of the relaxation rate below TN (see further down). This feature is more 
likely a result of the S state character of Gd 3+, i.e., the absence of ionic anisotropy and 
CEF interactions, and shows that pair correlations of paramagnetic Gd spins are small, 
as also observed in other Gd intermetallics. Measurements in LF =200mT produced 
no change, emphasizing the dynamic nature of depolarization. The weakly depolarizing 
signal fraction is dominated by interactions with (static) nuclear dipole fields and naturally 
is nearly temperature independent. 

The fast relaxing signal can be followed into the AFM state, albeit with its amplitude 
reduced to 1/3 and showing no oscillations. Obviously, the transverse (spin-spin) 
relaxation rate is high and only the longitudinal signal remains visible outside the initial 
dead time of the spectrometer. The temperature variation of the longitudinal (spin-lattice) 
relaxation rate for T < TN reflects the behavior of 4f spin dynamics in the ordered state. 
The decrease in rate for T ~ 0 (fig. 77, left) is typical for a second-order phase transition 
(see the fundamental study of this problem in CoF2 by De Renzi et al. 1984). 

5.4.4.4. l'bGa6. This compound displays complex magnetic order, which has been 
determined in the neutron work accompanying the ~tSR studies. Below TN =20K a 
modulated incommensurate AFM phase is present. There are changes in modulation 
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vector at a number of temperature points, but finally, a commensurate AFM structure 
is formed, in which adjacent pairs of Tb ions in the R plane have their spins coupled 
antiparallel. The effective Tb 3÷ moment (9.8#B) is practically the free-ion moment 
(Tagawa et al. 1986) but the saturation ordered moment derived from neutron scattering 
is reduced (8/~B). 

The two gSR signals in the paramagnetic regime show analogous behavior in the 
temperature dependences of their relaxation rates, (fig. 77, right) despite the difference in 
absolute value of rates by an order of magnitude. Both can be described by a critical power 
law with a break in slope about 10K above TN. Close to TN, the dynamical exponent is 
about the same for the two signals (w ,~ 0.15). Above TN + 10K the fast rate decreases 
more rapidly (w ,-~ 0.6) compared to the slow rate (w ~ 0.35). This change of slope is 
qualitatively similar to that of the paramagnetic signal in CeGa6, although the absolute 
value of that rate in CeGe6 is three orders of magnitude (!) smaller. This difference in 
rate magnitude cannot be explained by the difference in ordered moments (0.4#B VS. 8/~B) 
alone. The strong anisotropy coupled to CEF interactions in the Tb compound must 
contribute as well. This is also the underlying cause of the complex AFM structures just 
below TN. Unfortunately, the positions of the CEF levels are not known, which prevents 
detailed comparison with theoretical models. The formation of dynamic paramagnetic 
clusters close to TN is the most likely explanation of the crossover in dynamical exponent. 
The similarity in temperature dependences of the two signals suggest that the interplane 
coupling of the R layers is most pronounced here and TbGa6 is thus least like a two 
dimensional magnet among the RGa6 materials. 

In the ordered state, part of the fast relaxing signal component exhibits spontaneous 
spin precession for T < 9 K (i.e., in the commensurate AFM state) with only moderate 
depolarization (~ ~ 2 ~ts-1). The saturation precession frequency is rb v~ ( 0 ) ~  183MHz, 
corresponding to an internal field of 1.35 T. These values are of the same magnitude as 
those in AFM Ho and Dy metals (see fig. 33), which verifies a muon position close to 
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the R ions. The comparatively low depolarization rate indicates that inhomogeneous line 
broadening is not excessive and points towards a well-developed simple spin structure at 
low temperatures, in agreement with the neutron results. The temperature dependence of 
this depolarization rate follows the expected dynamical behavior of spins in the ordered 
state as previously discussed for the longitudinal signal in GdGa6 (fig. 77, left). 

5.5. Ternary compounds 

5.5.1. MTX 
Intermetallics of this type are often labeled as 1:1:1 compounds. They exist for M = R 
and An, but crystallize in a large variety of  structures. This leads to a broad spectrum 
of magnetic properties and a description on general terms is not possible. Within the 
R-containing compounds, the Ce intermetallics are most important. The majority of 
them possess heavy-fermion, or at least Kondo-lattice properties (see sect. 9 for details). 
Famous examples are the CeTSn (T =Ni, Pd, Pt) compounds, which have been studied 
in some detail by ~tSR (sect. 9.2). Only one (CeCuSn) of the numerous RTX compounds 
exhibiting more conventional magnetism has been looked at with ~tSR. This leaves the 
actinide members, especially the U compounds. Again, a fair number of those can be 
classified as HF materials (e.g., the series URhIn, UPdIn, UPtIn), but no ~tSR studies 
have yet appeared. An overview of their often unusual magnetic properties can be found 
in Sechovsky and Havela (1988). It demonstrates that HF character is not the only 
challenging feature. One finds series of compounds where, depending on the alloying 
partner, an initially localized U moment (together with AFM order) is gradually reduced 
(gaining more itinerant character) leading in the end to Pauli paramagnetism. These are 
problems well suited for ~tSR studies. As far as we could determine, data for only one 
compound (UNiGa) have appeared in a full (but short) publication in the literature and 
we must rely on several preliminary reports. 

5.5.1.1. CeCuSn. The intermetallic has been reported (Dwight 1976) to crystallize in 
the Cain2 (P63/mmc) structure which can be derived from the hexagonal A1B2 structure 
with the Cu and Sn atoms in a zig-zag arrangement. Whether the Cu and Sn atoms 
form ordered sublattices is still an open question. Above 100 K, a Curie-Weiss behavior 
with a moment of 2.54#B, close to the value expected for Ce 3+, and a paramagnetic 
Curie temperature of ~ -20 K was seen (Nakotte 1994). CeCuSi and CeCuGe order 
ferromagnetically at 14.9 K and 10.3 K, respectively, but CeCuSn shows complex and not 
fully understood antiferromagnetic ordering below ~ 8.6 K. The specific heat exhibits 
a double-peak structure featuring, apart from the peak expected at 8.6K, a second 
around 7.4 K which is highly sensitive to applied magnetic fields. The bulk data were 
summarized in a magnetic (B-T) phase diagram (Nakotte 1994), which distinguishes 
three magnetically ordered phases I, II, and III, with phase III being present only at 
applied fields. In the limit B --+ 0 phase I exists between 8.6 K and 7.4 K. Below 7.4 K 
one finds phase II. Above 8.6 K the material is thought to be paramagnetic. Practically 
no information is available on the spin structure in the different magnetic phases (i.e., 
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neutron diffraction data have not been reported thus far), but they were all considered to 
be antiferromagnetically ordered. The low-temperature Sommerfeld constant is only very 
slightly enhanced (~ = 32 mJ/(mol K2)), excluding heavy-fermion behavior. In contrast, 
the relatively large saturation moment of 1.48/~B per formula places CeCuSn in the regime 
of localized 4f magnets. CeCuSn is also of interest in connection with Cu doping of the 
Kondo-lattice compound CeNiSn which changes from an enhanced paramagnet to AFM 
behavior beyond a critical Cu concentration (see sect. 9.2). Unfortunately, CeNiSn and 
CeCuSn have different crystal structures and their electronic properties cannot simply be 
compared. 

~tSR studies in zero, longitudinal and transverse fields were carried out in the 
temperature range between 2 K and 150 K on a polycrystalline powder sample by Kalvius 
et al. (2000e). The data confirm the presence of two magnetic states, but each contains 
differently correlated spins. A first magnetic transition commences near 11 K and extends 
down to 7.5 K. In this temperature range a gradual formation of a dynamic (according to 
LF data) short-range correlated (SRC) spin state is seen that coexist with spins keeping 
their paramagnetic nature. The rate of formation of the SRC state is maximal around 
8.5 K, which is probably the cause for the peak seen in specific heat. The second transition 
observed in specific heat at 7.4 K signals, according to the ~tSR data, the long-range 
ordering of the remaining paramagnetic fraction (having a volume fraction of roughly 30% 
at all temperatures T < 7.4 K). The SRC state is at first unaffected by this ordering process. 
At lower temperatures it begins to lose its spin dynamics and ends in a spin frozen state 
around 3.5 K. Whether the two magnetic surroundings (short- and long-range ordered) 
sensed by the muons at T << 7.5 K reflect a magnetically inhomogeneous material or 
whether a homogeneous spin structure with only partially long-range ordered spins exists 
(see for example the discussion on UNi4B in sect. 9.3.2) cannot be decided at this stage 
and calls for magnetic diffraction data. 

5.5.1.2. UNiGa. The hexagonal ZrNiA1 structure is formed. In it U-Ni and Ni-Ga 
layers alternate along the c-axis. This leads to a substantial magnetic anisotropy and 
also the 5f moment is well localized with a substantial orbital moment (Sechovsky et al. 
1994). The magnetic phase diagram, established by neutron diffraction, is fairly complex 
(Sechovsky et al. 1995). All AFM structures (there are several) below TN = 39 K are based 
on FM order of U moments along the c direction within the basal plane. The planes are 
AFM coupled. This coupling is considerably weaker than the FM coupling within the 
planes. 

~tSR spectroscopy was performed using a single crystal (Prokes et al. 1995). Several 
oscillatory signals were seen in ZF within the AFM state for a crystal orientation c ± S~. 
In contrast, spectra taken in the orientation c I[ Se showed no spin precession. This agrees 
with the notion that all moments point along the c-axis. The different magnetic transitions 
below TN (at 34.5, 36.1, 37.2 K) are reflected by the appearance of different sets of signals 
(fig. 78). The signals do not reach vg = 0 exactly at the nominal N~el point, but all of 
them drop suddenly in frequency. A Brillouin-type behavior is not observed at all. At low 
temperatures the full ~tSR signal consists of two precessing components with v~(0) = 47 
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and 56MHz and one monotonic-relaxing component (intensity ratio 6:1.5:3.5).  The 
authors suggest that several muon stopping sites are involved. Knight shift measurements 
in the paramagnetic regime and the geometry Bap p I] ¢ ~- S u revealed three distinct 
signals. In one the shift scales with bulk susceptibility along the c-axis, for the other two 
a proportionality (above 50 K) exists with respect to the basal plane susceptibility. An 
evaluation of the muon position requires angular dependence scans, which are reported 
to be under way. Clearly, for a quantitative interpretation of the ~tSR results, one needs to 
know the muon sites. Qualitatively, the ~tSR spectra are well in keeping with the known 
magnetic properties of UNiGa. In particular, they reflect quite obviously changes in spin 
structure at the different magnetic transitions below TN of this unusual magnet. The data 
set might be considered a prime example how ~SR can nail down transitions of spin 
reorientation within the ordered regime of a complex magnet. 

5.5.1.3. UNiA1. To our knowledge, the ~tSR data for this compound can be found, 
oddly enough, only in two (not so recent) progress reports. UNiA1 is isostructural with 
UNiGa and the basic notion of large anisotropy together with a sizable orbital U moment 
applies here as well. The spin structure in the AFM state (Ty = 19 K) must, however, 
be different. Spontaneous muon spin precession was observed in both the c II S~ and 
c ± S~ geometries (Prokes et al. 1993). Hence the magnetic structure cannot be based 
solely on simple FM order in basal plane U layers, which confirms neutron data suggesting 
a modulation within the planes. The AFM gSR spectra consist of three fast depolarizing 
oscillatory signals with v~(0) = 14, 39 and 47MHz. At least two muon sites must 
exist, one of them off the U-Ni plane. The values of precession frequencies are quite 
similar to those in UNiGa, suggesting that the magnitude of the U moments is about 
the same (~l.4¢tB). That value is higher than that derived from either the neutron or the 
susceptibility data (0.8gB). The basal plane modulation could account for that difference. 
No indication for magnetic transitions within the AFM state was seen. 

Gubbens et al. (1995b) concentrated on the behavior of relaxation rates both above and 
below TN in the c I1 S~ geometry. These experiments were carried out at the ISIS pulsed 
facility, which precludes the observation of spontaneous spin precession patterns above the 
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order of 10 MHz, and the rates below TN refer to the non-oscillating longitudinal signal. 
As seen from fig. 79, the depolarization rate exhibits the typical behavior of  a second-order 
magnetic phase transition, i.e., a maximum at TN. In the critical paramagnetic regime 
it can be described by a power law, though with a rather unusual dynamic exponent 
of  w ~ 1.1. The sensitivity of  the temperature variation of rate in the ordered state 
to an applied LF of 200 mT is also unusual. With the field present, the rate stays at 
all temperatures well above the ZF value, even for T ---+ 0. The authors suggest that 
fluctuations of  5f spins are faster at sites where B~ ± c (in ZF) than at those where 
B~ I[ c. Since the internal fields are of the same order as the applied field, the latter 
enforces the condition B~ I1 c throughout. 

5.5.1.4. Other UTX compounds. A brief report on ~tSR studies in three other UTX 
intermetallics is given by Prokes et al. (1996). The materials studied are at the borderline 
of  magnetism, having greatly reduced U moments due to 5f-ligand hybridization 
(Sechovsky and Havela 1988). 

UIrGa crystallizes in the orthorhombic TiNiSi structure (related to the structure of the 
CeTSn Kondo metals). Specific heat and susceptibility suggest the onset of  AFM order 
around 16K. At 4.2K two metamagnetic transitions are reported with Bc = 14 and 19T. 
Clearly, the spin structure of UIrGe is likely to be complex. ZF-gSR spectroscopy found a 
very small depolarization rate of  electronic origin down to 20 K. Below this temperature 
the rate increases markedly, indicating the development of  AFM spin correlations. On 
passing 16K a fast depolarizing precession signal appears with a low (~3MHz) and 
nearly temperature-independent frequency. This result verifies a magnetic transition (of 
first order?) and points towards a rather small U moment. 

The crystal structure of URhIn is the hexagonal ZrNiAI type structure also present in 
UNiGa and UNiA1. Specific heat suggests TN = 6.5 K and susceptibility peaks at 7 K. 
The gSR relaxation rate of  electronic origin, however, remains low and temperature 
independent down to 2.6 K. This completely contradicts the bulk data and the nature of  
the magnetic anomaly at 6.5 K remains unsolved. 
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UCoAI also possesses the hexagonal ZrNiA1 type crystal structure. It is considered an 
itinerant (5f band) metamagnet with the rather low critical field Bc = 0.8 T (Havela et al. 
1997). In the metamagnetic state a small moment on U (~0.3/~B) was found by neutrons. 
The moment on Co is negligibly small (Papoular and Delapalme 1994). Reproducibility of 
data is often poor due to nagging stoichiometry problems. The ~tSR results are similar to 
those of URhln, i.e., a weak temperature-independent depolarization rate down to 2.8 K. 
Here, these findings are not in contradiction to bulk data. Electrical resistivity and specific 
heat both claim a nonmagnetic ground state below Bc (see Sechovsky and Havela 1988). 

5.5.2. MT2X2 
Compounds with the composition MT2X2 (also often called 122 compounds) comprise 
a large family of R and An ternary intermetallics. Different crystal structures are 
found, but we limit ourselves to materials having the tetragonal ThCr2Si2 (I4/rnmm) 
or the closely related CaBe2Ge2 (P4/nmm) structure, which are the most important 
members of the series. Basically, the M, T, X atoms are arranged in planes and the 
two structures differ in the sequence of planes, which is M-X-T-X-M-X-T-X-M in the 
former and M-T-X-T-M-X-T-X-M in the latter. Again, several members of  the series 
are HF compounds. Particularly well-known examples are the archetypal HF materials 
CeCu2Si2 and URu2Si2. Others studied by gSR are CeRu2Si2, CePt2Si2, CePd2Si2 and 
CeT2Sn2 (T=Cu, Pd, Pt). These results are presented in sect. 9, subsects. 9.2 and 9.3. 
Only those R and An materials showing more conventional magnetism will be discussed 
in the present section with respect to ~tSR data. They are in general characterized as 
strongly axial magnets, and in the U compounds the U moment is in the majority of cases 
rather well localized and has a substantial orbital component. The study of spin dynamical 
properties is the central point of gSR spectroscopy in the MT2X2 intermetallics. We shall 
see that R and U compounds differ significantly in this respect. For the R members only 
compounds containing light R ions (up to Nd) have been investigated by ~tSR; the work 
on An compounds is restricted to U materials. 

5.5.2.1. Y and La intermetallics. ~tSR has been used to study YRu2Si2 (Sekine et al. 
1995), YCo2Si2 (Dalmas de Rrotier et al. 1990a) and LaNi2Si2 (Dalmas de Rrotier et al. 
1989). All are nonmagnetic, but possess nuclear dipole moments. The measurements were 
used to gain information on the muon stopping site by comparing the observed Van Vleck 
width with dipolar sum calculations. Eleven interstitial sites are possible candidates for 
the muon position (Dalmas de Rrotier et al. 1990a). Unfor~mately, the results from all 
those compounds did not provide a unique answer and the question of muon position is 
still open. It is also not obvious that the muon takes up the same site in all compounds of 
the series. The simultaneous occupancy of more than one site cannot be excluded either 
in some cases. The problem of muon stopping sites in MT2X2 intermetallics is discussed 
in more detail in the paragraph on CeRu2Si2 in sect. 9.3. Safely established is a stationary 
muon below 100-150 K. 

1 5.5.2.2. CeRh2Si2. A single-k AFM structure with/~Ce II c-axis (q=(½ ~ 0)) developing 
below TN ~ 35K was deduced from neutron data of Quezel et al. (1984) and 
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Chevalier et al. (1985). Another study (Grier et al. 1984) reports two magnetic transitions 
1 1 1 T m =  36K and T~q2 = 25.5K. At TN2 the propagation vector changes to q - 2 2 2" 

NMR measurements (Kawarazaki et al. 1995) were interpreted in terms of two structural 
domains with the different q vectors. Recent neutron diffraction on a single crystal 
under applied pressure suggested a magnetic ground state of superimposed 4k structures 
(Kawarazaki et al. 2000). It has also been reported that pressure suppresses the magnetic 
order (Movshovich et al. 1996) and at 9 kbar superconductivity sets in at 0.35 K, probably 
just when magnetic order disappears. 

Dalmas de R~otier et al. (1990a) reported a first ~tSR study using a powder sample. 
A strong rise in paramagnetic relaxation is observed on approach to TN. At 22.5 K spin 
precession together with a simply relaxing signal exists. No change in signal amplitude 
occurs. The local field (at 22.5 K) amounts to only 110 G, but was explained on the basis 
of the neutron data by Quezel et al. (1984). Both an oscillating and non-oscillating signal 
were seen in the magnetic regime. This was thought to arise from two muon stopping 
sites, one of which produces B~ = 0. Such types of sites exist. Detailed information on 
the temperature dependences of either the precession frequency or the relaxation rate were 
not given. 

Quite recently a more detailed ~tSR study on CeRhzSi2 has appeared (Yamamoto et al. 
2000b). Polycrystalline material was used. Two signals were observed at low temperatures, 
one simply exponentially relaxing (amplitude A1, relaxation rate )0, the other showing 
spontaneous spin precession (amplitude A2, non-relaxing). Between TN1 and TN2 only the 
relaxing signal is present. ZF%tSR spectra as well as the temperature dependences of 
signal amplitudes, relaxation rate and precession frequency are shown in fig. 80. The 
relaxing signal just below TNI can be decoupled in a rather low LF = 50 G, meaning 
that a static random field of only a few Gauss strength is acting on the muons. It 
arises nevertheless from electronic moments. Both Rh and Si have extremely low nuclear 
moments and also the depolarization should be of Gaussian shape. In fact, the signal 
seen is considered the initial part of a Lorentzian Kubo-Toyabe relaxation which occurs 
in cases where the local field of an AFM cancels due to a high symmetry of the spins 
surrounding the muon (see Asch et al. 1989 as discussed in sect. 5.2.1). (Reviewers' 
remark: As can be seen from fig. 80 (right, bottom) the relaxation rate rises steadily 
with reduced temperature and rather sharply below ~10 K. This is incompatible with the 
above explanation. Some other signal must be hidden in these subspectra. Yamamoto et al. 
2000b do not discuss this feature at all.) The oscillatory frequency sets in abruptly at TN2 
and then hardly changes with temperature. Its magnitude corresponds to a local field of 
125 G in fair agreement with Dalmas de R6otier et al. (1990a). In contrast to Dalmas de 
R6otier et al. (1990a) the authors conclude that only one muon stopping site exists. They 
show by dipolar sum calculations that on the basis of the 4k structures (or the double 
domain structure) a muon occupying the 4c interstial site (½ 0 0) will produce the overall 
features (i.e., a non-oscillating plus an oscillating signal with the proper amplitudes) of 
the observed spectral shape. A C e  moment of 1.46/~B is estimated. 

We return to this data set in sect. 9.3 when discussing the evolution from the 
HF material CeRu2Si2 to the AFM compound CeRhzSi2 via the pseudo-binaries 
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Ce(Rul_xRhx)2Si2 (Murayama et al. 1993, 1997). This comparison points towards a 
classification of CeRh2Si2 as a Kondo AFM. 

5.5.2.3. PrCo2Si2. This compound probably has the most complex magnetic structure 
within the series. Under ZF conditions three magnetic transitions occur at 30, 17 and 9 K. 
These transitions are metamagnetic, meaning that changes in magnetic structure can also 
be induced by applied fields. At low temperatures the critical fields are 1.2, 3.8 and 12.2 T. 
They decrease with rising temperature. Above Bc = 12.2 T, the so-called forced FM phase 
is formed at low temperatures which continuously changes into the normal paramagnetic 
phase with rising temperature. Only the Pr 3+ ions possess magnetic moments and they are 
FM coupled within a-b planes. Below 9 K (or 1.2 T) a simple AFM sequence of these 
FM planes along the c-axis is present. Between 9 and 17K and 17 and 30K (or 1.2 and 
3.8 T and 3.8 and 12.2 T) the planes couple to two types of  long period AFM sequences 
with propagation vectors q = 13/14 and 7/9 (Shigeoka et al. 1989). 

The first ~tSR studies with a single-crystal sample were carried out by Nojiri et al. 
(1992) in ZF with S~t 11 c and in pulsed high fields (see sect. 2.7) up to 13 T with 
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Bapp ]1 S~ ]1 c. In ZF the relaxation spectra between 100 and 50K are dominated 
by the action of nuclear dipole fields (temperature-independent Ganssian Kubo-Toyabe 
functions). Above 100 K the muon starts to move. Below 50 K the depolarizing action 
of fluctuating atomic fields from Pr begins to be felt. These fluctuations slow down with 
decreasing temperature, but TN is passed without any noticeable break in the continuous 
rise of  relaxation rate. Oddly enough, the rate peaks about 5 K below TN and then 
decreases monotonically for T -+ 0, perhaps with a sharper drop around 17 K. Around 
9 K, the rate has become so low that particular irregularities at the transition point are 
difficult to make out (fig. 81). Measurements in high LF were carried out with the sample 
cooled to 4.2 K. The application of the magnetic pulse, however, heats the sample to 12 K. 
According to the magnetic phase diagram this rise in temperature causes a downshift of  Be 
of only ~0.5 K and hence poses no problem. More serious are the small relaxation rates 
at this temperature which severely limit the resolution and, as fig. 81 shows, a definite 
change of rate at the 12 T transition could not be determined. But already at 8 T the rate 
is enhanced by an order of  magnitude above its ZF value. It is not clear whether this is an 
experimental effect or a true sample response. Clearly, ~SR measurements in ultra-high 
fields are still at their infancy. The 4c interstial site is proposed as the muon stopping site 
in accordance with measurements on CeRhzSi2 (see above). 

A subsequent study by Gubbens et al. (1995a) fully verified the ZF results of 
Nojiri et al. (1992), especially the maximum in rate below Ty. Also carried out were 
measurements in the orientation (Sg I c). In this case the rate does peak at TN. A more 
detailed study of paramagnetic critical relaxation confirmed a power-law dependence with 
w ~ 0.87 (Gubbens et al. 1998) in ZE There is a dependence of relaxation rate and 
its temperature variation on applied LF up to 0.6 T. In this case a saturation of rate 
occurs below reduced temperatures of  ~0.02 (fig. 82). A possible link of this effect to 
the hyperfine anomaly of 141pr (see sect. 5.1) could not be verified since preliminary 
data for NdRuzSi2 show similar behavior, even more pronounced (Gubbens et al. 1998). 
More likely CEF effects are responsible, but a theoretical treatment is still lacking. For 
T < TN, a single-frequency spontaneous precession pattern was visible together with a 
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simply relaxing signal (Gubbens et al. 1997a) which is probably due to the occupation 
of a second site by the implanted muons. As shown in fig. 82, the change of frequency 
with temperature is smooth and Brillouin-like. The magnetic transitions are only visible 
in the temperature dependence of the relaxation rate of the non-oscillating signal. For the 
most likely muon stopping sites one calculates that the local field (if it does not altogether 
vanish) is parallel to the orientation of Pr magnetic moments. Under this condition, the 
observation that spin precession is only visible for Sg ± c verifies the strict confinement 
of magnetic moments to the c-axis. The other observation, that only the longitudinal spin 
fluctuations show critical behavior (they are probed for c J_ S~) is also quite common 
in highly anisotropic magnets. Most unusual is the temperature behavior of transverse 
spin fluctuations. Generally (and we shall present some more pertinent examples in 
the following), they show little temperature dependence directly above the magnetic 
transition, but then a continuous drop below. Peaking below the ordering transition is 
(thus far) unique. An explanation has not been given, but the data show that spin dynamics 
must be special and unconventional in the long-range modulated magnetic structures of 
PrCo2 Siz. Whether this is connected to the special electronic properties of Pr 3+ in a strong 
CEF remains to be seen. As mentioned, CEF interactions could also be responsible for 
the peculiar field dependence of paramagnetic relaxation, especially near Ty. 
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5.5.2.4. PrRu2Si2. The compound (ThCr2Si2 structure) shows giant magnetic anisotropy, 
corresponding to an anisotropy field of 400 T with the c-axis being the easy axis (Shigeoka 
et al. 1992). A detailed study of its magnetic properties (Mulders et al. 1997) showed 
that PrRu2Si2 enters an axial incommensurate sine wave modulated state at TN = 16 K, 
followed by a first-order phase transition at Tc = 14K into an axial FM structure. The 
lowest CEF states are two singlets separated by 2.25 meV. The ratio of exchange energy to 
CEF separation of the lowest states is large enough to enable spontaneous magnetization 
to develop. 

Two ~tSR studies exist, as already mentioned in sect. 5.1.2. They are separated by 
several years and treat the case differently. The reviewers are astonished that no attempt 
was made to reconcile the two studies, although several of the authors are identical. For 
this reason, the two papers will have to be reviewed separately. 

At the time of the first work (Yaouanc et al. 1994) only a single magnetic phase 
transition into an anisotropic FM state (Tc=15K)  was known. The observation an 
oscillating signal below Tc (giving B~t(0) = 0.04 T) for S~ ± c, but only a monotonically 
relaxing one for S~ II c is reported. Clearly, the c-axis is precisely the easy axis. Both 
signals display full initial asymmetry above and below Tc. Comparing the experimental 
result on B~(0) with dipolar sums for the likely stopping sites lead to the conclusion 
that the contact field must be positive and not negligibly small (the latter in contrast 
to the RA12 materials, except R = Gd). Within a few Kelvin above Tc spin fluctuations 
become so slow that a nearly static spectral shape (Gaussian Kubo-Toyabe) results. Even 
at elevated temperatures (170K), the exponential limit of motional narrowing is not 
yet reached. The authors argue that the Kubo-Toyabe formalism does not reproduce 
the spectral shape to their satisfaction, and use a description of relaxation based on 
temperature-dependent second moments of field distribution A~ and A 2 (with respect 
to the c-axis). The analysis gives about the same temperature dependences for the 
two second moments. In any case, the quasistatic paramagnetie spin dynamics over 
a large temperature range is an unusual result. It was considered to be caused by 
the giant anisotropy, but without a theoretical foundation of this view. The relaxation 
rate in the ordered regime (for S~ [1 c) shows first a rapid decrease of rate below 
TN and then a smooth reduction to the limit ,~ = 0 for T --+ 0. A theoretical fit 
to phonon or magnon processes (as discussed for other members of the family) was 
not given. 

The ~tSR spectra presented by Mulders et al. (1997) have been recorded with the 
c-axis perpendicular to S~. A longitudinal field of LF = 0.2 T was applied in order to 
suppress the depolarizing influence of 141pr nuclear dipoles. The remaining relaxation 
rate which arises from electronic moments shows two maxima at 14 and 16K. This 
result was used to pinpoint the magnetic transition temperatures whose appearance was 
less clearly pronounced in the caloric data. No further discussion on gSR data is given, 
including the earlier results of Yaouanc et al. (1994). The latter clearly need to be re- 
analyzed in terms of  a singlet ground state model with the proper CEF splittings. Mulders 
et al. (1997) state that the nature of the two low-lying singlet states explains the magnetic 
anisotropy. 



228 G.M. KALVIUS et al. 

I " ' ' ~  . . . .  I . . . .  I . . . .  I . . . .  I " ' ' l  . . . .  

0,06 N d R h z S i  2 
o.os ¢ + 

:~ ¢ ~ '  1 
¥ 0.04 '~ ~ '~ 4, 

== 0.03 * 

"~- 0.02 • 0 r o t  
o 5 mT 0.1 

o 0.01 

0.00 ~. e 200 mT 

0 50 100 150 200 250 300 0 50 100 150 200 250 300 
Ternperature (K) 

Fig. 83. Temperature dependence of the p~SR relaxation rate in NdRh2Si 2. Left: A single exponentially relaxing 
signal is seen for the c-axis parallel to muon spin polarization. The rate below the N6el temperature is fitted to 
a two-magnon process. Right: Critical behavior of the paramagnetic relaxation rate for the c-axis perpendicular 
to the muon spin polarization (longitudinal spin fluctuations). The insert shows a fit to a critical power law. 

After Gubbens et al. (1994b, 1997b). 

5.5.2.5, NdRh2Si2. This is a simple AFM with a single magnetic transition at TN = 57 K. 
The Nd 3+ moments are oriented parallel to the c-axis in FM [001] planes stacked 
in a + - + -  sequence along the c direction (Chevalier et al. 1985). ~SR data were 
taken by Gubbens et al. (1994b). For the S~ I[ c geometry hardly any critical rise in 
paramagnetic relaxation is seen. The exponentially relaxing signal can be followed into 
the ordered state without any loss of  signal strength. The variation o f  its relaxation rate 
with temperature can be fitted to a quadratic dependence (fig. 83, left), meaning that two- 
magnon processes dominate (see discussion on GdNis). A dependence on LF, other than 
the trivial decoupling o f  relaxation by nuclear moments, is not observed here. 

The other measuring geometry (S~ J_ c) shows (as usual) critical divergence o f  
relaxation rate in the paramagnetic regime (fig. 83, right). A power law can be fitted 
to the region close to TN giving the dynamical exponent w ~ 0.4. In the ordered 
state, spontaneous spin precession is present (Gubbens et al. 1997b) exhibiting a 
smooth, Brillouin-like temperature dependence and v~(0) = 67 MHz, corresponding to 
B~(0) ~ 0.5 T. This value is similar to that in PrCo2Si2, but an order o f  magnitude larger 
than in PrRu2Si2. It also exceeds the field in CeRh2Si2 (0.11 T) by a substantial margin, 
although the ordered moment in the Ce compound is close to the free-ion moment (2.5~B) 
and the moment on Nd cannot exceed its free-ion moment o f  3.6#B. Summarizing, the 
values o f  local fields found in the different compounds are at this point not explained. 
Different magnetic structures may be responsible in part, but no clear systematics are yet 
apparent. 

5.5.2.6. UT2Si2 with T= Co, Rh, Pt. Compounds o f  this class exhibit local moment 
behavior at high temperatures with sizable U moments (2.6-3.6~B). The magnetic 
properties at low temperatures are varied, ranging from local moment ordered magnetism 
to Pauli paramagnetism. The intermetallics discussed here were measured by Dalmas de 



~tSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 229 

R~otier et al. (1994b), and fall into the intermediate regime between the two magnetic 
extremes. All three exhibit AFM order with TN = 137K ( ~ o r d  = 1.96/~B) for URh2Si2, 
TN = 85 K (/~ord = 1.42/~B) for UCo2Si2, and TN = 35 K (/2or d = 1.67~B) for UPt2Si2. Only 
one magnetic transition occurs and the spin structures are identical to that of  NdRh2Si2 
(see above). Powder samples were used, which precluded direct measurement of  effects 
related to the substantial magnetic anisotropy present. 

In URh2Si2 a critical divergence of paramagnetic relaxation and spontaneous spin 
precession below TN with B~t(0) = 0.3T is observed. As in NdRu2Si2, one deduces a 
positive and comparatively large contact field. The relaxation of the longitudinal (1/3) 
signal in the AFM state is small (0.06gs 1) and largely temperature independent, in 
contrast to the findings on analogous R compounds. Again, a definite dependence on LF 
is seen with the result that LF ~> 2 mT completely suppresses this relaxation. The authors 
argue (correctly) against a dominant nuclear moment contribution and conclude that a 
static weak moment component must be present. This latter conclusion is, however, not 
easily reconciled with the total signal strength. There is no reason why the observed signal 
is not the longitudinal component of the oscillating pattern. Then the result must mean 
that longitudinally only a small quasistatic internal field is present while the transverse 
field (the oscillating component) is by no means small. This situation is also not easy to 
model and finally we must conclude that this case is not yet understood. 

In UCo2Si2 the paramagnetic relaxation is dominated by nuclear depolarization 
throughout. The (not so small) U moments must fluctuate rapidly even near TN. In 
the AFM state only the longitudinal signal is visible, the oscillating part being clearly 
too highly damped. No details on the temperature dependence of rates are given, 
but the dominance of nuclear depolarization suggests temperature independence. The 
paramagnetic data are used once more to gain insight into the ~t + stopping site by 
comparison with calculated Van Vleck widths. The results are not different and not more 
convincing than the other determinations of that type discussed earlier. 

In UPt2Si2 the temperature dependence of relaxation rate (for T < TN the rate of  the 
longitudinal 1/3 signal) is quite similar to that of  NdRh2Si2 (see fig. 83) if one takes the 
proper average of data for the two measuring geometries. It is thus quite different from 
that of  URh2Si2. No summary discussion on possible origins of the differences in ~SR 
response of the three U intermetallics is given. The situation is confusing and more data 
would be needed to extract any form of general trend. 

5.5.2.7. U(Pdl_xFex)2Ge2. UPd2Ge2 is an AFM. Below TN ~ 140K a longitudinal 
spin density wave spin structure is formed. Down to ~100K the sine modulation is 
incommensurate, at lower temperatures it is commensurate, briefly still sinusoidal and 
then squared (Andr6 et al. 1996). This magnetic structure is highly sensitive to doping 
with iron (Balagurov et al. 2000). In the range x = 0.01-0.02 two phase transitions 
(Ta ~ 50 K and T2 ~ 80 K) below TN = 140 K are seen. The coexistence of AFM, 
spin glass and FM phases was discussed on the basis of  bulk magnetic data (Duh et al. 
1996). For x = 0.02 the low-temperature magnetic structure is a collinear AFM with 
the U moments forming FM planes stacked antiferromagnetically along the c-direction 
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(Balagurov et al. 2000). An U moment between 2.3 and 2.5#B is reported. Results of a 
gSR study of magnetic U(Pdl_xFex)2Ge2 for x = 0.01 and 0.02 have been published by 
Pomjakushin et al. (2000) and as a shorter conference report by Raspopina et al. (2000). 

The x = 0.02 sample showed below TN a single spontaneously oscillating ~SR spectrum 
in ZE The frequency first rises in the usual Brillouin-like fashion and nearly saturates 
around 37MHz, but at T2 ~ 80K it suddenly drops (~33.5MHz) and then recovers 
to a somewhat lower saturation value (35 MHz). This is considered the signature of the 
transition from the SDW to the AFM state. The irregularity in v~ at T2 is accompanied by 
a sharp peak in muon spin relaxation rate. It is claimed that this reflects the increase of 
field distribution in the SDW state. [This argument is incorrect. The additional SDW field 
distribution is taken care of by switching from a cosine to a Bessel oscillation. The authors 
make this switch, initiated by the typical appearance of a 90°phase shift (see sect. 3.7). 
In any case, the relaxation rate drops to a normal level quickly on both sides of T2. The 
probable cause for the peak is the sum of two signals with slightly different frequencies (to 
create a beat beyond the end of the spectrum's time window). This then appears in a single 
oscillatory fit as an increased damping. Such effects have been observed, for example, at 
the spin turning transition of Gd metal (Hartmann et al. 1994b).] No special effects are 
seen at the proposed second transition 7"1 ~ 50 K. The authors give no comment. They 
state as their salient result that no need exists for introducing a second short-range ordered 
phase as suggested by Duh et al. (1996). Finally, dipolar sum calculations are carried out 
for B~ in the AFM phase using the (0, 1, ½) stopping site. Good agreement is achieved. 
Yet, the problem of assigning the proper muon stopping site in the ThCr2Si2 structure is 
far from resolved (see discussion in sect. 9.3.1 under CeRh2Si2). (The site selected by the 
present authors has only been suggested in one case (Yamamoto et al. 1997) and even this 
group has recently switched to another choice (Yamamoto et al. 2000b). It is clearly not 
the most favored site.) Agreement for another site (½, ½,0) can also be achieved, but needs 
an additional contact field contribution. (There is in fact no reason why this should be 
absent (see also sect. 4). Though not discussed, it is quite conceivable that the addition of 
a sensible contact field contribution allows several more possible muon stopping sites.) 

In the x = 0.01 compound a single oscillating signal was seen between TN and ~100 K. 
Below 95 K two oscillating components vl and v2 are resolved. The temperature depen- 
dence of vl is Brillouin-like from TN down to lower temperatures. Initially it follows v(T) 
for the x = 0.02 material. The other component starting around 100 K, first rises quickly 
but then shows a reduction in frequency around T1 -- 50 K quite similar to the one of v at 
100 K in x = 0.02 material. Again dipolar sum calculations are performed for the (0, l ,  ½) 
stopping site using the model of superposition of a square and sine modulated SDW struc- 
ture. The derived temperature dependence of the (modulated) U moments is explained by 
a temperature variation of the initial phase of the SDW modulation by A 0 = 0.2 rad. 

(Reviewers' remark: As discussed, the magnetic structure of pure UPd2Ge2 is 
complicated enough without Fe doping. It would have been sensible to first establish the 
gSR response in the pure material where the magnetic properties have been studied in 
more detail. No such ~tSR work is published to our knowledge. The final weakness of 
the present ~tSR paper is the uncertainty of the exact muon stopping site. The authors 
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present no discussion on possible mechanisms for the strong influence of small amounts 
of  Fe on the magnetic behavior. UFezGe2 appears to have no magnetic transition and Fe 
often has no moment when incorporated in the 122 structures. This might not be the case 
here because of the strong influence of Fe. This question could be settled by M6ssbauer 
spectroscopy, but again no documentation of such a study exists to our knowledge. The 
samples of  the gSR study could easily be used.) 

5.6. Other compounds 
In this section we discuss ~SR measurements on R intermetallics and alloys that cannot 
easily be classified in the scheme used thus far. No additional An compounds have come 
to our attention. 

5.6.1. Gdo.696Yo.3o4 
The magnetic phase diagram of Gdi-xYx consists of  three different magnetic phases 
labeled "Ferro I", "Ferro II" and " helical AFM (HAF)". Ferro II is a canted AFM phase 
(canting angle ~60 °) in which the Gd spins produce a net moment along the hexagonal 
c-axis. In the HAF phase the moments are FM oriented in the basal plane with the net 
moment rotating from one layer to the next by a small turning angle. The exact nature 
of  the Ferro I phase is still under debate. It is either a conical spin arrangement around 
the c-axis with additional uncorrelated moments in the basal plane (Legvold et al. 1980), 
or an arrangement where some spins are fixed parallel to the c-axis with the rest of the 
spins showing paramagnetic random orientations (Bates et al. 1987). The sample studied 
by ~SR (x ~ 0.3) orders at 215 K in Ferro I and changes at 204K to HAF (i.e., Ferro II 
is not formed). A single crystal oriented c II Sg was used (Eccleston et al. 1995). Spectra 
showing exponential muon spin relaxation were seen at all temperatures, including the 
LRO regimes. At the transition temperatures distinct changes in rate and signal amplitude 
were found (fig. 84). The rate increases on approach to Tc in the usual fashion but jumps 

Fig. 84. Temperature dependence of  depolariza- 
tion rate and initial asymmetry of Gd0.696Y0.304 
measured on cooling in ZE The lines give the 
boundaries of the different magnetic phases. After 
Eccleston et al. (1995). 
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at Tc to a higher value and remains practically constant throughout phase Ferro I. Signal 
amplitude is reduced by -50% which means a cone opening angle of ~60 °. The relaxation 
data demonstrate that the usual quasistatic limit of spin motions in a LRO phase is not 
reached for Ferro I. This interesting fact is probably coupled to the paramagnetic behavior 
of either a spin component or parts of the spin system, but this important distinction 
cannot be made with certainty. In the HAF phase the full ordering in the basal plane 
produces local fields of large magnitude, which puts the signal outside the time resolution 
of the spectrometer (ISIS pulsed source). Zero signal strength is the result. 

5.6.2. CeSi, CeGe 
Below their N6el temperatures (CeSi, 5 K; CeGe, 10.5 K), both compounds display the 
typical spin precession signal .4 = a0[(1/3)e-X~t + (2/3)e -z2t cos(co, t)] down to 0.1 K 
(Kenzelmann et al. 1998). The temperature dependence of the precession frequency (local 
field) in CeSi follows a smooth J = 1/2 Brillouin function over the full temperature 
range. In CeGe a power law Bg(T) = B~t(0)[1 - (T/TN)6] ~ provides a better description. 
The values of the exponents (/3 ~ 0.4 and 6 ~ 2) correspond to a 3D Heisenberg 
magnet and AFM magnon excitations. Neutron diffraction, however, claims for CeSi an 
incommensurately modulated AFM structure below TN, which locks into a commensurate 
structure at subkelvin temperatures (Schobinger-Papamantellos and Buschow 1994). This 
is in disagreement with the ~tSR results. An incommensurate spin arrangement should 
produce a Bessel function oscillatory pattern and the locking should be visible as an 
anomaly in the temperature dependence of precession frequency. As it stands, the ~tSR 
data point towards a locally commensurate spin arrangement throughout. A similar 
situation has been encountered in CePtSn (see sect. 9.2 for a more detailed discussion 
and possible solutions of the problem). For CeSi there is an indication of random order 
above TN, up to ~9.5 K. Otherwise, critical slowing down of spin fluctuations is observed. 
Corresponding data for CeGe are not yet available. 

5.6.3. R2In 
The compounds with R= Sm, Gd and Ho crystallize in a hexagonal system (P63/mmc). 
Gd2In becomes a FM below 200K and then changes into an AFM at 150K. Sm2In 
is a ferrimagnet with TN = 150K and Ho2In displays two FM states with transition 
temperatures at 80 and 40 K, distinguished by the spin orientation relative to the c-axis. 

Preliminary ZF-~tSR data were published by Ravot et al. (1997). Paramagnetic Gd2In 
shows exponential relaxation varying as [ T -  Tc] -w with w = 0.56, a common value. 
At Tc, signal amplitude drops somewhat below 1/3 of the paramagnetic amplitude. 
Nevertheless, the observed relaxation pattern must represent the longitudinal "1/3" signal 
of an ordered magnet. It is also exponential in nature with the rate first dropping quickly 
below Tc and rising once more with reduced temperature reaching a maximum around 
100 K which is well below the nominal value of TN. A similar behavior has been seen in 
PrCo2Si2 (see sect. 5.5.2). At (nominal) TN a slight increase of amplitude is seen. The 
signal strength now approaches APara/'l ~l 0 ,J .  In ferrimagnetic Sm2In two relaxation rates (3.1 
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and ~2) are needed to represent the spectral shape. Rate Xl follows the temperature 
dependence of susceptibility just below TN (both run through a maximum), but then 
rises distinctly for T -+ 0. This rise and the two-rate feature are not understood. No 
details concerning signal amplitudes or rate )~2 are given. In HozIn the gSR signal is lost 
altogether at Tc ~ 80 K. No further details are reported. The depolarizing influence of 
l15In and 165Ho nuclear dipoles, which surely must be present, is never mentioned. 

5.6.4. Y6(Mn~ - xFex)23 

Y6Mn23 and Y6Fe23 order magnetically at rather high temperatures (-500 K). In contrast, 
the pseudo-binaries Y6(Mnl xFex)a3 show no LRO for 0.2 < x < 0.7. Either magnetic 
frustration or itinerant moment collapse is responsible (Kilcoyne and Cywinski 1992). 
gSR was carried out on polycrystalline samples with x = 0.225, 0.45, 0.6, 0.7,0.8 by 
Kilcoyne and Telling (1995) and a magnetic phase diagram derived. It shows an extended 
concentration range where spin-glass-type behavior was present. The authors conclude 
that the loss of LRO is coupled to spin dynamical properties rather than static magnetic 
frustration. We remind the reader of similar findings in Sc-doped YMn2 and Y-doped 
DyMn2 discussed above. The data give no indication of a change in Mn moment with x 
in the intermediate regime. 

5.6.5. YMn12 

The compound YMnl2 has the tetragonal ThMn12 structure (space group I4/mmm) which 
contains four lattice positions denoted as 2a, 8i, 8j, and 8f. This lattice structure is quite 
common among rare-earth and actinide intermetallics (see sects. 5.5.2, 9.3.1, 9.3.2) and 
YMn12 is an important prototype since the 2a site is solely occupied by Y and the 8i, 
8j, 8f sites all by Mn. In other intermetallics, site occupancies can be mixed (see, for 
example, RFe6A16 further below). In YMn12, the Mn ions have a different magnetic 
moment at the 8i and 8j sites (0.42#B) than at the 8f site (0.14/~B). The compound 
is usually discussed as an itinerant antiferromagnet with TN ~ 100K (Deportes and 
Givord 1976). Yet, 55Mn NMR data (Yoshimura et al. 1990) could be better reproduced 
by a localized S = 1/2 Heisenberg model than by self-consistent renormalization (SCR) 
theory, which has otherwise been quite successful for itinerant antiferromagnets (see, for 
example, YMn2 above). 

~SR data on powder samples (Kalvius et al. 2000a) showed that the ZF relaxation 
is largely dominated by the nuclear dipole fields of 55Mn above Ty. The influence 
of the electronic moments on Mn is only weakly felt due to motional narrowing by 
rapid spin fluctuations. It becomes more pronounced near TN, when critical slowing 
down occurs. Below TN, no spontaneous spin precession was observed. The ZF spectra 
can be described by a Lorentzian Kubo-Toyabe pattern. The overall depolarization rate 
remains fairly independent of temperature and also does not change dramatically at 
the transition temperature. The absence of muon spin precession must mean that all 
implanted muons occupy an interstitial site where the contributions to the local field 
cancel for the simple antiferromagnetic spin structure. LF measurements show further 
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that the antiferromagnetic spin system is essentially static (LF ~ 200 G leads to complete 
suppression of depolarization). 

A computer code (Noakes et al. 1987) to search for interstitial positions of lowest 
effective potential was used to gain information on possible muon stopping sites. It 

1 (2b, 4/mmm) sites are both likely 1 (4d, 74m2) and the 0, 0, was found that the 0, 1, 
candidates. The former site has 4 i-Mn neighbors, the latter 4 j-Mn neighbors. Dipolar 
sums based on the magnetic structure proposed by Deportes and Givord (1976) result 
indeed in full cancellation of the local field for the two sites. The basic reason is that 
those interstitial positions are surrounded by Mn ions of the same type and that the spin 
structure leads to a complete staggered AFM magnetization between neighboring spins 
in each sublattice separately. 

5.6.6. CeAgSb2 
The compound, which belongs to general series RTX2, crystallizes in the ZrCuSi2 
structure (P4/nmm) where the R atoms occupy planes parallel to the basal plane of the 
unit cell. Most of the CeTSb2 intermetallics are nonmagnetic Kondo-lattice compounds, 
but for T = Ag fairly localized moments with a transition into FM magnetic order at 10 K 
are seen. At high temperatures one finds Curie-Weiss behavior with the Ce 3+ free ion 
moment. The saturation ordered moment is significantly reduced (1.4/~B). The reason for 
this is not clear, a canted AFM structure is a possibility (Houshiar et al. 1995). 

Preliminary ~SR data have been reported by Darm et al. (2000). Relaxation in the 
paramagnetic state is governed by nuclear dipole interactions. In low LF a weak electronic 
relaxation is seen; its divergence due to critical slowing down being restricted to a narrow 
temperature range close to TM. In the ordered state well-developed spontaneous spin 
precession is observed with a J = 3/2 Brillouin-like temperature dependence of frequency 
and a low-temperature saturation value corresponding to Bg = 170 G. This value is in 
keeping with the low ordered moment. The most probable interstitial muon stopping site 
is the (3, 3, 0.6) position. 

5.6.7. RFe9.sMo2.5 
The binary intermetallic RFe12 is an interesting candidate for permanent magnets. In pure 
form, it is crystallographically unstable and the addition of a metal such as Mo is needed 
to stabilize the ThMn12 type structure. Especially for Mo, the (itinerant) magnetism seems 
to be sensitive to the concentration of metal addition (Buschow 1991). A detailed study 
of magnetic properties of RFe9.5Mo2.5 compounds with R = Y, Nd, Dy, Er was carried out 
by Ayres de Campos et al. (1996) using M6ssbauer and ~SR spectroscopies as well as 
magnetization. In fact, the gSR data primarily served to underline some of the M6ssbauer 
results. The ~tSR spectra in the paramagnetic regime showed exponential relaxation with 
the typical temperature dependence on approaching a second-order magnetic transition. 
Below the ordering temperature only the longitudinal (1/3) signal was visible. The rather 
sluggish reduction of amplitude to 1/3 extended over a temperature range of ~100 K (for 
ordering temperatures around 200 K). This strongly inhomogeneous behavior agrees with 



gSR STUDIES OF RARE-EARTH AND ACT1NIDE MAGNETIC MATERIALS 235 

M6ssbauer data which see over a wide temperature range the coexistence of paramagnetic 
and magnetically ordered spectral types, and must be considered an inherent property of 
these alloys. The authors finally conclude from the combination of various data that the 
order-disorder transitions are dominated by the local magnetic properties and exclude the 
development of spatial clusters with ordered magnetism. The underlying reason for the 
distribution in local magnetic properties is the strong dependence of exchange couplings 
on the exact configuration of Me atoms substituting for iron. 

5.6.8. RFe6Al6 
The intermetallics RFe6AI6 (R = Tb, He, Er) also crystallize in the ThMn12 structure. The 
2a, 8f, 8i sites are fully occupied by R, Fe, A1, respectively, while the 8j site contains 
Fe and A1 in random order (Sch/ifer et al. 1998). All three RFe6A16 compounds order 
ferrimagnetically around 340 K, forming ferromagnetic R and Fe sublattices which are 
antiferromagnetically coupled. Magnetic Bragg peak intensities show a sluggish increase 
below TN, suggesting that the ordering process extends over a wide temperature range 
(see inset of fig. 85, upper left-hand panel). The likely mechanism preventing immediate 
full LRO is frustration of spins by the disorder on the 8j site combined with the different 
intra- and inter-sublattice exchange couplings (Felner and Nowik 1986). 

The #SR data (Kalvius et al. 2000b) show for R=Tb and Er at all temperatures 
below TN the spectral response typical for magnetically ordered powder samples: 
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Fig. 85. Left: Temperature dependence of the intensity of the 101/200 Bragg peak (upper panel) and the 
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.A(t) = (2A0/3) exp(-Att) cos(v~t) + (A0/3) exp(-~lt). Spin-glass behavior is not observed, 
but it is found that At >> v~, which indicates substantial disorder in the spin lattice. The 
longitudinal rate )~l, sensing spin dynamics alone, reveals that quasistatic LRO is attained 
only below ~50 K, that is well below TN (see fig. 85, lower left-hand panel). It is likely 
that this persistent spin-dynamical behavior causes the sluggish approach to saturation of 
Bragg peak intensity. The peak in relaxation rate around 200 K is interesting. The authors 
suggest that this may reflect a delayed ordering of the Fe ions on the disordered 8j site. 
The main effect of frustration in this system is the persistence of spin dynamics deep into 
the LRO state. 

5.6.9. RFe4AI8 
This compound belongs to the same class as RFe6A16 discussed above (and is isostructural 
to it); also the problems to be studied are essentially the same, mainly the competing 
interactions between inter- and intra-subsite magnetic couplings. Compared to RFe6A16, 
two favorable conditions exist. Firstly, in well prepared material the Fe ions rest 
exclusively on the 8f positions making the study of competing interactions more direct. 
Secondly, the magnetic transition temperatures are lower, which allows more access to the 
paramagnetic state. The intermetallics TbFe4A18 (TN = 120K) and YFe4A18 (TN = 183 K) 
have been studied by ~tSR and neutron diffraction by Schobinger-Papamantellos et al. 
(2000). The comparison of results for the two materials gives information on the 
additional influence of the R sublattice. The ~tSR spectra in TbFe4A18 above TN show 
relaxation behavior that could be fitted to a power exponential form with power p ranging 
from 1 at high temperatures to 1/3 near TN. Such behavior is typical for concentrated spin- 
glass-like disorder (i.e., a wide distribution of time correlations) in the spin ensemble 
(see sect. 8.2.1), but full spin freezing does not occur before LRO magnetic order sets 
in at TN. The relaxation rate ,~ shows the typical rise towards TN (with a peak value 
of )~ around 100 ~s -1) caused by critical slowing down. The data are consistent with 
the simultaneous onset of LRO in both sublattices (R and Fe). Below TN the signal 
is lost due to extensive damping, once more indicating strong local spin disorder as a 
consequence of frustration. Neutron diffraction shows a complex ordering process with 
two distinct order parameters, but confirms the simultaneous ordering of the sublattices. 
The situation is different in YFe4A18. In the paramagnetic regime the ZF-gSR spectra 
are governed by relaxation due to the static nuclear 27A1 dipoles. In LF a weak purely 
exponential relaxation ()~ ~ 0.06 gs i) of electronic origin is seen without critical slowing 
down towards TN. In the LRO state a spontaneous spin precession signal with nearly 
temperature-independent frequency v~ ~ 40 MHz (corresponding to Bg = 2.45 kG) and 
the rather small field spread (derived from the static damping) ofABg ~ 0.2 kG. A drastic 
change of the amplitude of the precession signal between 90 and 140 K points towards a 
change in spin structure. 

These results clearly show that it is the R subsystem which experience frustration by 
competing interactions. In the paramagnetic state this leads to spin-glass-like behavior, 
but frustration is not strong enough to prevent the onset of long-range magnetic order. 
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This is in full agreement with the data on RFe6A16. In the latter case indications for the 
presence of frustration in the Fe system as well have been seen. The comparison with 
YFe4A18 shows that this must be due to the occupational disorder in the 8j sublattice, 
which has also been deduced from theory (Felner et al. 1981). 

5.6.10. RTC2 
The rare-earth (R)-transition metal (T) dicarbides have the crystallographic space 
group Amm2. They order ferromagnetically for T = Co and antiferromagnetically (with 
perpendicular easy axis) for T=Ni. One can prepare mixed systems, for example 
TbCoxNil xC2. The competing exchange and CEF couplings lead in these materials to 
three magnetic states, FM, amplitude modulated, and AFM (Kockelmann et al. 1998) 
with the modulated state always being the magnetic ground state. The gSR results of 
Kalvius et al. (2000b) indicate strong local spin disorder and persistent spin dynamics in 
the different LRO magnetic states of all three compounds. Details depend on the value ofx 
as demonstrated by fig. 85 (right). The Ni-rich material (small x) shows more pronounced 
spin dynamics, the Co-rich material (large x) enhanced spin disorder. Neutron diffraction 
data indicate a small effective moment in the AFM state. This is considered a consequence 
of the persistent (longitudinal) spin fluctuations. 

5.7. Summary: ItSR studies in R and An intermetallics 

As mentioned at the start of this section, the results reported in the previous sections are 
multi-faceted and an overall picture is not easily extracted. We attempt in the following 
to summarize some of the results that seem to us to be of importance. 
(i) One understands the high-temperature limit of spin fluctuations as being caused by 

RKKY exchange acting on free paramagnetic spins (Moriya limit). Consequently, 
the theoretical formalism is available. 

(ii) In general, the contribution by Korringa relaxation processes (which often dominate 
NMR spectra), is small and can be neglected. 

(iii) CEF effects are noticeable, especially in strongly anisotropic materials. A quanti- 
tative detailed analysis of these effects is rare for the type of compounds covered 
in this chapter. The theoretical formalism has, however, been developed. 

(iv) In general, gSR senses the development of spin correlations via the increase of the 
muon spin relaxation rate in their early phase, that is, at temperatures well above 
(sometimes even by an order of magnitude) the magnetic transition point. This is 
a special power of ~tSR. 

(v) In anisotropic magnetic materials one observes distinct orientational dependences 
of the muon spin relaxation rate (when single crystals or textured samples are used). 
Again, the (unfortunately rather complex) basic formalism for treating such type of 
data in terms of directional components of the correlation functions of the magnetic 
spins is available, but a full quantitative analysis of such data is still outstanding. 
It should be stressed that the possibility of direct separability of components of 
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spin fluctuations without applying externalfields (i.e., without disturbing the spin 
system) is a unique feature of ~SR. 

(vi) The spin correlations that lead to a sharp (often called divergent) rise of  muon 
spin depolarization rate on approaching the magnetic transition point (from 
temperatures above) are largely confined to longitudinal magnetic spin fluctuations 
(i.e., fluctuations along the easy magnetic axis) in strongly anisotropic materials. 

(vii) The paramagnetic muon spin relaxation rate follows a critical power law in the 
majority of cases. The dynamical exponents, however, vary widely and a consistent 
explanation of their values has, with a few exceptions, not been given. This feature 
of the relaxation process must be considered not understood. 

(viii) In contrast, a highly satisfactory analysis of critical fluctuations of Gd 3+ spins in 
terms of mode coupling theory for a weakly anisotropic ferromagnet could be 
carried out. 

(ix) It has been shown that the muon spin relaxation observed in the ordered regime of 
weakly anisotropic magnetic materials can be described by two-magnon processes. 
In contrast, for strongly anisotropic materials the muon spin relaxation is more 
likely to be dominated by phonon processes. 

(x) btSR can sensitively trace the formation of regions with spin-glass-like SRO in 
highly frustrated magnets. Furthermore, the suppression of magnetic order typical 
for such systems was shown to be due less to the static frustration directly, but 
stems rather from the action of strong spin fluctuations induced by frustration. 

(xi) Additional information on open questions regarding the ordered spin structure could 
be obtained in several instances, but cases remain where disagreement between ~tSR 
and neutron scattering could not be resolved. In these compounds the necessity of 
a critical revision of the accepted magnetic structure is indicated. 

6. Non-metallic compounds 

There are relatively few ~tSR measurements of magnetic insulators and semiconductors 
in general (see Schenck and Gygax 1995), and very few indeed in non-metallic rare-earth 
and actinide materials. There are several practical reasons for this: 
(1) The chemistry of muons in non-metals has more direct, and complicating, effects on 

the btSR signals than in metals. A muon can capture an electron to form muonium in 
the solid (see sect. 2.4), a bound state that makes the muon so sensitive to magnetic 
fields that nuclear moments can cause relaxation rates too large to detect easily. In a 
material with electronic moments then, the polarization ofmuons that form muonium 
may simply be undetectable, generating a "missing fraction". In any particular non- 
conducting material, this fraction may be large, leaving little signal to measure, and it 
may be temperature dependent. Occasionally, there may be conversion of bare muons 
to muonium (or conceivably, vice versa) on a time scale of microseconds, which will 
generate slow loss of polarization (Kreitzman et al. 1986) difficult to distinguish from 
magnetic relaxation. Studies of nonmagnetic insulators in static electric fields have 
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shown that the muonium fraction and formation rate depend on the interaction of the 
stopped muon with radiolysis electrons in the muon's own stopping track (Storchak 
et al. 1995a,b, 1997). 

(2) The lack of a conduction band to absorb broad frequency ranges of electromagnetic 
radiation means that a number of electromagnetic probes (optical, NMR, EPR) are 
easier to observe and interpret in non-metals than in metals, and most of these probes 
are less expensive than ~tSR. Thus there is more competition. 

(3) Without the RKKY interaction, which is mediated by conduction electrons, lanthanide 
and actinide non-metal magnetic orderings tend to be low (below 10 K). This limits 
the likelihood of developing commercial applications for them, and so limits general 
interest in lanthanide non-metal magnetism. Superexchange can raise the magnetic 
transition temperatures again, as it does in R-garnets. The main interest in R-garnets 
lies in their magneto-optical properties, and there appears to be little opportunity for 
~tSR to have an impact. Thus no ~SR work has been published on these otherwise 
well-studied materials, with the very recent exception of Gd-Ga garnet (sect. 8.3.2). 

In contrast to a good metal, where the first guess for the muon site is the largest 
interstitial hole in the structure (sect. 3.6), the bare muon (generating the "diamagnetic 
signal") in a non-metal is often attracted to the most electronegative ion present, ending 
up "hydrogen bonded" to it. In oxides, this results in a muon site --- 1 A from an oxygen ion 
(as discussed below), while in fluorides, the muon can pull two fluorine ions toward itself 
to form an (F~F)- ion (Brewer et al. 1986). When performing the first ~tSR measurements 
on a particular magnetic insulator material, these possibilities should be checked by 
measurements of depolarization by nuclear moments in the paramagnetic limit, or in 
a nonmagnetic analogue material, separate from ~tSR measurements of the magnetic 
behavior. 

6.1. Binary oxides and halides 

Given that most rare earths prefer to be trivalent in solids, it is no surprise that with oxygen 
the widest number of them form "sesquioxides" R203. AFM ordering temperatures, when 
present, are below 5 K. Research interest in the magnetism of the sesquioxides peaked in 
the late 1960s (Eyring 1979), long before the development of ~SR as a solid-state probe. 
To our knowledge, there are no publications on ~SR in R203. 

6.1.1. EuO 
EuO is one of the simplest ferromagnetic systems. It has the NaC1 lattice structure and the 
easy axes of magnetization are the [111] directions. It is considered the prime example of 
a Heisenberg FM. Together with the other (isostructural) monochalcogenides (EuS, EuSe 
and EuTe) it has been the subject of intense research by all available pertinent methods. 
In particular, M6ssbauer spectroscopy under ambient and high pressure has played an 
important role (see Potzel et al. 1993 and references cited therein). In comparison, the 
existing ~SR data are meager. Mainly, one study has been performed by Hartmann et al. 
(1996) concentrating on the ferromagnetic regime below Tc = 69.3 K. A clear spontaneous 
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muon spin precession signal is observed. The temperature dependence of the precession 
frequency shows the expected Brillouin-like behavior (fig. 86). The low-temperature limit 
v~(0) corresponds to a local field B~ = 0.24 T. The muon site is not known, but in simple 
cubic structures it is likely that the muon resides on a symmetrical interstitial site, like the 
center of a cube formed by 2 Eu and 2 0  ions (see also sect. 5.2.1), but deviations due to 
muon bonding to oxygen cannot be altogether excluded. Assuming that the muon occupies 
the high-symmetry site, then all dipolar contributions to the local field cancel and B~ 
represents the contact field only. The amplitude of the precession signal was also found to 
be temperature dependent. Its magnitude corresponds to the contribution of all implanted 
muons above 60 K, but decreases significantly at lower temperatures. The reason for this 
behavior (which means that some of the implanted muons do not contribute any longer 
to the observable signal) is not understood. 

Also shown in fig. 86 is the temperature dependence of the muon spin depolarization 
rate ,t,. Calculation of the magnitude and temperature dependence of this rate in EuO has 
been the subject of considerable theoretical efforts. Both the ferromagnetic state (Lovesey 
et al. 1992a,c) and the paramagnetic state (Lovesey et al. 1992b, Lovesey and Engdahl 
1995) were treated. For the ferromagnetic regime an almost quadratic dependence of 
it on temperature, arising from two-magnon processes, was predicted. The temperature 
dependence in the paramagnetic state is expected to be relatively weak outside the critical 
region close to Tc. The experimentally observed longitudinal relaxation rate follows the 
expected low power (nearly quadratic) in T only below 50 K. It then increases rapidly upon 
approaching Tc. Just above To, the value of ,~ is around 2.0 ~s -1 and stays practically 
constant up to room temperature. This value for ,~ is in fair agreement with the theoretical 
prediction of Lovesey and Engdahl (1995), which quotes values at 1.3 Tc between 1.5 
and 2.1 gs -I , depending on the muon position with respect to the body diagonal. A true 
critical study (like that in Gd, sect. 4.2) has not been carried out. 

6.1.2. U02 and Np02 
UO2 and NpOz are nearly insulating semiconductors crystallizing in the cubic CaF 2 

structure. The high-temperature magnetic susceptibilities are fully compatible with the 
3H4 (5f 2) and 419/2 (5f 3) Hund's rule ground states for U 4+ and Np 4+. The presence of 
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a Np 4+ ion in NpO2 is safely established by the M6ssbauer isomer shift (Dunlap and 
Kalvius 1985) even at low temperatures, which rules out any discussion in terms of a 
non-Kramers Np 3+ ion (Erd6s et al. 1980). 

In UO2 a first-order transition at 30.8 K is well-established as the N6el temperature of 
a 3k-type I antiferromagnet with 1.74/zB ordered moment (Burlet et al. 1986, Gianozzi 
and Erd6s 1987). BSR spectroscopy has been carried out by Kopmann et al. (1998). 
A typical ZF%tSR spectrum for polycrystalline antiferromagnetic UO2 is depicted in 
fig. 87. It consists of an oscillating and a non-oscillating portion, the latter being too 
intense for a "1/3 signal" only. The oscillating portion in turn consists of at least 
two signals with different frequencies, whose temperature dependence is also shown in 
fig. 87. The signal having the lower frequency is dominant. The various signals most 
likely arise from different muon sites and not from inhomogeneous magnetism (i.e., 
para- and antiferromagnetic regions) in UO2. A detailed study of possible muon sites 
in the CaF structure together with the ~tSR response for those sites assuming the above 
mentioned spin arrangement has yet to be performed. Clearly visible in fig. 87 (right) is 
the sudden drop of spin precession frequency at TN, which is characteristic for a first-order 
transition. 

In summary, the gSR result on UO2 does not contain any information that would be 
incompatible with its known magnetic data. The study of UO2 was carried out primarily 
to have a data basis for comparison with the more interesting case of NpO2. 

Susceptibility, resistivity and specific heat measurements (see Amoretti et al. 1992), 
as well as M6ssbauer spectroscopy (Friedt et al. 1985) on NpO2 establish a transition 
at 25 K. Its exact nature has, however, been enigmatic, especially since neither neutron 
(Caciuffo et al. 1987) nor M6ssbauer data (see Dunlap and Kalvius 1985) could prove 
the existence of an ordered magnetic state. In fact, the M6ssbauer spectra for T < 25 K 
are not incompatible with the presence of magnetic order (Dunlap et al. 1968) but if so, 
require that the moment on the Np ion be extremely small (< 0.02/~B). Friedt et al. (1985) 
concluded that the transition is more likely to be structural. Similarly the behavior of the 
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neutron inelastic cross section at low temperatures (Amoretti et al. 1992) was interpreted 
to result from a collective Jahn-Teller effect distortion of the oxygen sublattice. 

In fig. 88 (left) ZF-~SR spectra of  NpO2 above and below the 25 K transition are 
shown (Kopmann et al. 1998). The appearance of an oscillating signal, in addition to a 
monotonically damped non-oscillating signal (as in UO2), is clearly visible for T < 25 K. 
A spontaneous muon spin precession signal is a safe indicator of  the presence of ordered 
magnetism, hence the gSR data prove for the first time unambiguously that the 25 K 
transition leads to a magnetic state, although ~SR gives no direct information on the 
spin structure. One may deduce that the comparatively weak damping of the precession 
pattern means that a rather well defined AFM structure is present in NpO2. For example, 
incommensurate spin structures usually result in a rather strong damping as does short- 
range magnetic order (see sect. 3.7). From the overall similarity of  the magnetic gSR 
spectra in UO2 and NpO2 (though details are different) one may further draw the tentative 
conclusion that type I antiferromagnetic order is likely also for NpO2. The ratio of  
spontaneous frequencies for T --+ 0 in NpO2 and UO2 should basically reflect the ratio 
of  ordered moments on the two actinide ions. When comparing the two low-frequency 
components this would lead to/~Np ~ 0.1/~B in NpO2, which is clearly larger than the limit 
obtained by M6ssbauer spectroscopy. The reason for this discrepancy may be differences 
in the details of the spin structure for NpO2, which would mean that the here-envisaged 
signals for the two compounds are caused by different spin surroundings. In any case, 
#Np is substantially reduced from the free ion value observed at high temperatures. CEF 
alone cannot account for such a reduction of ordered moment (Caciuffo et al. 1992) and 
the subject remains a challenge. 

In fig. 88 (right) one notices that the temperature dependence of  spontaneous precession 
frequency near the transition point is different from that of  UO2. In NpO2 we have a 
second-order phase transition into an (presumably) antiferromagnetic state. It must be 
emphasized that only I~SR, with its extreme sensitivity to small magnetic moments, was 
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able to definitely establish that the transition at 25 K in NpO2 is a magnetic one. With it, a 
problem that had haunted the actinide community for more than three decades was finally 
settled. Very recently, resonant X-ray scattering was carried out on NpO2 (Mannix et al. 
1999). The magnetic structure was found to be rather similar to that of UO2, the difference 
being that the Np moments are oriented parallel to the magnetic wave vector and not 
perpendicular as is the case for the U moments. The absence of tetragonal distortion at 
TN indicates a 3k arrangement for NpO2 as well. The derived structure is in full keeping 
with the ~SR data, but the origin of the small moment (that X-ray scattering cannot 
determine) remains enigmatic. 

6.1.3. Rare-earth halides 
While there have been studies of ~tSR in nonmagnetic YF3 and LaF3 (Noakes et al. 1993a) 
and magnetic transition metal fluorides (Noakes et al. 1993b), no magnetic rare-earth 
samples were involved in those studies. As for the binary oxides, when there is magnetic 
ordering, the transition temperatures are below 5 K. TbF3 (Joubert et al. 1987), LiTbF4 
(K6tzler 1986) and LiHoF4 (W. Wu et al. 1993) are interesting for their dipole-coupled 
"Ising" (uniaxial) magnetic ordering. HoF3 (Jensen et al. 1995) is a singlet ground-state 
system that seems to achieve dipole-coupled magnetic ordering at 0.53 K. These might 
well be challenging systems for ~tSR studies. 

The formation of muonium-like states might be a complication. This is suggested 
by a preliminary ~tSR study of ErI3 (Krfimer et al. 1998). This has a layered form 
(BiI3 structure, space group R3) where neutron diffraction detected two-dimensional 
magnetism (two 120 ° AFM sublattices in the a-b plane) below 0.3K. No three- 
dimensional order was detected down to 0.018 K. The ZF ~tSR spectra between 0.03 K 
and 0.8 K show two exponentially relaxing signals with quite different but temperature- 
independent rates (~50~ts -1 and ~0.02~ts-1), which were considered not to reflect 
the magnetic state. Additional TF data were interpreted in terms of formation of 
muonium-like states connected to three muon stopping sites. Many questions about this 
interpretation remain open, but further data would be necessary to resolve them. 

6.2. Orthoferrites and other perovskites 

This section discusses ~tSR in oxides containing both rare earths and magnetic transition 
metals. The combination provides opportunities for cooperation and competition between 
the two types of magnetic moment and their interactions, in the absence of conduction 
electrons (while superexchange can still act). 

The structural label "perovskite" applies to an enormous number of multi-element 
oxides. The ideal perovskite (CaTiO3) structure is cubic with one formula unit per 
unit cell, with ions on the body center (Ca), cube corners (Ti) and face centers (O). 
Identification of crystal structures as distortions (tetragonal, orthorhombic, trigonal) of 
this has allowed extension of the class even to the wedding-cake layer structures of the 
high-To superconductors (see, e.g., Phillips 1989). The properties of rare-earth perovskites 
(prior to the discovery of high-To's) are reviewed by Khattak and Wang (1979). 
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The rare-earth orthoferrites (RFeO3) have an orthorhombic perovskite structure. The 
iron moments interact strongly and enter ferrimagnetic states at temperatures above 600 K, 
the spontaneous moment being due to slight canting of the iron spins out of a planar- 
AFM structure. The rare-earth lattice is little affected by this, becoming magnetically 
ordered at only a few Kelvin. At intermediate temperatures, the ferrimagnetic structure 
may go through a reorientation transition, depending on the rare earth involved, a result 
of the steadily changing ionic radius across the R series, which is reflected in the lattice 
parameters. The likely mechanism is the variation in the degree of covalency by the 
enforced change in iron-oxygen separation. 

Holzschuh and collaborators (Holzschuh et al. 1983, Denison 1984, Boekema et al. 
1984) observed ~xSR in a number of rare-earth orthoferrites. These, combined with p~SR 
studies ofa-Fe203 and Cr203 (Ruegg et al. 1980) established the idea that muons bond to 
oxygen ions in solids. In YFeO3, with only iron moments and no reorientation transition, 
coherent oscillation is observed in ZF at all temperatures below Tz~. At low temperature, 
there are three distinct frequencies (35, 41 and 53 MHz), but at 150 K and then 250 K the 
higher frequencies disappear and their amplitude is donated to the remaining oscillation, 
indicating that those frequencies were generated at metastable muon sites with energy 
barriers overcome at those temperatures. The low-frequency site is thus the stable one. 
Its frequency evolves smoothly and approximately the same way with temperature as the 
hyperfme field at the 57Fe nucleus measured by the M6ssbauer effect in this material 
(Eibschfitz et al. 1967). In SmFeO3, with a spin reorientation around 480 K, a frequency 
lower than for R--Y was observed above 500 K, n o  signal was seen between 300 and 
500K, and a single frequency near 100MHz was seen below 300K. In DyFeO3 and 
HoFeO3, with reorientations at ~30 and ~50K, signals similar to YFeO3 from room- 
temperature down disappeared at 150K and l l 0K,  respectively. In ErFeO3, instead of 
disappearing at the reorientation (~90K), two higher frequencies (~70 and ~105 MHz) 
appear below 80K. Dramatic increase in the relaxation rates of the signal above 350K 
in those samples that were measured above room temperature indicate the onset of muon 
diffusion in that range. It appears to be the combination of a reorientation transition and 
muon diffusion that causes the wide temperature range of missing signal when R = Sm. 
Holzschuh et al. (1983) also observed the changes in frequencies with applied fields in 
single crystals. Their analysis achieved reasonable agreement with the data assuming 
muon bonding to oxygen ions and dipole magnetic couplings. Boekema et al. (1984) 
then argued that small remaining discrepancies are due to superexchange coupling to the 
muon: that is, a small polarized electron density at the muon site. 

With the discovery of high-To superconductivity in perovskite cuprates (discussed in 
sect. 7) and lack of understanding of the mechanism (which persists to this day), there 
arose research interest in other perovskite materials, whose behavior might provide clues 
to the mechanism the cuprates did not reveal directly. It was quickly established that 
in the first two classes of high-To superconductor, La2_xSrxCuO4 and RBa2Cu306+~, 
adjustment of the off-stoichiometry parameter (x or 6) toward zero eventually shut off 
not just superconductivity, but all conductivity, in a metal-insulator transition, and once 
a gap opened, the materials became copper-moment antiferromagnets. Theorists began 
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to offer ideas for copper-moment magnetic-coupling superconductivity mechanisms, as 
alternates to the BCS mechanism, btSR has been used extensively to study the magnetism 
of those insulating cuprates, and that work is discussed in sect. 7. 

The RNiO3 materials exhibit magnetic behavior somewhat analogous to the cuprate 
materials, but no superconductivity. While YNiO3 and LuNiO3 are (orthorhombic 
perovskite) insulators with antiferromagnetic ordering above 100K (Demazeau et al. 
1971), LaNiO3 is a (trigonal perovskite) conductor with no magnetic ordering (but also 
no superconductivity) to low temperature (Goodenough and Raccah 1965). Torrance et al. 
(1992) used btSR to establish magnetic ordering temperatures for R= Pr, Nd, Sm, and Eu, 
and the magnetic part of the rare-earth ion-size phase diagram shown in fig. 89. Garcia- 
Mufioz et al. (1995a) related the ZF-~tSR below TN in Nd0.7La0.3NiO3 to the non-trivial 
magnetic structure determined by neutron scattering (Garcia-Mu15oz et al. 1994). 

Even closer in structure to the superconducting cuprates are the La2_xSr~NiO4+~ 
nickelates. These are borderline cases for this review because to date they have only been 
studied without rare-earth moments: the magnetism is entirely due to the transition metal. 
"Stripe" magnetic order similar to that discussed for some cuprates (sect. 7.2.1) has now 
been observed in these materials (Tranquada et al. 1997, Tranquada 1998, Ahn-Shiekah 
et al. 1999), making them of some general interest. ~tSR studies of the magnetism of 
these were carried out by Martinez et al. (1992), Chow et al. (1996), Jest/idt et al. (1999), 
including a recent conference report by KlauB et al. (1999a). 

6.3. Compounds showing giant magnetoresistance 

"Giant magnetoresistance" (GMR) is the term used when in some materials the 
application of a static magnetic field can open and close a gap at the Fermi level, changing 
the resistivity of the material by orders of magnitude. The potential for commercial 
applications in information storage technology are obvious. Originally discovered in thin- 
film materials (which do not figure in this review), it was then realized that with the regular 
joining of metal-insulator transitions with onset of magnetism in perovskite relatives 
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of  the high-T~ superconductors, the same kind of switching can occur in some bulk 
perovskites. Several authors distinguish the bulk effect as "colossal magnetoresistance" 
(CMR, see Tokura and Tomioka 1999). Some of the most popular of these materials are 
Lai_xCaxMnO3 (for gSR on these see Heffner et al. 1996, 1997a) and Lal _xSrxMnO3 
(see e.g., Louca et al. 1997). (La,Ca)MnO3 is insulating when paramagnetic, and for some 
compositions, conducting when ferromagnetic (Ramirez et al. 1996). The tendency of 
perovskites to change crystal structure at such transitions in this material seems to result 
in "magnetic polaron" distortions (Hennion et al. 1997). Thus, there is a complicated 
"interplay between spin, charge and orbital degrees of freedom" (Tokura 1997). 

It was only a matter of time before someone decided to substitute magnetic rare- 
earth ions on the lanthanum sites (e.g., Tomioka et al. 1997, Guo et al. 1997), but it 
is not immediately clear how useful it is to do so. The introduction of a new type of 
magnetic moment is as likely to introduce new effects unrelated to the GMR process as 
it is to provide new information on the GMR. One group (Blasco et al. 1996) has chosen 
to concentrate on terbium as a substituent, and have used gSR to help determine the 
magnetic phase diagram of (La,Tb)2/3Cal/3MnO3 (de Teresa et al. 1997). 

Recently, a conference report on a gSR study of critical spin dynamics at the 
ferromagnetic ordering in the CMR material Ndl _xSrxMnO3 with x -- 0.5 and 0.55 has 
appeared (Krishnamurthy et al. 2000b). Single crystals were used. This material exhibits a 
para- to ferromagnetic transition at Tc ~ 250 K and a ferro- to antiferromagnetic transition 
at TN = 158 K. The paper discusses only the ZF spectra which are marred by multiple 
signal content. In the paramagnetic regime, starting from room temperature down, two 
relaxing components are distinguished, one shows exponential (amplitude A1 and rate J,1 ), 
the other root-exponential relaxation (A2,)~2). The former is assigned to muons stopping in 
standard paramagnetic surroundings, the latter to muons coming to rest in spin-glass-like 
clusters with different volumes and spin correlation times. The intensity of the signal A2 
rises on approach to Tc with the signal A1 decreasing accordingly, keeping the total signal 
strength (Ap~ra = 0.22) constant. About 5 K below Tc, the whole (but already slightly 
reduced) signal intensity is due to A2, and A~ has vanished. On further lowering the 
temperature towards TN, a fast relaxing component (A3,)~3) emerges rapidly, reaching 
A3 = 0.3 Apara and staying there. Signal A2 decreases in the same temperature range to the 
(temperature-independent) value A2 = 0.1 Apara. The signal A3 is assigned to ordering of 
spin glass clusters. No spin precession signal is seen for T ~< Tc. The missing amplitude 
(~0.6Apara) is not discussed. Over the whole paramagnetic range Xl = )~2 is found (a 
peculiar result, but not discussed). Both rates rise in the usual fashion on approaching 
Tc. Below Tc the rate X2 sharply drops (signal Am has vanished) and ~3 rises. No data is 
presented for T ~< TN. The authors analyse )~1 just above Tc in terms of critical behavior. 
With the help of mode coupling formalism as used by Yaouanc et al. (1993b) they find a 
crossover from exchange-dominated to dipolar-dominated critical regimes around 1.07 Tc. 
In the former regime the critical exponent of muon spin relaxation rate is w = 0.61, in 
the latter a dynamic critical exponent of z = 2.0 was derived which is typical for a 3d 
dipolar magnet. The extraction of critical behavior appears to be the central issue of the 
work. 
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The reviewers would like to add some comments. The behavior on approach to T¢ is 
indicative for inhomogenous spin freezing. The Curie point is only clearly visible in a 
change of relaxation rate ~2 which is, however, not sensing the free paramagnetic fraction. 
It is conceivable that the spin frozen state converts to long-range ordered magnetism 
slightly below Tc. One could take A3 as the indicator for long-range order, especially 
since )~3 shows a temperature dependence typical for the order parameter of a second- 
order phase transition. A3 would then simply be the tail of  the full signal of the ordered 
state, the missing fraction having vanished in the initial spectrometer dead time (a pulsed 
beam was used!). This state is then governed by a very broad distribution of quasi-static 
local field which makes it unlikely that a simple FM spin structure has been formed. 
A small fraction of spin-glass-type order remains present (A2 ~ 0). Whether one can get 
reliable information on critical behavior with a "messy" phase transition is questionable. 
In any case, the authors do not relate their findings to the GMR properties of the material. 
One might point out that a connection between heterogenous cluster type magnetism and 
GMR is established, though in general in diluted magnetic systems (see, for example, 
Idzikowski et al. 1999). 

Grynszpan et al. (1999) observed complicated p~SR behavior in a Prl/2Srl/2MnO3 
sample. A gSR study on the spin dynamics in Prl-xCaxMnO3 (x = 1/3 and 1/2) was 
reported recently (Llobet et al. 2000). Again, rather complex relaxational behavior was 
found. Ferromagnetic correlations are dominating the temporal evolution of relaxation 
rate even well above TN = 150K in the x = 1/3 material. Finally, ~SR work on another 
mixed manganite [(Nd0.125Sm0.svs)0.sSr0.sMnO3] has also been briefly mentioned recently 
(Higemoto et al. 1999a). Systematically enhanced relaxation times above Tc ~ 135 K 
are considered to indicate antiferromagnetic instability in the paramagnetic phase. In the 
metastable metallic ferromagnetic phase two magnetically inequivalent muon sites were 
found. The absence of temperature dependence of gSR response in this region together 
with the sudden disappearance of the two-site signal indicates the first-order nature of the 
phase transition. 

A ~tSR study of a quite different GMR system has been carried out by Battle 
et al. (1996a,b, 1997). These authors have shown that Srz-xNdl+xMn207 provides 
counterexamples to much of the folklore that has emerged from studies of the 
(R,CaJSr)MnO3 perovskites. They identify Srz_xRl+~Mn207 as "Ruddlesden-Popper 
n = 2" (RP n = 2) phases, where the (R,Ca/Sr)MnO3 are n = oc. While the RP n = 2 phase 
forms for wide variety of rare earths, the GMR effect is seen only for the largest ones and 
is strongest for La and Nd. The La member exhibits GMR near its ferromagnetic transition 
at 126 K, and so conforms to the folklore. Srz-~Ndl +xMn207, however, shows GMR over 
a wide temperature range below 100K, but in its antiferromagnetic state (TN = 137K). 
Further, while its resistivity drops by orders of magnitude in field, it continues to show 
temperature dependence indicative of a gap. Thus, there does not appear to be a true 
metal-insulator transition. 

Looked at in more detail, these phases have their own complications. The GMR Nd 
and Pr members have only been produced as two-phase samples, the phases differing only 
slightly in lattice constants, but one phase showing no long-range magnetic ordering. For 
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small rare earths (Gd-Er and Y), there is clearer preferential site occupation, so there is 
a clearer stoichiometric x = 0 phase, but there is no long-range magnetic ordering and 
no GMR. There is spin-glass-like behavior below freezing temperatures that range from 
13 K to 27 K (there is still some site disorder). In the Nd samples, the Nd moments only 
participate in the magnetic ordering below a transition at 28 K (Battle et al. 1996b), but 
Sr2YMn207 with no rare-earth moments, also shows spin-glass freezing at 20 K. The Sm 
and Eu members show behavior intermediate between these extremes. The Eu member 
has in fact been prepared in both 2-phase form, with antiferromagnetic ordering near 
150 K, and single-phase form with only spin-glass freezing at 19 K. 

ZF-gSR in an array of single crystals of Srl.6La~.4Mn207 was studied by Heffner 
et al. (1998). Paramagnetic exponential relaxation, with rate increasing as temperature 
decreased, was observed down to near the Curie transition at -80 K in this sample, and 
spontaneous oscillation (>20 MHz) was observed below 75 K. This seems like fairly ordi- 
nary magnetic ordering behavior. Somewhat more complicated behavior was seen in the 
details (amplitudes, relaxation shapes) at temperatures near a possible second magnetic 
transition at 60 K and below. ZF%tSR in Sr2RMn207 phases with almost all the magnetic 
rare earths have now been reported by Bewley et al. (1999). In contrast to the La member, 
no spontaneous oscillations were seen. Instead, initial asymmetry decreased over a fairly 
wide temperature range, beginning near the nominal N~el temperature, for R = Nd, Pr and 
Sin. This suggests an inhomogeneous ordering process, where the ordered volume at the 
N6el temperature is small, but the ordered field at the muon is so large (or large and 
disordered, generating fast relaxation) that the frequency is lost in the initial deadtime, 
even in a targeted search for spontaneous oscillations at PSI. The ordered volume then 
grows slowly as temperature is reduced below TN. Meanwhile, in the paramagnetic state, 
the ZF relaxation is exponential, or nearly so, with weak temperature dependence for Pr 
and Nd, and more typical behavior of rate rising as the transition is approached, for Sm. 
For Gd-Ho, the paramagnetic relaxation rates are large enough to cause loss of initial 
asymmetry in this Rutherford ISIS data well above the nominal spin-glass temperatures. 
The authors reasonably attribute this to the large rare-earth moments coupling to the 
muon. With asymmetry lost in all samples at low temperatures, however, there is little 
that can be said definitively about the ordered/frozen states from the ~tSR data. 

Clearly, the study of CMR (GMR) systems containing rare earths has started and more 
work is to be expected in the near future. It has been demonstrated that ~SR can provide 
important information on local aspects of the magnetic properties of  these substances and 
in particular on the nature of phase transitions. The repeated appearance of spin freezing 
is noteworthy. Spin dynamical properties are another field of definite interest wich is open 
to ~tSR. It is generally believed that the transport properties of the manganese compounds 
are coupled to lattice and Mn spin dynamical effects. As of yet, it is not clear how well 
the findings of ~SR relate to the phenomenon of CMR (or GMR). 

6.4. Hard magnetic materials 

While the vast majority of permanent magnets used in the world are iron alloys 
with no rare-earth content, a few rare-earth-transition-metal compounds provide better 
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performance (magnetization and coercivity) near room temperature, albeit at much higher 
cost. SmCo5 permanent magnets have been commercially available for many years. In 
the mid-1980s, Japanese industrial researchers (e.g., Sagawa et al. 1984) found even 
better permanent-magnet behavior for a combination of neodymium, iron and boron soon 
determined to be Nd2Fe14B (Herbst et al. 1984, Givord et al. 1984). A disadvantage is the 
lower magnetic transition temperature (compared to SmCo5 or iron alloys), which limits 
use above room temperature. 

The R2Fe14B compounds crystallize in a rather complex tetragonal structure. It consists 
basically of various layers stacked along the c-axis. R and B atoms occupy the same 
layers, which are separated by three Fe-containing layers. The compounds exhibit FM for 
the light R ions and AFM for the heavy ones. Only the Nd material is of commercial 
interest. The magnetic structures are described by Onodera et al. (1987). 

Yaouanc et al. (1987) observed a single spontaneous muon precession frequency in 
Nd2Fe14B and Pr2FeleB, which was somewhat surprising considering the complexity of 
the crystal and magnetic structure. A more complete survey of ~xSR in a wide variety 
of R2FeleB's (Niedermayer et al. 1990) proposed as the muon stopping site the site 
occupied by hydrogen in hydrogenated R2Fel4B compounds. According to M6ssbauer 
data (Ferreira et al. 1985), hydrogen in low concentrations is located at the tetrahedral 
site with two R and two Fe nearest neighbors (labeled the 4e site). There are four 
crystallographic equivalent 4e sites in the unit cell. They are magnetically equivalent only 
when the magnetization is directed parallel to the c-axis. Under these conditions, a single 
spontaneous precession frequency is possible. 

Many of the compounds exhibit a spin reorientation transition at which the magne- 
tization turns away from the c-axis. The amazing result of the systematic ~tSR studies 
is that the temperature variation of the spontaneous spin precession frequency is always 
proportional to the c-axis component, rather than to the total magnetization. Obviously, 
the muons sense only the c-component of the interstitial field. This can be understood if 
one assumes that each muon hops rapidly between the different 4e sites (which are now 
magnetically inequivalent because the magnetization no longer points along the c-axis). 
In this dynamical averaging process the c-component is stationary. The question of why 
one observes a diffusing muon at low temperatures (~15 K) in a material with low crystal 
symmetry remains unanswered. In addition, as pointed out by Asch (1990), the fact that 
(especially in Ho2Fe14B) a sharp rise in muon spin depolarization rate is seen when spin 
reorientation sets in is difficult to reconcile with a mobile muon. It has been suggested 
by Asch et al. (1994), that rather than a mobile muon, one has slow propagative motions 
within the spin system. Such types of motion appear to exist in 3k magnetic structures 
such as antiferromagnetic USb (see sect 5.2.1). Only ~SR with its unique sensitivity at 
the low-frequency, zero-energy transfer system can detect such motions, if they exist. 

A linear relation between the field B~ at the muon site, corrected for the (calculated) 
Lorentz field BL and the magnitude of the c-component of the R magnetic moment could 
be established for the full series (fig. 90) of R2Fe14B compounds. Large corrections are 
quite apparent for the cases (Er, Tm) where the moments are oriented perpendicular to 
the c-axis. 
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Fig. 90. Local magnetic field at the muon site 
(corrected for the Lorentz field) as a function 
of the magnetic moment of the R ion R~Fe~4B 
compounds. Open circles represent the c-axis 
component of those moments. From Niedermayer 
et al. (1990). 

Research on hard magnetic materials still continues actively today. Most of  them are 
good conductors (e.g., $1v~o5). With regard to the non-conducting members (such as 
the Nd-Fe-B system) ~SR can at best only contribute to the details of  their magnetic 
phase diagrams. These, however, are now well-known and understood. In consequence, 
no further ~tSR studies on this class of  materials have emerged recently. 

7. Superconductors 

Since 1987, two classes of  superconductors are distinguished: the high-T~ ones, involving 
copper-oxygen planes and transition temperatures up to 123 K, and the ordinary ones, 
with transition temperatures generally below 24 K. As stated here, the distinction leaves a 
few borderline cases ((Ba,Pb)BiO3, superconducting fullerenes), but none of them involve 
f-electron ions, so this review can ignore them. The heavy-fermion superconductors may 
well be an independent class: we mention cases in sect. 9, mainly when coexistence 
with magnetism is found. The supercurrent carrier in an ordinary superconductor is a 
"Cooper pair" of  conduction electrons (or holes) in an s-wave bound state of  the phonon- 
mediated BCS interaction (see, for example, Parks 1969). The supercurrent carrier in a 
high-T~ superconductor does appear to be a pair of  the normal-state charge carriers of  
the material, but the pairing symmetry is still hotly debated, and no mechanism so far 
proposed has the endorsement of more than a small fraction of the experts in the field 
(Norman 1993). The literature is enormous, and book-length reviews abound (see e.g., 
Phillips 1989, Sheahen 1994). 

We have no intention of reviewing even all papers where gSR is used and a rare earth 
appears somewhere in the high-T~'s stated composition. Since this is primarily a review of 
f-electron magnetism in materials, we limit our discussion of ~tSR in superconductors (and 
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related copper-oxide materials) to cases where unpaired f electrons are present, that is, 
where there is f-electron magnetism in the material. Note that this is more stringent than 
a limitation to "magnetic copper oxides", because when a planar copper-oxide material 
has no superconductivity, there is usually copper-moment antiferromagnetism instead, 
independent of any f moments. Note also that the high-T~ cuprates all have perovskite-type 
crystal structures. This review discusses copper-free perovskites in sect. 6.2. 

7.1. Non-cuprate f-electron superconductors 

Before high-T~ superconductors were discovered in 1986, "magnetic superconductors" 
were a popular field of research. These were discovered in the course of years of study 
of the interaction between superconductivity, which in the Meissner state is perfectly 
diamagnetic, and magnetic moments, which are inherently paramagnetic. It was found 
in the 1960s and 70s that in elements, binary compounds, and alloys of the same, the 
introduction of magnetic ions rapidly reduced superconducting Tc's, reducing them to 
zero before the magnetic ions were present in enough density to generate any long- 
range magnetic ordering. There was speculation that a spin-glass state might coexist with 
superconductivity in some systems, at temperatures below 1 K (Lemberger 1985) but the 
possible cases have never been well studied experimentally. Then, in ternary compounds 
that came to be called magnetic superconductors, new and interesting behaviors were 
discovered (for a review, see Fischer and Maple 1982). The most popular of these 
materials were the RRh4B4 series and the RMo6X8 (X = S or Se) "Chevrel phases". 
These provided the first cases of "coexistent antiferromagnetic superconductors" now 
considered almost unsurprising in the R-Ba-Cu-O system, and more spectacularly, the 
"re-entrant superconductors" ErRh4B4 and HoMo6S8, in which superconductivity exists in 
a temperature range bounded away from absolute zero. In these, as temperature is lowered 
in the superconducting state to the "re-entrance" temperature, To2, the superconductivity is 
destroyed and replaced by (resistive) ferromagnetism, in a first-order transition. SnMo6S8 
and PbMo6Ss offered the highest known Hc2's at the time (they are now dwarfed by the 
best cuprate Hcz'S), even though the superconducting transitions for all of  the magnetic 
superconductors were below those of a number of the A15 phases (such as Nb3 Sn, 18 K). 

Magnetic superconductors became fashionable in the early 1980s, just as surface muon 
beams at pion factories were making it possible to study samples of a couple of grams 
mass (making such new and difficult-to-fabricate materials accessible). These were also 
the early days of ZF gSR (so we learned about it as we worked) and before the time 
of readily available LF gSR in even the kG (0.1 T) regime (so in some experiments LF 
simply was not done). No one tried to measure the superconducting penetration depths 
of these materials with [xSR until after such measurements were demonstrated on the 
high-T~'s. Then, researchers went back and measured penetration depths in SnMo6S8 and 
PbMo6S8 (Bitter et al. 1990, 1993). The more complicated (Eu, Sn)Mo6(S,Se)s system 
has a unique magnetic-field-induced superconducting range in its (B, T) phase diagram 
completely separate from the usual low-field superconducting range (Meul et al. 1984). 
In it, the muon spin relaxation was completely dominated by the En 2+ moments, and 
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penetration depth could not be measured (Birrer et al. 1988, 198%). Since the penetration 
depth is a property of the superconducting state, not of  f-electron magnetism, we will not 
discuss it in detail here. See also the recent conference report by Gygax et al. (2000a). 

In the RRh4B4 system, ~tSR measurements concentrated on the magnetic moment 
behavior. Crystalline electric fields (sect. 5.1.1) strongly influence the behavior of the 
various magnetic rare-earth ions in this structure (Noakes and Shenoy 1982, Dunlap 
et al. 1984), and indications of this were seen in the ~tSR. Gd 3+ is an s-state ion 
unaffected by a CEF: gSR in GdRh4B4 (MacLaughlin et al. 1983) exhibited almost 
temperature-independent ZF relaxation (at ~3 ~s -1, ten times the TF rate in nonmagnetic 
LuRh4B4 (Boekema et al. 1982)) down to the ferromagnetic transition (~6K), below 
which the signal suddenly was reduced in amplitude. Ho 3+ in this structure experiences 
CEF splitting of  its magnetic levels to temperatures (~150K) much greater than 
HoRh4B4's ferromagnetic Tc (~7K). As a result it has substantial (essentially) uniaxial 
single-ion magnetic anisotropy. The ZF muon spin relaxation rate in HoRh4B4 exceeds 
that in GdRh4B4 for temperatures below about 150K, rising to rates > 40 ~ts -1 (beyond 
the resolution of  the apparatus) for temperatures below ~30 K, leaving only a reduced- 
amplitude "tail" to be measured below that (Boekema et al. 1982). Since the moments 
(7~B and 10/~B "free ion") and ordering temperatures are comparable, the difference is 
due to the reduction in magnetic fluctuation rates by CEF splitting. Ho0.TLu0.3Rh4B4 is 
a ferromagnetic re-entrant superconductor like ErRh4B4. For it, again, only a reduced- 
amplitude signal can be resolved in the temperature range of the transitions, although 
its temperature dependence does show structure at both the superconducting T~ and at 
re-entrance Tc (Heffner et al. 1984). Even as little as 7%Ho in LuRh4B4 can result 
in relaxation too fast to resolve with standard gSR apparatus (Heffner et al. 1985). In 
ErRh4B4, the CEF splittings again range up to ~150 K, while the magnetic transition (re- 
entrance) is at 0.9K. Observed ZF gSR was again temperature dependent up to 300K 
(at least), and rates became too large (and amplitude was lost) below 30K (Noakes 
et al. 1985). One lesson of this is: stable lanthanide magnetic moments can be too large 
for ~SR in some cases. SmRh4B4 is a coexistent antiferromagnetic superconductor. The 
Sm 3+ moment is smaller (0.72/~B) and the CEF splitting range is about 200 K. With the 
smaller moment generating smaller muon-site fields, the moment fluctuations are fast 
enough to completely decouple from the muon at 200 K and above, resulting in ZF (boron) 
nuclear Kubo-Toyabe relaxation similar to that in nonmagnetic YRh4B4 (Noakes et al. 
1987). Then, as temperature is lowered in SmRh4B4, coupling between the samarium 
electronic moments and the muon (and the boron nuclei) starts as the fluctuations slow 
down, eventually resulting in simple exponential decay below 10 K (see fig. 91). While 
the temperature dependence from 4 K up can be treated as due to CEF level splittings, the 
relaxation rate below 4 K increases beyond that of the CEF modeling until the relaxation 
becomes the sum of two exponentials sharply at Ty (0.9 K, measured several years before 
the first dilution refrigerator with windows suitable for ~SR (Huang et al. 1984) and 
continues so below. There is no visible effect at superconducting T~, and the rate does 
not increase rapidly enough as T --~ T~ to be convincingly diverging, but some precursor 
behavior is clearly going on above the magnetic ordering. 
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Fig. 91. ZF ~tSR spectra in SmRh4B4, schematic of  the magnetic interaction to explain it, and the deduced 
local field fluctuation rate as a fimction of temperature with the solid line indicating the fit to a CEF model. 

From Noakes et al. (1987). 

Y9Co7 (Ansaldo et al. 1985) is a magnetic superconductor, but a borderline case for 
this review, because the magnetism is likely d-band. Its unusual behavior may be due to 
a bizarre crystal structure (Yvon et al. 1983). 

A spark of interest in non-oxide magnetic superconductors has recently been rekindled 
with the discovery of the quaternary "borocarbide" superconductors, with generic formula 
FTr2B2C, where F=R,  Th, or U, and Tr is a transition metal (R-Pd: Adroja et al. 
1994, Th-Pd: Zandbergen et al. 1994, R-Pt: Cava et al. 1994, (Th/U)-Tr: Takabatake 
et al. 1994). gSR has concentrated on the RNizB2C system (Eisaki et al. 1994, but 
see also Suellow et al. 1994). Penetration depth has been measured in the nonmagnetic 
superconductor YNizB2C (Tc=15K, Cywinski et al. 1994a, S.L. Lee et al. 1994). In 
HoNizBzC, superconductivity sets in at 7.5-8K, but resistivity returns in a narrow 
range just below 5 K, reverting to superconductivity below that. Neutron scattering 
measurements see incommensurate spiral magnetic ordering below a TNI of 6 K (single 
crystal) or 8 K (polycrystal), which becomes commensurate at TN2 in the re-entrant 
range. A gSR study of a single crystal of HoNizB2C (Le et al. 1996) reports that ZF 
gSR displays a coherent oscillation below 5 K (consistent with commensurate AFM) and 
exhibits Bessel oscillation (eq. 53) between 5 K and 6 K (this is, however, more consistent 
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with an amplitude-modulated ISDW than the spiral order reported by neutron scattering). 
Recent work has extended to DyNizB2C (Le et al. 1997), as shown in fig. 92, and to more 
complicated compositions (Cristofolini et al. 1997). 

ErNi2BzC and TmNi2BzC are coexistent antiferromagnets with T~ ~ 10-11 K and 
lower N6el temperatures (Er ~5 K, Tm ~1.5 K). One brief paper (Le et al. 1995) reports a 
coherent oscillation in ErNizB2C below 5 K, but in TmNizB2C it (and another publication, 
Cooke et al. 1995) sees a very low frequency oscillation with relaxation rate v ~ 1 /2"  

up to at least 20 K. This looks qualitatively similar to the ZF vSR observed in singlet 
ground state HoBa2Cu307 (sect. 5.1.2 and below), but this material shows non-singlet 
ground state behavior in other probes. The ordered-state moment seen by neutrons is a 
substantial 3.78/~B at 1.2K (Chang et al. 1996), which the muons seem to be ignoring in 
favor of  something much smaller. After an extensive study of inelastic neutron scattering 
and bulk probes of  CEF in the RNi2BzC system, Gasser et al. (1996) have produced 
a level scheme for the thulium member with a doublet ground and first excited state 
near 30K (see also Cho et al. 1995). Mulders et al. (1996) discovered that the 169Tin 
M6ssbauer effect in TmNizB2C is also anomalous. Eventually (Mulders et al. 1998a) 
they established that the M6ssbauer signal is sample dependent, the fully magnetic signal 
spreading most magnetic peaks beyond the range of measurement but characteristically 
broadening the central quadrupole doublet, while in some samples an additional much- 
weaker-Tin-moment (~0.1/~B) signal generates a detectable set of  hyperfine-split peaks. 
They attribute the weakly magnetic signal to carbon-site vacancies changing the CEF of 
Tm ions in their immediate vicinities to produce singlet ground states, and then suggest 
the anomalous muon signal (which they reproduce in their high-vacancy sample) is caused 
by all muons trapping at the vacancies. It is a pity that ~SR was not measured in their 
low-vacancy sample (perhaps it was too small). Note also that a nearest-neighbor shell of  
singlet-ground state thulium ions would not be enough to shield the muon from magnetic 
Tm ions only slightly further away. A considerable nonmagnetic volume might need to 
be generated around each vacancy to keep the field at the muon that low. Finite-cluster 
simulations might be able to test this. 
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TbNi2B2C is apparently non-superconducting. It enters an antiferromagnetic state at 
15 K, and then below 8 K shows weak ferromagnetism (Cho et al. 1996). Sfinchez et al. 
(1998) studied this material with ZF and LF ~tSR. In the paramagnetic state above 15 K 
they observed the power-exponential relaxation usually associated with concentrated spin 
glasses (sect. 8.2.1), with as usual, the power decreasing from near one well above the 
transition to near 0.5 just above TN. In this case, however, the transition is to long- 
range magnetic order: a nearly square, longitudinally polarized incommensurate spin wave 
(Dervenagas et al. 1996). Below TN, the ~tSR signal amplitude abruptly dropped to ~1/3 
of that in the paramagnetic state, indicating very large local fields in the ordered state. 
Lack of any evidence of decoupling in LF up to 0.2 T down to 8 K indicate there are 
still spin dynamics, but below 8 K some LF decoupling was observed, which the authors 
interpret as due to freezing of a Tb spin component not involved in the 15 K ordering, to 
create the small ferromagnetic moment that appears at 8 K. Hillier et al. (1998) see power- 
exponential relaxation in the paramagnetic states of both TbNi2BzC and ErNi2B2C. 

The (RC)z(NiB)2 materials are related to the RNi2BzC materials above, but in this case 
only R = Lu has shown superconductivity (~3 K) to date. A first conference report on ~tSR 
data in these compounds has been presented recently by KlauB et al. (1999d). 

7.2. Lanthanide magnetism in cuprates 

While the vast majority of published papers on ~SR in high-Tc superconductors and 
related materials has nothing to do with lanthanide or actinide magnetism, the small subset 
of papers that do study f-electron magnetism cannot be discussed in complete isolation 
from that majority, so a very brief outline of ~SR in high-T~'s is given here. Throughout 
this section, the reader must keep in mind that these materials are extremely, amazingly 
anisotropic. The copper-oxygen bond networks form two-dimensional sheets between 
which the many and various other ions seem to function as merely spacers and adjusters of 
free-carrier density, to a first approximation. All of the good conduction occurs in the Cu- 
O sheets in the crystallographic ab plane: in the c-axis direction, normal state conductivity 
and superconducting current capacity are extremely poor. Mechanically, these materials 
are brittle ceramics, and high-quality single crystals prefer to grow as thin flat plates, 
when they grow to visible size at all. 

The first and most popular application of gSR in high-Tc superconductivity is in the 
study of the type-II flux-penetration state with TF ~tSR, where the applied transverse 
field in the gSR apparatus serves also to create the "vortex" state. This work began with 
demonstration that ~tSR could in fact measure the superconducting penetration depth in 
polycrystalline samples when no single crystals were available, leading to the discovery 
of systematic correlations (Uemura et al. 1991, Schneider and Keller 1992) between the 
penetration depth and the transition temperature for all high-T~ materials (and extending 
to low-Tc materials). As the measurements have become more precise and sophisticated, 
the interpretation in terms of models for (parts of) the superconducting state has become 
more involved and complicated (Niedermayer et al. 1993b, Bernhard et al. 1995). 

When (small, flake-like) single crystals of some of the high-T~'s became available 
(notably YBazCu306+~ and "Bi2212"), the emphasis in TF ~tSR shifted away from the 



256 G.M. KALVIUS et al. 

t, 

21. 0 
200i" I Lol-xSrx[uO; 

I 
: , 

L,O 

'° i / - , , -  10 "- .  /" conducting 

o ! og?'C,.'":Y.,-r--,--:..~., 

lO]- ~,, 
;tO(- ', 

Io~- ',,. 
0 1  • ~ ~" ' I , ~ 9 - - . . . . ,  

0 2 t. 5 8 tO 12 1L, 16 
XilO-Z| 

~o 

g0 

20 

0 

3o 

u 

CQ 

5 

• , YBo2Cu} 06., 

X 

0 02 O~ O~ 

Fig. 93. Magnetic-superconducting phase diagrams as a function of  hole doping for La2_~SrxCuO 4 and 
YBazCu306+ x. From Weidinger et al. (1989, 1990). 

single penetration depth parameter toward attempts to measure the local field distribution 
in the vortex state in detail. These are experiments requiring high statistics whose 
interpretation involves debate about sample-dependeut pinning strength, the systematic 
errors introduced by FFT's or alternate methods of deducing amplitude as a function of 
frequency from the data CAlves et al. 1994, Rainford and Daniell 1994), the location of 
the transition lines between the possible substates of the type-II flux-penetration state 
(vortex lattice/glass/liquid, 2D-3D "dimensional crossover", see S.L. Lee et al. 1993) 
in the temperature-field phase diagram, and details of the calculation of the theoretical 
prediction of the local field distribution (Fesenko et al. 1991, Brandt 1995). 

Another area of  ~tSR in cuprates has been the study of copper magnetism in "almost 
superconducting" materials. In particular, the first two classes of high-T~ to be discovered, 
La2 xSrxCuO4 and YBa2Cu306+d, both have a continuously variable composition 
parameter (x and 6, respectively) that controls the number of electrons lacking from the 
stoichiometric insulator state. For the compositions at which superconductivity occurs, 
these generate a hole conduction band, but as composition shifts to reduce the number of 
carriers, T~ drops until below a certain (not yet stoichiometric) composition, conductivity 
itself disappears, and the material becomes an antiferromagnetic insulator. With further 
shift toward stoichiometry, the Nrel temperature rises rapidly, until the end-points, 
La2CuO4 and YBa2Cu306, have TN well above room temperature. ~SR contributed to the 
determination of alloy magnetic phase diagrams such as shown in fig. 93 and Aharony 
et al. (1988), Boekema et al. (1994) and Tranquada (1996). For gSR detection of more 
details within the magnetic-ordering part of these phase diagrams, see Niedermayer et al. 
(1998). Before 1987, the occurrence of an electronic moment on copper in materials was 
a rather minor topic in insulator magnetism, whereas now it is the basis for a conjectured 
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(and hotly debated) mechanism for the high-Tc state (Norman 1993). The magnetism 
of the stoichiometric end points is so strong that it can be studied by many probes, 
and p~SR has had no long term advantage in extracting information of general interest 
(Uemura et al. 1987, Budnick et al. 1987, but see discussions on muon site determination 
below). In the composition range where the N6el temperature is strongly depressed, and 
where there are questions of possible coexistence of the magnetism (perhaps as spin 
glassiness) and superconductivity (both with low transition temperatures), ~SR has been 
useful (Harshman et al. 1988, Kitazawa et al. 1988, Kiefl et al. 1989, Weidinger et al. 
1990, Watanabe et al. 1992, Kumagai et al. 1994). Of course, this is all transition-metal 
oxide magnetism. Cases where f-moments have been introduced are discussed below. 

7.2.1. The "214"phases 
(La, Sr)2CuO4 is the material that started the high-T~ field, with critical temperatures up 
to ~36K (Cava et al. 1987a). As already stated, the stoichiometric end-point material 
La2CuO4 is an antiferromagnetic insulator with Ty above room temperature. Light 
magnetic rare earths can be substituted for lanthanum, but as this is done, slightly 
different crystal structures can form. The La2CuO4 structure is called T, the competing 
structures T' and T*. Copper antiferromagnetic transitions remain above ~250K for 
the stoichiometric RzCuO4 materials, but lanthanide moment ordering typically occurs 
only below 10K. This wide discrepancy in ordering temperatures indicates that each 
lanthanide is magnetically isolated from the Cu-O plane superexchange. The coexistence 
of strongly ordered Cu moments and "paramagnetic" lanthanide moments is uneasy, 
however, resulting in complex effects, including, in some cases, weak ferromagnetism 
(Thompson et al. 1989, Matsuda et al. 1990, Lynn et al. 1990, Oseroff et al. 1990, 
Stepanov et al. 1993). 

The copper magnetism of LazCuO4, and of samples with low dopings of strontium, 
generates a single coherent-oscillation frequency (near 6 MHz at low temperatures) in 
ZF ~tSR in most samples, with simple temperature dependence that plausibly follows 
the ordered moment. This provided a fairly unambiguous local field value to use in 
trying to determine the muon site in the material. Work to this end has been published 
by experimentalists (Le et al. 1990, Hitti et al. 1990) and theorists (Saito et al. 1991, 
Sulaiman et al. 1994a,b), in parallel with similar efforts for oxygen-deficient Y-Ba-Cu-  
O described below. While there is general consensus that the muon sits about 1 A away 
from an oxygen ion (and this is no surprise, the muon as a light isotope of hydrogen, being 
attracted to the most electronegative species, and 1 A being the muon-oxygen bond length 
to be expected in general), and that there is no room for it to sit in or very near the Cu-O 
planes, these statements merely limit the spectrum of candidate muon sites. There is still 
uncertainty about the exact position. 

An interesting subset of the "214" phases are the (R, Ce)2CuO4 materials, where 
usually R=Nd or Pr. These were initially studied as the only conduction-electron high- 
T~ superconductors (in all others, holes are the charge carriers). As usually prepared, 
insulating antiferromagnetic behavior is retained as cerium is added to the end-point 
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material out to concentrations -15%, after which there is a rapid switchover to 
superconductivity with T~ up to 24 K in a narrow range of Ce concentration, with 
no magnetic ordering. The magnetic behavior seems very sensitive to the details of 
the sample preparation, however (Dalichaouch et al. 1993), and a wider range of 
superconducting Ce concentration has recently been reported for a modified synthesis 
(Brinkmann et al. 1995). As with (La, Sr)2CuO4, the copper magnetism appears to shut 
down when the conductivity sets in, but now there are also lanthanide moments, which 
remain, although they are so poorly coupled that they do not order at any appreciable 
temperature. This leaves large paramagnetic moments inside the superconducting material 
(as for R-Ba-Cu-O, below), but there appears to be no superconducting electron density 
at the lanthanide site, so there is almost no coupling between the two subsystems. 
The fact that cerium, normally associated with anomalous f-electron effects (the most 
anomalous being heavy-fermion superconductivity, see sect. 9) is here essential for 
cuprate superconductivity, was mostly ignored at first. Recently, however, specific heat 
measurements have begun to indicate heavy-fermion behavior (Brugger et al. 1993, Fulde 
et al. 1993), on which gSR studies have begun (Hillberg et al. 1997a, Pinkpank et al. 1997, 
Klaul3 et al. 1999c). 

Luke and collaborators (1989, 1990b) used ZF ~tSR to see magnetic reorientation 
transitions below TN in pure Nd2CuO4 and Pr2CuO4, and to map out the magnetic part 
of the (Nd,Ce)2CuO4 alloy phase diagram. The paramagnetism of the neodymium ions 
in superconducting (Nd, Ce)2CuO4 samples, however, caused sufficient direct muun spin 
relaxation to mask the effect of vortices in transverse field, preventing measurement of 
penetration depth (as was the case for (Eu, Sn)Mo6(S,Se)8, above). Akimitsu et al. (1994) 
studied Pr2CuO4 and magnetic-ordering compositions of (Pr, Ce)2CuO4 in more detail. 
Rosseinsky et al. (1991) monitored the difficulty in pushing Nd2CuO4 in the hole-doped 
direction by addition of strontium, with ~SR (in the T / crystal structure). Lappas et al. 
(1994) studied the magnetism of T*-structured Lal.2Tb0.sCuO4. For very recent work see 
Lappas et al. (1997), and Luke et al. (1997b). 

One of the complications in the detailed properties of the cuprates is the observation in 
some of them of magnetic correlations in long bands or "stripes" in the Cu-O plane (see 
Tranquada 1996). These are apparently associated with the "1/8 effect" in 214 materials: 
a suppression of superconductivity and return of magnetism at substitution of 1/8 of the 
La ions. Most dramatically in La2_xBaxCu04, it appears that the (conduction-electron) 
holes induced by the doping tend to congregate in stripes, suppressing the Cu magnetic 
moments in those stripes. At most values of x, there is considerable disorder in the 
positions of the stripes, and they are dynamic. At x -~ 1/8, however, the stripes form into 
a static superlattice in the basal plane, allowing the stripes of magnetic Cu ions between 
them to establish lung-range antiferromagnetic order and suppress superconductivity. In 
La2-xSrxCuO4 itself, the x-range of suppression is very narrow (Kumagai et al. 1994, 
Borsa et al. 1995), and is thus easy to miss. In Lal.6 xNd0.4SrxCuO4, it was found that Tc 
is depressed, but not to zero, so that at x = 1/8, antiferromagnetism sets in at -30 K and 
superconductivity at -8  K (Crawford et al. 1991, Bticlmer et al. 1994, Tranquada et al. 
1996). These results are summarized in the (complex) phase diagrams in the introduction 
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of Nachumi et al. (1998), which reports ~tSR measurements on all three of these alloy 
series. In the Nd-doped samples they conclude that the magnetic ordering is only due 
to Cu moments above 5 K (the Nd moments are an unwanted complication), and that it 
coexists with the superconductivity. For a ~tSR study of the Nd magnetism in these alloys, 
see Wagener et al. (1997, 1998). Magnetic correlations at similar wavevectors to the 
stripe-domains are seen in neutron scattering in almost every high-T~ material, although 
they are often interpreted as a Fermi-surface nesting effect (which would be more exciting 
than these charge-induced correlations, see e.g., Petit et al. 1998). Whether these magnetic 
correlations are part of the high-Tc mechanism or, contrarily, oppose superconductivity at 
all times, is still debated (Aeppli et al. 1998). Recent ~tSR work was reported at the 1999 
International Conference on Muon Spin Rotation (Klaug et al. 1999b, K.M. Kojima et al. 
1999). See also the discussion of stripe ordering in nickelates in sect. 6.2. 

Another subfield within high-T~ superconductivity has been the study of the effect 
of zinc doping on the copper site relative to other transition metal ions. Generally, 
ions with magnetic moments are expected to cause stronger depression of (s-wave) 
superconductivity than nonmagnetic impurity ions, when placed in a superconducting 
electron or hole gas, because the magnetic moment can spin-flip scatter one member 
of a Cooper pair, thus breaking the (s-wave, total spin zero) pair. The insensitivity of 
the electron-carrier 214's and almost the entire "123" class of superconductors to rare- 
earth moments is due to space separation: the Cooper pairs move in the Cu~)  planes, 
and have negligible density at the rare-earth site. Substitution on the copper site puts 
transition metal impurities in the superconducting charge-carrier gas, but strangely, in 
hole-doped high-T~'s, Zn causes stronger depression of T~ (and other superconducting 
properties) than either Co or Ni, leading to debate over whether this is evidence for d- 
wave pairing or not (there are a large number of papers on this: see, for example, Xiao 
et al. 1988, Alloul et al. 1991, Walstedt et al. 1993, Raffo et al. 1993, Fukuzumi et al. 
1996; for ~tSR see Mendels et al. 1994, Bernhard et al. 1996, Nachumi et al. 1996). 
Certainly something unusual occurs when Zn is added to the hole-doped cuprates. In the 
electron-doped 214 superconductors, things seem more ordinary, with cobalt and nickel 
depressing Tc of (Nd,Ce)2CuO4 much faster than zinc (Tarascon et al. 1990, Sugiyama 
et al. 1991). This was studied with ~tSR by Sugiyama et al. (1992). 

7.2.2. The "123 "phases 

Mere months after (La, Sr)2CuO4 had demonstrated the surprisingly high superconducting 
transition temperature of 36K, YBazCu306+6 broke the field wide open with T~ above 
90K (M.K. Wu et al. 1987, Cava et al. 1987b). This time the departure from stoichio- 
metric, insulating antiferromagnetism (06) is caused by extra oxygen (and a distortion 
from insulating tetragonal to conducting orthorhombic), with optimum superconducting 
behavior near (but not quite at) O7. At intermediate oxygen concentrations, there is 
a "plateau" in T~ near 60K as shown in fig. 93, and some evidence of a slight 
difference in the crystal structure (see Blagoev and Wille 1993 and references cited 
therein) compared to the 90 K structure. Early indications of enormous Ho2 values 
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accompanying the high transition temperature caused great excitement about possible 
revolutions in superconducting electric power transmission and high-field magnets, which 
was disappointed as the difficulties of brittleness, poor conduction between single-crystal 
grains, and weakness of flux-tube pinning emerged. These problems have persisted as 
T~ has been pushed higher by cuprates involving bismuth, then thallium and mercury. 
Today high-T~ wires, and magnets made from them, are still in engineering development 
labs, emerging occasionally in single prototypes with interesting specifications which are 
nonetheless still too expensive (and/or too fragile) to be commercially viable. 

Almost all lanthanides can be substituted for yttrium, with (usually) almost no effect on 
T~ (at fixed oxygen concentration), and typical lanthanide magnetic ordering temperatures 
of the order of one Kelvin or less, providing a whole range of coexistent antiferromagnetic 
superconductors (see e.g., Orlando et al. 1987, B.W. Lee et al. 1988). These magnetic 
ordering temperatures are so low that magnetic dipole coupling may be of comparable 
strength to the exchange coupling normally responsible for magnetic ordering (see e.g., 
Whitehead et al. 1994 and references cited therein). This indicates just how low the 
density of any conduction electrons (holes) at the lanthanide site must be. A couple of 
glaring exceptions to these broad generalizations are: 
(a) CeBa2Cu306+~ and TbBa2Cu306+~ do not form (see e.g., Cao et al. 1995a). Terbium 

can sometimes exhibit the 3 + +-+ 4 + mixed valence behavior well-known for cerium, 
so perhaps that tendency to tetravalence destabilizes the structure. On the other hand 
EuBazCu306+~ (Remmel et al. 1993) and YbBa2Cu306+~ (Hodges et al. 1995) do 
form (Ferreira et al. 1988), and europium and ytterbium appear to be stably trivalent 
in them. 

(b) Praseodymium also can tend to tetravalence, so the situation is made more difficult 
to understand by the fact that PrBa2Cu306+6 forms but is not superconducting for 
any composition, even 0~7. We discuss this in more detail below. 

(c) The holmium ordering temperature in HoBa2Cu306+ ~ is severely depressed relative 
to the other lanthanide TN's, and there may not be true long-range holmium magnetic 
ordering at all. Again, see below. 

Since the "123's" possess even more complicated crystal structures than the "214's", 
the muon sites have proved even harder to find. Most of the muon site studies have been 
published in the proceedings of the International Conferences on ~tSR (Oxford: Brewer 
et al. 1990, Nishida and Miyatake 1990, Lichti et al. 1990b, Weber et al. 1990, Dawson 
et al. 1990; Maui: Boekema et al. 1994, Adams et al. 1994), the exceptions being Halim 
et al. (1990) and Dawson et al. (1988). Some of the most popular muon sites are shown 
in fig. 94. Most of the experimental muon site studies used the copper-antiferromagnetic 
06 materials, to again have distinct ZF frequencies. These provide evidence that at 
least two independent muon sites are occupied, generating low-temperature frequencies 
near 4.2MHz and 18MHz in YBa2Cu306. It is possible that both these sites are ~1 
away from oxygen ions. The danger of trying to extrapolate to muon sites at optimal 
superconducting oxygen concentration is shown by Riseman et al. (1990), where it is 
difficult to reconcile the ZF gSR signals from PrBa2Cu306 and PrBa2Cu307 (more on 
this below). 
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Fig. 94. Some possible muon sites in YBa2Cu306__ 6 (Lichti 
et al. 1990b, Adams et al. 1994). 

7.2.2.1. R =Gd. We begin discussion of individual RBa2 Cu 3 06 + 6 materials in the middle 
of the lanthanide series, because gadolinium is a good starting point for discussion of 
lanthanide magnetism. The spherical 8 Sv/2 state of Gd 3+ makes it immune (to first-order) 
to the crystalline electric field effects (see sect. 5.1.1) that create single-ion anisotropies 
in all the other magnetic lanthanides (which means that usually the magnetism of the 
Gd member of an isostructural series will be simpler). Also, the gadolinium member of 
a series usually has the highest magnetic ordering temperature (e.g., in the "de Gennes 
rule", Kirchmayr and Poldy 1979). This latter is true in a sense here, in that among the 
superconducting 123's, GdBazCu306+6 has the highest (coexistent) N6el temperature, 
~2.2K (see e.g., Mook et al. 1988, Meyer et al. 1987). This hardly varies with oxygen 
concentration over the entire range from O7, where superconducting T~ differs little from 
that of YBa2Cu307 (see the table in De'Bell and Whitehead 1991), to 06, where copper 
antiferromagnetic ordering at ~400 K (e.g., Tranquada et al. 1988) differs little from that 
of YBa2Cu306. In ZF ~tSR, cooling a GdBazCu30~6.3 sample through TN, Cu near 300 K 
produced the same oscillation (from the 4MHz site) as from an YBa2Cu30~6.3 sample 
down to ~100 K, below which differences indicate the gadolinium moments slow down 
(Niedermayer et al. 1993a). More surprisingly, similar slowing down of moments below 
about 100K was seen in p~SR in a T~ -~ 60K superconducting sample (0~6.6, Golnik 
et al. 1987), a material for which there is no indication of long-range copper magnetism. 
However, no such slow magnetic fluctuations above TN, ~d were seen above 2.2 K in a 
fully oxygenated (Tc > 90 K) sample. Well below 2.2 K, the oxygen-depleted sample 
displayed a fast-relaxing signal with an apparent central frequency near 8 MHz, while 
the superconducting samples showed a strong 4.5 MHz signal and a weaker, sample- 
dependent ~7 MHz signal (see also Nishida et al. 1988a). 

Recently, Pinkpank et al. (1999, 2000a) studied p~SR in a series of GdBa2Cu306+6 
samples (and also R = Ho, below) covering the entire range of oxygen concentration from 
6 = 0.0 to 1.0. In the Gd-magnetically ordered state well below 2K, they followed the 
relative amplitude of the two frequencies associated with the two muon sites, showing 
a linear dependence of the "chain" site occupancy on 6. Above 2 K, which for some 
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6 is Cu-antiferromagnetic, but for others is superconducting, the muon spin relaxation 
is dominated by the isotropic Gd moment dynamics, which put the local fields into the 
fast-fluctuation limit even close to the magnetic ordering. There appears to be a critical- 
slowing regime of less than one Kelvin width above TM(~a~, and the paramagnetic limit 
seems to be reached at a mere 20 K. 

7.2.2.2. R = To, Dy. As we have said, no terbium member of this series forms. 
DyBa2Cu3 06 + ~ is reported to have lanthanide antiferromagnetism set in at ~ 1.0 K, again 
without affecting superconducting or copper-antiferromagnetic ordering (De'Bell and 
Whitehead 1991). To our knowledge it has not been studied in detail with ~SR. 

7.2.2.3. R = Ho. The ordering temperature of the holmium member of an isostructural 
series is normally expected to be below the ordering of the Dy member and above that of 
the Er member. Instead of being between 1.0 K (Dy) and 0.6 K (Er), however, the highest 
reported lanthanide ordering temperature in HoBa2Cu306+o is 0.19K (Roessli et al. 
1994), and even that is with finite correlation length along the c-axis. This suppression 
of magnetism is believed to be due to a CEF singlet ground state (see sect. 5.1) 
for the Ho 3+ ion in this structure (see e.g., Whitehead et al. 1994). Extensive studies 
of CEF splittings in the RBa2Cu306+6 materials, particularly with inelastic neutron 
scattering, have resulted in detailed values for the CEF parameters for R = Dy (Allenspach 
et al. 1989a), Ho (Furrer et al. 1988) and Er (Allenspach et al. 1989b, Soderholm et al. 
1992). Differences between the oxygen-deficient tetragonal and oxygen-rich orthorhombic 
structures have been resolved, but they do not have much effect on the holmium single-ion 
ground state (Staub et al. 1994). These, and a specific heat study (Ferreira et al. 1988), 
indicate that the 518 holmium ion has a singlet ground state with the first excited state 
at ~7 K in the orthorhombic structure (~14 K for tetragonal). As discussed in sect. 5.1.2, 
an isolated singlet state is nonmagnetic. In a system with magnetic excited states above 
a singlet ground state (and no strong magnetic interactions), magnetic response and 
dynamics evident at temperatures above the lowest excited state begin to die out as the 
temperature drops below that level. Any magnetism left at temperatures well below the 
first excited state results from (virtual) coupling to excited states not occupied (Fauth 
et al. 1995) or other sources of magnetic moment (at 0.19K, nuclear moments might 
contribute to the ordering). Given all this, then, it is surprising that ZF ~SR sees nearly 
static internal magnetism in superconducting HoBa2Cu3 07 to far higher temperatures than 
any other probe. One group interpreted greatly increased relaxation rates below 3 K in 
both orthorhombic superconducting and tetragonal Cu-antiferromagnetic samples as due 
to Ho spin freezing (Nishida et al. 1988b, Kuno et al. 1988). A different group observed a 
ZF oscillation in a superconducting sample, starting near zero frequency at 5 K and rising 
to 1.5 MHz just above a transition near 0.1 K, at which it jumped to ~2.5 MHz (Birrer 
et al. 1989b). Further, above 5 K, dynamic relaxation due to slow magnetic fluctuations 
was observed, and persisted to ~50 K (see fig. 42). The transition near 0.1 K was likely 
the one that investigators using other probes have reported as magnetic ordering. It is 
tempting to interpret the higher-temperature results as due to 2D correlations as in the 
case of Er (below), but for Ho this is not supported by evidence from any other probe. As 
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discussed in sect. 5.1.2, this behavior does conform to a general trend of ~tSR in singlet 
ground state systems to be anomalous and difficult to explain. 

Pinkpank et al. (1999) studied a set of HoBa2Cu306+6 samples with various 6, above 
2 K, in addition to the Gd samples discussed above. The CEF-indueed singlet ground state 
and single-ion magnetic anisotropy result in temperature-dependent muon spin relaxation 
up to about 100K. Below 10K, increasing LF causes partial decoupling, indicating 
the local fields are no longer in the fast-fluctuation limit. In a conference contribution 
Pinkpank et al. (2000b) argue that a muon-induced effect (see sect. 5.1.3) is necessary to 
explain the details of the spontaneous oscillation observed below 190 mK. 

7.2.2.4. R =Er. In ErBa2Cu306+ 6, an erbium-moment ordering transition occurs near 
0.6K, but there has been disagreement about what happens in detail at and below that 
temperature, possibly due to dependence on the details of sample preparation. Most 
of the reported neutron scattering work has been on the fully oxygenated, T~ > 90 K, 
0~7 composition, with much less published about oxygen-deficient Cu-antiferromagnetic 
samples. There is universal agreement that the erbium moment correlations are strongly 
ab-plane two-dimensional, and that the correlation range in the plane diverges at the 
transition. Disagreement has been over whether or not long-range order develops in 
the c-axis direction, what the principal wavevectors of the ordering are (Paul et al. 
1989, Chattopadhyay et al. 1989), and how much these depend on oxygen concentration 
(Clinton et al. 1993, Mesot et al. 1993). With ZF ~SR, one study (Lichti et al. 1990a) 
of a non-superconducting ErBazCu306.2 sample saw Cu-antiferromagnetism generating 
two frequencies (~5 and ~8 MHz), but did not get below 6 K. Apparently only one 
group (Maletta et al. 1990a) studied neutron diffraction in a set of samples spanning 
the entire range of oxygen concentration. Interestingly, while they saw 3D long-range 
order develop at ~0.5 K in (orthorhombic) superconducting samples, they saw only 2D 
erbium correlations in (tetragonal) Cu-antiferromagnetic samples down to less than 0.1 K. 
This group went on to do ZF ~tSR on the same samples (Maletta et al. 1990b). In Cu- 
antiferromagnetic O6.11 and O6.34, a single frequency was seen up to several hundred 
Kelvin, with a kink in the temperature dependence near 10K interpreted as the start 
of Er-moment slowing. At ~2 K, the frequencies were between 5 and 6 MHz. For 06.4o 
(superconducting onset ~30K, Maletta et al. 1989) there is much stronger relaxation 
(indicating more disorder), with no clear frequency above 20K, there being instead 
multicomponent monotonic relaxation, which the authors call spin-glass-like. At 06.53 
(onset T~ ~ 50 K) there was only very slow relaxation down to 3 K with no evidence of 
copper moments. In a dilution refrigerator between 0.04 K and 1.2 K, gSR in an  06.20 
sample showed no evidence of erbium moment ordering, but superconducting 06.6o and 
07.o showed a single, very low frequency (less than 100KHz, corresponding to a local 
field of less than 8 G) with kinks in the temperature dependence at ~0.5-0.6 K. Whereas 
neutrons see 2D correlations only up to about 0.9K (Clinton et al. 1993), the low- 
frequency gSR oscillation appears to persist to 1.2 K and above. Since frequencies greater 
than 4 MHz were observed below TN, ad in superconducting GdBa2Cu306 + 6, interesting 
near-cancellation of the fields from ordered erbium moments of ~4ktB (compared to 
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gadolinium's 7/~B) would be needed at the muon site to generate such low frequencies 
here. 

7.2.2.5. R =Pr. PrBa2Cu30~7 is the only case where the orthorhombic "123" structure 
forms but is not superconducting. Tetravalency may not be the source of this effect: this 
anomalous behavior of the Pr member differs from that of the other tetravalent-tending 
rare earths (Ce and Tb, as we have stated above), and direct probes of rare-earth valence 
have generally indicated Pr 3+ (Radousky 1992, Hilscher et al. 1994). The other usual 
suspect is: the 4f wave functions, being not nearly so well hidden inside the other (closed) 
shells of the ion as they are in heavy rare earths, may have become involved in the 
bonding of the ion, or may have hybridized with band electrons near the Fermi level 
(see e.g., Fehrenbacher and Rice 1993, Cao et al. 1995b). In this latter case, however, 
one would expect R = S m  or Nd to interfere with superconductivity in the 123's in a 
similar way, whereas they do not. All PrBazCu3 06 + ~ compositions are antiferromagnetic 
and insulating, even though there is still a tetragonal-to-orthorhombic transition in the 
middle of the range. The copper ordering temperature falls from above 400 K at 06 to 
near room temperature at 07. The praseodymium ordering temperatures are unusually 
high: ~12 K for 06, rising to ~17 K for 07. There is debate on whether the Pr ordering is 
long-range in the c-axis direction at all 6 values (Guillaume et al. 1994, Malik et al. 1994), 
and whether all copper ions participate in the high-temperature magnetism (Rosov et al. 
1992, Longmore et al. 1996, Boothroyd et al. 1996). ZF gSR clearly sees the magnetism 
in these samples, but detailed interpretation is difficult. Considering the 06 end, one 
study (Riseman et al. 1990) saw, in the temperature range of copper ordering (~> 140 K), 
a strong signal of slightly less than 1 MHz, and a weak signal ~4 MHz, compared with 
strong 4MHz and weak 18 MHz in YBa2Cu306 (a different study, Dawson et al. 1991, 
briefly reported 2.2 and 4.7 MHz). Below 140 K, relaxation rates increased steeply (Pr 
moment slowing?), making detailed analysis difficult. For 07, only one frequency is 
clearly deduced, but the raw data shown in Cooke et al. (1990) hints at others. This 
one clear frequency rises with cooling to slightly above 2MHz just above TN, pr, below 
which it drops to near 1.5 MHz. There have been no reports of gSR in PrBazCu3 06 + d for 
intermediate values of 6, so it is not clear how the sites and local fields evolve between 
these two end points. Instead, because partial substitution of Pr for Y in YBa2Cu307 
causes similar effects to the removal of oxygen (Genossar et al. 1994), there have been 
~tSR studies of YI-xPrxBa2Cu30~7: Cooke et al. (1990) in the Pr-rich, magnetic region; 
Seaman et al. (1990) measuring penetration depth with TF in the Pr-poor superconducting 
region. In the latter, Pr substitution does look indistinguishable from oxygen removal. 

Recently, one group (Zou et al. 1998) has reported that samples of PrBa2Cu30~7 grown 
by a floating-zone method have partial volumes superconducting up to as high as 80 K, 
and a longer c-axis length (within the same crystal structure) than insulating samples. 

7.2.2.6. R =Nd. One publication (Ltitgemeier et al. 1996) briefly discusses detection of 
magnetic ordering near room temperature in NdBa2Cu3 06 + 5, where 6 = 0.5 and 0.6, as 
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part of many measurements indicating that the "60 K plateau" in Tc vs. 6 for R = Y is 
absent or squeezed to higher 6 when R = Nd. 

7.2.2.7. Other studies. Other TF ~SR studies, intended mainly to determine pene- 
tration depths, have looked at polycrystalline EuBa2Cu30~7 (Cooke et al. 1989) and 
GdBa2Cu30-7 (Cooke et al. 1988). The R=Eu  results show no sign of europium 
magnetism, and are very similar to those of the many TF ~tSR studies of high-T~'s 
containing no magnetic rare earth, consistent with nonmagnetic Eu 3+. In the early study 
of R = Gd, the TF relaxation rate turns up sharply below ~20 K, but error bars are large, 
making detailed interpretation difficult. TF data from ErBa2Cu30~7 by the same group is 
mentioned in a demonstration of"maximum-entropy" frequency analysis as an alternative 
to FFT for lineshape determination (Alves et al. 1994). Features that should be sharp for 
single crystals are blurred in "polycrystalline averaging", however, and this has made 
polycrystalline lineshape analysis unrewarding. High-quality single crystals of magnetic- 
R 123's large enough for gSR have not been available. Occasionally, c-axis oriented 
powders are attempted, as in De Renzi et al. (1994) for Y1-xPrxBa2Cu30~7. 

Schenck et al. (1990a) looked for f-moment ~t + Knight shifts above T~ in RBazCu30~7 
(R = Dy, Ho, Er). They detected no shift for Dy or Er, but two signals with opposite 
sign shifts for the Ho member. The latter is the ion with the singlet ground state in 
this structure, but at temperatures above 100K, several magnetic states are occupied, 
and it should be similar in its paramagnetism to the others, so these results are hard 
to understand. 

We note briefly that in one p=SR study, the actinide thorium was involved, in 
Y~_zrCaxThxBa2Cu30~7 (Hartmarm et al. 1994a). This was called "charge-neutral" 
doping, with equal parts Ca 2+ and Th 4+ substituting with an average valence 3 for 
y3+. Despite the fact that calcium is certainly nonmagnetic and thorium is the standard 
nonmagnetic analogue for uranium, this substitution depresses Tc faster than Przx. 
This work has now been supplemented by a gSR study of Ndl-2xCaxThxBa2Cu3Oy_d 
(Lundqvist et al. 2000). The focus of the work again is on the depression of the 
superconductivity, not on magnetism. 

7.2.3. The "2212" phase 

BL2Sr-2CaCu20~8 is the most anisotropic high-T~ material, generating its own special 
flux-penetration substates (see e.g., S.L. Lee et al. 1993). Effects similar to varying oxygen 
concentration in 123's and varying strontium concentration in 214's are here generated 
by exchanging trivalent rare earths for divalent calciums (Tarascon et al. I989). Most 
work has been on BL2Sr~2(Ca,Y)Cu20~8 (e.g., Oashi et al. 1989, with ~tSR, Weber et al. 
1993) leading to the end point antiferromagnetic insulator Bi~2 Sr-2YCu20~8 with TN well 
above room temperature (Nishida et al. 1988c, De Renzi et al. 1989). One ~SR study (De 
Renzi et al. 1990) tried to assess whether "electron-doped" 2212's could be created by 
making samples of Bi-zSr~2(Nd, Ce)Cu20-8. Pure Bi~2Sr~2NdCu20-8 was, as expected, 
an antiferromagnetic insulator with TN above room temperature, and alloying with cerium 



266 G.M. KALVIUS et al. 

400 

300 

200 

Z 

100 

SC? 

0.0 0.2 

Bi2 St2 Ndy Ce ,_yCU2 08+~ Bi2 Sr2 Y,_xCaxCu208+ ~ 
[ t I I I I ~ / / / / / / / i  I I I I I I 

/ 

/ 
/ 

/ 
I 

/ 
t 

AFM 

/ 

/ 

AFM / 
/ SC 

0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 

y x 
Fig. 95. Alloy magnetic phase diagram (deduced from ~tSR measurements) of Bi2Sr2(Ca,Y)Cu20_ 8 and 
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depressed that ordering (see fig. 95), but beyond ~30%Ce (still antiferromagnetic), only 
multiphase samples could be produced. One other study (de Groot et al. 1994) of 
Bi~2Sr-z(Ca,Gd)Cu20~8 (Jayaram et al. 1991) concentrated on penetration depth and 
maximum-entropy analysis of TF spectra from the flux-penetration state, with no specific 
discussion of what difference the Gd 3+ moment might be making. 

7.2.4. Ruthenate hybrids 
RuO2 layers can possess the same square-planar coordination together with rather similar 
bond lengths as their CuO2 counterparts. The pure ruthenate compounds (especially 
Sr2RuO4) are at present subjects of intense studies (including ~tSR) with regard to their 
superconducting and giant magneto-resistance properties. They are, however, outside the 
scope of this review. It is also possible to construct new families of hybrid ruthenate- 
cuprate compounds. Recently, the 1212-type RuSr2GdCu208 system, having CuO2 
bilayers and RuO2 monolayers was synthesized as single-phase material (Banernfeind 
et al. 1995, 1996). It exhibits FM order (Tc ~ 125 K) involving Ru moments (~I#B) 
only (the gadolinium sublattice remains paramagnetic down to TN = 2.6 K, where it orders 
antiferromagnetically) and superconductivity at much lower temperatures (T~ = 15-40 K, 
depending on preparation details). Bulk data indicated that the FM state remains 
essentially unaltered when superconductivity sets in. Coexistence of superconductivity 
and ferromagnetism is unusual (in contrast to antiferromagnetism) since it produces 
macroscopic magnetization which normally should break up the Cooper pairs. The 
pertinent question is whether this coexistence also exists on a microscopic scale or 
whether the material separates into magnetic and superconducting volume fractions. 
Clearly ~tSR is the ideal tool to shed light on this problem. 
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the superconducting transition (To = 16 K). Right: Temperature dependence of the spontaneous muon spin 
precession frequency. The sharp rise at the low-temperature end is due to the AFM ordering of the Gd sublattice. 

After Bernhard et al. (1999). 

~tSR studies were carried out by Bernhard et al. (1999). Bulk measurements on the 
same material gave Tc = 133K and T~ = 16K. Spontaneous spin precession in ZF 
was observed for T < Tc with a signal amplitude proving that the sample as a whole 
has entered the FM state. Lowering the temperature below Tc left the spectra basically 
unchanged. In particular, no loss o f  signal amplitude occurred. Furthermore, the Brillouin- 
like temperature dependence o f  the spin precession frequency shows no irregularity 
around T~. The situation is illustrated in fig. 96. True coexistence o f  ferromagnetism 
and superconductivity is present in RuSr2GdCu2Os, presenting a challenge to electronic 
structure theory in cuprate and related systems. 

8. Disordered magnet i sm 

In this section, we discuss what ~tSR can observe in materials in which there is some 
kind of  transition from paramagnetism, which has rapid dynamic moment fluctuations, at 
higher temperatures, to a state at lower temperatures where the moments are static or at 
most change very slowly, yet no long-range magnetic order (that would generate magnetic 
Bragg peaks in neutron diffraction) occurs. Such "frozen" but disordered magnetic states 
can be weak in their response to bulk probes, and generate broad (and therefore weak 
in peak intensity) neutron diffraction signals. The muon, being a local probe, will react 
strongly to frozen electronic moments near it, even if  there are no correlations among 
them. Thus, btSR can be a particularly useful probe o f  disordered magnetism. 

Usually, magnetic interactions between moments in crystalline materials tend to cause 
long-range spin order rather than a disordered spin structure as the spin-frozen state. LRO 
can be prevented in particular cases by the introduction o f  sufficient amounts o f  atomic 
disorder (independent of  the magnetic state that results at low temperature) and frustration 
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in the magnetic interactions. Atomic disorder can be the substitutional disorder in an alloy, 
or the positional disorder in an amorphous material. Frustration means that the generally 
pairwise magnetic interactions between spins cannot all be satisfied when considered for 
groups of more than two spins: the magnetic ground state becomes more degenerate as 
more spins are considered. Spin-glass experts (see e.g., Mydosh 1993) emphasize that 
neither disorder nor frustration implies the other, and that (in all systems that are felt to 
be understood) both must be present to cause spin-glass freezing. 

One set of materials does indeed indicate that frustration alone need not generate a 
disordered frozen state. In "perfectly frustrated" lattices, the most studied of which are 
the Kagom~ lattices, with large (strongly interacting) moments at high temperatures, 
no freezing at all occurs, and the moments remain dynamic to dilution-refrigerator 
temperatures, as has been verified with ~SR (see sect. 8.2.2). Most such systems, however, 
involve transition metal moments, and will not be discussed in this article. One candidate, 
gadolinium gallium garnet, has not been studied with ~SR to date (but see CePt2Sn2 
in sect. 9.3). See sect. 8.3.2 for discussion of the interesting behavior of rare-earth 
pyrochlores. 

There is a tendency to call all disordered magnetic frozen states "spin glasses", but 
there is enough variety in detailed behavior to identify several types, for some of which 
inclusion or exclusion from the "spin glass" category has varied between researchers. 
The "ideal" spin glass is one in which the microscopic (static) spin configuration is 
indistinguishable from an instantaneous snapshot of the high-temperature paramagnetic 
state, with no detectable spin-spin correlations. This ideal is difficult to realize in practice, 
of course, because any magnetic interactions that can cause magnetic freezing tend to 
cause correlations as they try to set up long-range ordered magnetism. Probably closest 
to the ideal are the classic dilute-alloy spin glasses, such as Cu(Mn) where magnetic ion 
concentration is less than 1%, discussed below, but even in those there is an indication 
of spin density wave (SDW) correlations (see Werner 1990). Strangely, it is not clear that 
the classic dilute spin-glass behavior can be reproduced in metallic lanthanide systems. 
Initially, it was thought that dilute lanthanides in yttrium metal, Y(R) should be spin 
glassy, but after several years work, neutron diffraction measurements showed that all 
such samples, down to very low concentrations and freezing temperatures, entered spiral 
magnetic ordered states (Rainford et al. 1985, Wenger et al. 1986, Caudron et al. 1988) 
and so the freezing temperatures were in fact N~el temperatures. No alternate possible 
systems, such as perhaps La(R), have been seriously studied. We regard as unresolved the 
question of whether the RKKY interaction can generate a classic dilute-moment spin-glass 
state similar to that for the transition metal s -d  interaction. 

As moments appear in densities higher than one per hundred of the ions present in 
a solid, there is in practice more tendency for local correlations among the moments 
to develop. It is possible then for magnetically short-range-ordered clusters to form and 
act as magnetic units, somewhat dynamic (the cluster moments may jump as a group 
between available alternate easy axes) at high temperatures, interacting with other such 
clusters, and then freezing into a seemingly random or poorly correlated domain structure 
at lower temperatures (Holden et al. 1982). Such materials continue to show spin-glass- 
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like response in bulk measurements (see e.g., Galazka et al. 1980, Furdyna 1987 and 
references cited therein), yet some would call them short-range magnets. This is not to 
say there are no real concentrated spin glasses, but rather there are a variety of frozen 
states that can all look spin-glass-like to some probes. 

8.1. Dilute spin glasses 

The dilute spin glasses are a special topic within gSR because they generate distinctive 
muon spin relaxation via the Lorentzian field distribution. This was discussed as a 
possible field distribution (eq. 33) for p~SR in sect. 3.2.2 (the static ZF relaxation function, 
eq. (34), is shown in fig. 20). Whereas the Gaussian field distribution is expected (and 
often observed) in dense-moment systems, Walstedt and Walker (1974) predicted that the 
Lorentzian distribution applies in the dilute-moment limit (magnetic concentration goes to 
zero) of spin glasses, and Uemura and collaborators (Uemura et al. 1985, and references 
cited therein) observed it with ~tSR in the frozen state of dilute Cu(Mn) and Au(Fe). 

While the discussion in sect. 3 indicates that Markovian dynamics cannot decouple 
Lorentzian Kubo-Toyabe relaxation, the dilute alloy samples generated ZF ~tSR spectra 
above the spin freezing that did decouple with increasing temperature. Uemura and 
collaborators developed a model based on the microscopics of muon positions relative 
to the dilute moments that showed that when the moments fluctuate, the field at any one 
muon can only vary in a limited range within the overall Lorentzian distribution. A muon 
may stop far from any magnetic moment, and if so it will see fields smaller than average 
at almost all times during fluctuations. Another muon that stops very near a moment 
will usually see fields larger than average during fluctuations throughout its life. The rate 
of loss of polarization for those muons that stop close to moments will be much faster 
than those further away, for the same moment-fluctuation rate. There are thus distinct 
classes of muon sites with different relaxation rates once dynamics begins. By treating 
the dynamic relaxation of the classes separately and then integrating them together to 
create the relaxation function for the sample as a whole, Uemura et al. developed detailed 
expressions that differ from those of "pure" Lorentzian dynamics (where each muon can 
access the entire Lorentzian distribution), including in the fast-fluctuation limit, "root- 
exponential" ZF relaxation 

Gz(t) = exp (-[4a2rt]l/2) , (73) 

which does show fluctuation decoupling (but, again, field-distribution width, a/y~, cannot 
be separated from correlation time, r, in the fast-fluctuation limit). An illustrative example 
is shown in fig. 97. At high enough temperatures, double relaxation (sect. 3.4) with the 
copper nuclear moments in Cu(Mn) was seen (see e.g., Pinkvos et al. 1990). Uemura et al. 
used this analysis to determine moment fluctuation rates through the freezing temperature 
in a frequency range not accessible to other probes (see Uemura and Yamazaki 1983). 
A discussion on general aspects of spin dynamics in spin glasses with emphasis on ~tSR 
results is available from Campbell (1999). 
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Fig. 97. Dynamic muon spin relaxation in a 
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of the pure Lorentzian field distribution 
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motional narrowing occurs when the spins 
start to fluctuate. From Uemura (1981). 

We have discussed this transition metal case to show what physics can be extracted 
when one understands the ~tSR spectra in some detail, and to provide a basis (what gSR 
sees in a nearly ideal dilute spin glass) for comparison with the other forms of  behavior 
we will discuss. As stated above, there has been in fact no concerted study of  whether 
this Lorentzian limit can be achieved in a dilute rare-earth alloy, with any probe. The 
only f-magnetic systems clearly displaying a static Lorentzian field distribution at the 
muon site that we know of  are the low-temperature simple antiferromagnetic states of  
compounds with NaC1, CsC1 or Cu3Au structure described in sect. 5.2, where the field at 
the muon should sum to precisely zero, but some kind of  magnetic-defect structure creates 
what appear to be isolated spin-lattice faults. In one isolated case, singlet-ground-state 
PrPx (discussed in sect. 5.1.2), a dynamic Lorentzian field distribution was observed that 
persists to dilution refrigerator temperatures. 

8.2. More-concentrated magnetic disorder 

Even for the ideal case o f  completely random moment orientations, when there are more 
than three magnetic ions per hundred in a solid, the Lorentzian field distribution is unlikely 
to be even a rough approximation to the truth. Meanwhile, a Gaussian field distribution 
o f  local field is only to be expected when there are more than ~30 magnetic ions per 
hundred. The local field distribution in the intermediate range has been simulated by 
Noakes (1991), but corresponding measurements are lacking. 

The corresponding measurements o f  field distributions at muon sites in non-dilute dis- 
ordered magnetic states are missing because the signal tends to disappear. The muon is so 
sensitive to magnetic fields that even about 5 magnetic ions per hundred in a frozen state 
can produce ZF or TF relaxation so rapid that it is lost in the initial dead time (described 
in sect. 2.5) of  even surface muon apparatus. I f  the fields are close to static, this leaves in 
ZF-~tSR sometimes a slow-relaxing "1/3 tail" as the observable signal. As discussed in 
sects. 3.2.2 (on Kubo-Toyabe relaxation) and 3.3 (on spontaneous precession), such a sig- 
nal provides no information on the size o f  the local fields involved, but indicates that the 
local field fluctuation rate is slow. Care must be taken to distinguish such a near-static tail 
from possible inhomogeneous freezing. In the latter case part o f  the sample has undergone 
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spin freezing, while another part of the sample remains unfrozen. Of course, the frozen 
and unfrozen portions could (and normally will) be contained in randomly distributed 
clusters throughout the sample. The signal arising from the spin frozen portion is fast 
decaying and may vanish in the dead time of the ~tSR spectrometer. The signal coming 
from the unfrozen portion is slowly decaying (fast spin fluctuations) and exhibits reduced 
asymmetry since the frozen portion has become unobservable. One indicator that one 
deals with the near-static "l/3-tail" relaxation of a homogeneously spin frozen sample is 
reduction of the relaxation rate as temperature is lowered and the moments become more 
static. In contrast, the slowly decaying signal of the unfrozen portion of an inhomoge- 
neously spin frozen sample caused by rapid fluctuations of the local field, will depolarize 
faster when the dynamics of moments slows down with decreasing temperature. Also, if 
the initial asymmetry of the reduced-amplitude signal is greater than 1/3, then it cannot 
all be near-static tail. This conclusion is valid only, however, for a random polycrystal or 
a powder sample, since for single crystals or strongly textured samples, the amplitude of 
the ZF asymptote in static relaxation need not be 1/3, but will depend on the angle of 
the crystal axes to the initial muon polarization. Disputes concerning homogeneous vs. 
inhomogeneous spin freezing have arisen several times in ~tSR studies on classical spin 
glasses. We return to the problem of inhomogeneous spin freezing in sect. 8.2.4. 

If a particular sample does generate only a near-static 1/3-tail with measurable 
relaxation rate at low temperature in ZF-~tSR, then the local field fluctuation rate is slow 
enough that it should be possible to partially decouple the relaxation, that is, reduce 
the observed relaxation rate and perhaps even increase the initial observed asymmetry, 
by applying longitudinal fields large enough to compete with the typical internal fields, 
as described in sect. 3.2.3. This would be an example of the use of LF to distinguish 
near-static relaxation (that will decouple in modest fields) from fast-fluctuation relaxation 
(which decouples very slowly, if at all, in fields available for ~tSR). In the "remnant 1/3- 
tail" case, however, there is no strong indication beforehand of how large the internal 
fields (causing the relaxation that disappears in the dead time) are, so if no effect of LF 
is seen, no information is gained from the LF measurement. While there are a number 
of cases known where asymmetry drops below a freezing temperature and an apparent 
1/3-tail signal is seen at temperatures below, few measurements of the effect of LF on 
such remnant 1/3 tails have been published (we discuss recent work on resurrecting lost 
asymmetry by application of LF in rare-earth quasicrystals in sect. 8.3.3). 

8.2.1. Varying-power exponential relaxation 
As just described, the field distribution at the muon site in a frozen, disordered (non- 
dilute moment) magnetic state is often not measured, because large-asymmetry muon 
signals are only seen at higher temperatures, where the spins are not fully frozen, and 
the dynamics partially decouples the muon from the large internal fields. Interpretation 
of the muon relaxation in terms of the behavior of the moment system generally requires 
a model of both the distribution of local fields caused by the moments, and the spectrum 
of moment fluctuations. With no detailed information on the field distribution from the 
static (low-temperature) limit, there can be considerable ambiguity in interpretation. 
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In the paramagnetic state, well above the freezing temperature, for example, monotonic 
ZF relaxation is usually observed with a muon spin depolarization rate that decreases as 
temperature increases. We expect the paramagnetic state to generate spin fluctuations fast 
enough to put the system in the fast fluctuation limit. Originally it seemed reasonable to 
assume that there exists a fixed underlying field distribution upon which the fluctuation 
rate should merely be a function of temperature. The reader can refer back to sect. 3.2.2 to 
see that the fast fluctuation limit for a Gaussian field distribution is exponential relaxation, 
and to the opening of this section to see that the fast-fluctuation limit of the Lorentzian 
field distribution as present in a dilute spin system is "root-exponential" relaxation. Thus, 
the indications are that for a fixed-field distribution and simple random rapid fluctuations, 
the power, p, in "power-exponential" (eq. 35) relaxation should be constant for a particular 
sample (at least). 

While there are some disordered magnetic systems that do show fixed-power para- 
magnetic ZF-gSR, even some magnetically non-dilute ones (see e.g., Ansaldo et al. 
1988), there are also a number of systems known in which the power changes smoothly 
with temperature. One of the first of these to be discovered was amorphous DyAg 
(sect. 8.3.1). Generally, the power is near one (simple exponential relaxation) far above 
the freezing temperature, but decreases smoothly toward 1/2 as temperature is lowered. 
An example is shown in fig. 100 further below. Visually, a power less than one in 
an asymmetry spectrum means that the muon spin relaxation occurs with a higher 
effective rate at early times and with a lower effective rate at later times when compared 
to pure exponential relaxation. Below the temperature at which p = 0.5 is reached, 
even if this is well above the freezing temperature, initial asymmetry often starts to 
be reduced as some of the signal relaxes so quickly that it is lost in the initial dead 
time of the apparatus. Powers of less than 0.5 in fits to data should therefore be 
inspected carefully to see whether the model correctly reproduces the data at early 
times (yet sometimes powers less than 0.5 are properly measured: see e.g., Keren 
et al. 1996). 

Campbell et al. (1994) argued that power-exponential ZF ~tSR should be related to 
"stretched exponential" relaxation observed in bulk probe measurements of spin glasses 
(Palmer et al. 1984, Souletie 1994, also see Ogielski 1985), but did not establish a detailed 
connection. The combined assumption of fixed field distribution and simple Gaussian- 
Markovian dynamics might no longer hold. Keren et al. (1996) analyzed ZF and LF data 
above the glass transition temperature for the classical spin glass AuMn(0.5 at.%) in terms 
of different special spin-spin autocorrelation functions. They showed that one is able 
to distinguish between a power law, a stretched exponential, and a cut-off power law as 
autocorrelation functions. Still, this is a special case (a highly dilute canonical spin glass) 
and as yet there is no model that can reproduce the range of variation in power (from 
essentially unity right down to 0.5, and perhaps below) that can be generated by single 
samples of various types of materials (e.g., a dense disordered spin system). These effects 
might also be related to the "seedy" magnetic order deduced from neutron scattering in 
R-based amorphous alloys (see Boucher and Chieux 1991), or to a wide distribution of 
moment fluctuation rates (Heffner et al. 1996). 
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8.2.2. Kagomd dynamic relaxation 

In the Kagom~ lattice SrCrsGa4019, Uemura et al. (1994) observed ZF relaxation at low 
temperatures that was monotonic, but had rounded, Gaussian-like shape at early times. 
Normally, such rounded initial shape is taken as an indication of nearly static local fields, 
but Uemura et al. also found that there was only detectable LF decoupling in rather 
large applied fields, which is more definitive evidence for dynamics. They were able to 
reproduce this behavior with a model in which the dynamics is primarily in randomly 
switching the local field on and off. A muon at its site sees zero (or undetectably small) 
field most of the time, but occasionally a random field appears for a short time. They 
argued that the zero local-field state corresponds to all nearby spins paired into singlet 
states, while the non-zero local-field state corresponds to a nearby spin being unpaired. 
Although this scenario reproduces the data, the validity of its physical basis is not assured. 
We have briefly mentioned this case, because the same type of relaxation is (at least 
phenomenologically) also observed in the frustrated heavy-fermion system CePt2Sn2 (see 
sect. 9.3.1), which indicates that it might be a general feature of spin systems too strongly 
frustrated to achieve long-range magnetic order. Characteristic is also the presence of 
persistent spin fluctuations in the limit T ~ 0. 

8.2.3. Static relaxation for non-Gaussian and non-Lorentzian field distributions 
The Kubo-Toyabe relaxation fimctions assume a Gaussian (dense spin system) or 
Lorentzian (dilute spin system) distribution for the three cartesian components of the 
local field B~. Usually full isotropy of field distribution is assumed, but the non-isotropic 
case has been treated as well (see sect. 3.2.2). 

In interesting contrast to the previous section, a small number of systems have 
generated ZF static monotonic decay of muon spin polarization (to the 1/3 asymptote), 
or with the minimum (in polarization before recovery to 1/3) too shallow to be fit 
with Gaussian or Lorentzian Kubo-Toyabe functions under any conditions. They have 
been found to be static by their ease of decoupling in LF, and by the fact that the 
long-time asymptote remains flat while increasing in amplitude as the LF is increased. 
The first indication of such relaxation was in data from a transition metal magnetic 
quasicrystal, icosahedral A1-Mn-Si (Noakes et al. 1995), but the situation there was 
complicated by inhomogeneous freezing (next section). Clear relaxation of this type has 
now been seen in the Kondo-lattice system CeCuxNil xSn (the magnetic behavior of these 
materials is discussed in sect. 9.2). For copper concentrations, x, large enough to cause 
clear spin freezing, and at temperatures well below Tg, ZF-~tSR spectra show rounded 
Gaussian-like initial relaxation, followed by a minimum whose depth appears to be a 
function ofx (an example is shown in fig. 98, bottom). For x = 0.1, there is no minimum at 
all, only monotonic relaxation (Kalvius et al. 1997a,b). Nonetheless, ~tSR in these samples 
decouples rapidly in LF with flat asymptotes, so the local fields appear to be static. Similar 
relaxation may have been observed in CeCu5 xGax (Wiesinger et al. 1997). 

Noakes and Kalvius (1997) have found a relaxation function that fits these shallow- 
minima spectra, by assuming a range of A values. Instead of a single type of muon 
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site with a Gauss ian  field distr ibution characterized by a single width parameter,  A, they 
assumed there is a col lect ion o f  m u o n  sites with Gauss ian  field distr ibutions that differ 
in their widths, with the probabi l i ty  o f  a part icular  A value governed by an independent  
Gauss ian  distribution, o f  width w, centered on  a most  l ikely value, Ao. The complete  field 
distr ibution is then a convolut ion integral o f  the two Gaussians  (which has no closed form 
solution), and the corresponding static ZF relaxat ion funct ion (the "Gauss ian-broadened  
Gauss ian"  Kubo-Toyabe  function) is the convolut ion o f  the broadening  with the single- 

site Kubo-Toyabe  function,  with closed form solution: 

Aefft 
G~ (t)= ~ + g I + R 2 + RzAz~t ~ j 1 -  I + R 2 + RzAzt~t 2 j 

( 22 
× exp 2 ( 1 + R  2 +R2Ae2fft2)] ' 

(74) 
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where 

A~ff = A 2 + W 2, (75) 

R = w/Ao. (76) 

Aeff is the initial rate of relaxation, while the ratio R governs the depth of the minimum, 
which ranges from the standard Gaussian Kubo-Toyabe for R = 0 (no broadening), 
through shallower values as R increases, until at R = 1 the minimum disappears and 
the relaxation becomes monotonic (see fig. 98, bottom left). Figure 98 (top left) shows 
the fit of this function (solid line) to that data, with in this case, R near 0.5. 

Note that Gaussian-broadened Gaussian relaxation was derived by mathematical 
manipulation, and is not based on a microscopic model of moments in a material. As such, 
it is phenomenological. While plausible microscopic models are easy to construct for 
small broadening, as R ---+ 1 and the minimum disappears, the field-component probability 
distribution, P(Bi), must diverge as Bi --+ O, an unusual requirement. 

Noakes (1999) has shown, by numerical simulation, that a microscopic model involving 
"range-correlated moment magnitude variation" (RCMMV) can produce such shallow, 
static ZF relaxation functions. In most localized-moment materials, the magnitude of 
that moment is constant (in magnetic order, the variation of the ordered moment with 
temperature is a change in balance with the disordered remainder of the total single- 
ion moment). The RCMMV model assumes that while moment orientation is always 
completely random, and moment magnitude is constant within small regions, moment 
magnitude varies randomly (between zero and a maximum value) between regions. The 
typical dimension of those regions defines a correlation length. Figure 98 (right) shows 
the minimum polarization of the simulated ZF relaxation functions as a function of 
(the reciprocal of) that correlation length. Arbitrarily shallow minima can be generated 
as the correlation length is increased. The correspondence between this model and 
the CeNil xCuxSn and A1-Mn-Si quasicrystal data suggests that ~tSR has detected a 
previously unsuspected form of static moment-magnitude order/disorder distinct from the 
static orientational disorder of ordinary spin glassiness. In CeCu0.2Ni0.aSn the minimum 
polarization is about 0.25. According to fig. 98 (right) this corresponds to a correlation 
length of ~3 rm-distances or, with an average Ce-Ce separation of roughly 4 A (Higashi 
et al. 1993), to ~12A. 

Recently, Larkin et al. (2000) have encountered (in a study of the spin-ladder 
system Sr(CUl-xZnx)203, which falls outside this review, but see sect. 8.3.4) muon 
spin relaxation functions with too shallow and too broad minima of polarization to be 
reproduced by Kubo-Toyabe functions. Again, longitudinal field data showed the spin 
system to be static. These authors used an approach (called Kubo golden rule, KGR), 
which was originally derived by Kubo (see Kubo 1981 and Yamazaki 1997) to describe 
their findings. For details we refer to the original papers. The KGR method allows the 
calculation of the muon spin relaxation function for arbitrary field distributions (if they 
can be described by arithmetic function). In the spin-ladder compound an exponential 
field distribution reproduced the data. The approach of Noakes and Kalvius (1997) can 
be reproduced using KGR. 
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Other special relaxation functions on a phenomenological basis have been given by 
Crook and Cywinski (1997) and K.M. Kojima et al. (1997). The treatment of dilute spin 
glasses based on various spin-spin autocorrelation functions (Keren et al. 1996, 2000) 
has been mentioned in sect. 8.2.1. 

8.2.4. Inhomogeneous freezing 
If  one has a disordered magnetic material in which the ZF ~tSR remains of large amplitude 
as the temperature approaches magnetic freezing from above, then one may observe 
inhomogeneous freezing. Consistent with the previous sections, generally the moment 
size must be reduced from the multiple-#B moments of Gd, Tb, Dy, etc. in order to 
retain detectable signal amplitude (beyond the dead time) at freezing, so many of the 
f-electron examples of this have been observed in Ce, Yb and U compounds variously 
labelled "Kondo lattices" or "heavy-fermion materials", and discussed in sect. 9. Some 
discussion of inhomogeneous freezing in such materials is in Schenck (1993). 

Long-range magnetic ordering transitions in high-quality samples cause the entire 
sample to enter the ordered state at the same temperature (for first-order transitions, 
when the first seed forms). In contrast, in a sample with disordered magnetic freezing 
the pre-existing disorder (of whatever kind) allows clusters where statistical variations 
have resulted in enhanced coupling (or reduced frustration) to spin-freeze at a higher 
temperature than other clusters elsewhere in the sample. It is then believed that the 
relatively sharp freezing signal that defines the glass transition temperature (Tg in bulk 
probes occurs at cluster percolation: at this temperature the largest cluster, formed by 
mergers of expanding smaller clusters, reaches "infinite" (linear) size. But it is still 
likely that only part of the total volume of the sample is involved and some spins 
remain unfrozen at Tg. gSR often does not see a distinctive signal at Tg but sees the 
inhomogeneous freezing develop instead. Often at temperatures slightly above Tg a fast- 
relaxing signal indicative of frozen (or very slow fluctuating) spins develops with small 
initial amplitude, while most of the signal remains more slowly relaxing, indicative of 
paramagnetism. As the clusters grow in volume, the fast-relaxing ~tSR signal increases 
in amplitude at the expense of the slow signal. An example is shown in fig. 99. Usually, 
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temperature (see sect. 9.3.1.8); from Luke 
et al. (1994a). 
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at some temperature below Tg the last of the paramagnetic volume disappears, all spins 
are frozen, and the ~tSR becomes a single (fast) signal. In the classic dilute spin glasses, 
inhomogeneous freezing typically extends from about T = 1.1 Tg down to several tenths 
of Tg below Tg (see e.g., Pinkvos et al. 1990). In fig. 99, the increase of frozen volume 
with decreasing temperature is halted by the onset of superconductivity at Tc. 

8.3. Results on disordered f-magnetism 

In this section we discuss some disordered magnetic systems that do not fit well under 
any of the subject headings of the other sections in this review, am-DyAg (sect. 8.3.1) 
is the only amorphous f-moment material studied with ~SR to date, as the pyrochlores 
(sect. 8.3.2) are the only "perfectly frustrated" f-magnets studied with ~SR. Quasicrystals 
(sect. 8.3.3) must stand somewhat separately because they have atomic structure that is 
neither amorphous nor merely disordered-crystalline. For a discussion of spin-glass-like 
behavior in Ce, Yb, and U strongly correlated electron materials, see sect. 9. 

8.3.1. Amorphous DyAg 
Some time ago, Kalvius et al. (1986, 1987) compared the gSR behavior of a crystalline 
lanthanide AFM DyAg (TN = 60K) (see sect. 5.2.2), with the amorphous material of 
the same composition, which would in detail be called am-DysoAg50. Since AFM is 
not possible in an amorphous compound, one finds am-DyAg to be asperomagnetic 
below Tc = 18 K. Asperomagnetism is related to conical ferromagnetism, the difference 
being that the angles of spin direction with respect to the direction of magnetization 
are randomly distributed within the cone. For a review of the properties of amorphous 
magnetic materials, see Chappert (1982). Conical FM is an outcome of magnetic 
anisotropy and in amorphous R magnets the dominant feature is a randomness 
in anisotropy interaction (rather than in exchange interaction as in the amorphous 
3d materials, e.g., the so-called Metglasses). There is no significant difference in effective 
Dy 3+ moment between the crystalline and amorphous materials. In both cases the moment 
is close to the Dy 3+ free ion value. 

As discussed in sect. 5.2.2, the crystalline sample provided interesting results of its 
own, generating static Lorentzian Kubo-Toyabe relaxation in the ordered state due to 
near-perfect field cancellation at the muon site. In the paramagnetic state the muon spin 
relaxation was (ordinary) exponential, indicating a Gaussian-like field distribution when 
the moments are not magnetically aligned. The temperature dependence of relaxation rate 
is consistent with fast fluctuations of the local field with its fluctuation rate increasing 
with temperature in the usual fashion. In the paramagnetic state of the amorphous sample, 
the muon relaxation rate was much higher, rising as temperature was lowered until the 
signal began to be lost in the initial dead time in the vicinity of 90 K, far above the 
ordering temperature. We have already mentioned in sect. 8.2.1 that amorphous DyAg 
was the first case where varying power exponential relaxation has been observed: the 
relaxation spectrum is only exponential in shape at room temperature, then taking power- 
exponential shape with power decreasing smoothly as temperature decreases, to p -~ 1/2 
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Fig. 100. ZF ~tSR spectra in amorphous DyAg (left), and temperature dependence of the relaxation rate )~P 
(right) in comparison to the simple exponential rate in crystalline DyAg (Kalvius et al. 1986). 

at 90K, where asymmetry begins to be lost. These results are summarized in fig. 100. 
There had been previous indication from M6ssbauer effect data that the Dy fluctuation 
rate was much slower in the amorphous material than in the crystalline (Chappert et al. 
1982), with which the difference in muon relaxation rates between the two materials is 
consistent. As the likely cause, the lower symmetry of  the local surroundings of  the 
Dy 3+ ions and its effect on CEF states has been suggested. In ~tSR the broader field 
distribution in the amorphous sample must be considered as well. Its presence is indicated 
in the low-temperature data (T < Tc) to be discussed below. More difficult to understand 
is the temperature dependence of  the shape of  the relaxation function (as described in 
sect. 8.2.1). One must state at this point once more, that varying power relaxation as 
described appears to be a common feature in (magnetically) disordered systems, both in 
the magnetically dilute and concentrated ranges and is often taken as the indicator for 
the presence of  magnetic disorder. The underlying reason for a non-exponential shape 
of  decay of  muon spin polarization in the dynamical limit is a distribution of  fluctuation 
rates of  the magnetic moments. This interpretation again is consistent with the M6ssbauer 
result o f  Chappert et al. (1982) where a fit with at least two different relaxation rates was 
required to reproduce the spectral shape below ~140K. 
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Below Tc, a slow relaxing 1/3-tail signal appears, suggesting very slow spin fluctuations 
in the ordered state, in agreement with the earlier M6ssbauer results (Chappert et al. 
1982). The (nearly) static depolarization is obviously much faster than in the crystalline 
material, an outcome due to the increased width of field distribution caused by the 
randomness of distribution of ions on the lattice sites. No effect of LF was seen at 
any temperature in the amorphous sample, but at the time, fields above 0.4T were 
difficult to generate at ~tSR spectrometers, and separately, temperatures below 3 K were 
not easily attained (compare to the more-advanced technology used recently for LF ~tSR 
in quasicrystals, described below). 

8.3.2. Highly frustrated rare-earth systems 
The R2T207 (T = transition metal) pyrochlore-structure materials are geometrically frus- 
trated when crystallographically perfect. In both, the rare-earth sublattice, and separately 
the transition-metal sublattice, which may bear moments as well, the magnetic ions 
reside in connected tetrahedra over which a near-neighbor antiferromagnetic interaction 
(these are insulators) cannot be satisfied (see discussion on YMn2 in sect. 5.3.3). 
The first really interesting member to appear was Y2MoaOT, where the moment 
resides on the molybdenum. This material, though to all probes stoichiometric and as 
crystallographically perfect as can be determined, executes a spin-glass freezing at 22 K 
(Raju et al. 1992). This is a case then, where standard spin-glass folklore is contradicted. 
The material appears to have frustration but no disorder, so it would be expected to behave 
like a Kagom6 lattice (remain paramagnetic), but instead it freezes. The Mo moment 
is small, so it is hard to see any magnetic effect with neutrons, but ~tSR sees fairly 
standard spin-glass freezing spectra (Dunsiger et al. 1996a, 1997), with large asymmetry 
retained below Tc, but only visible in the few earliest bins of the spectra (see fig. 101). 
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Slightly unusual, however, is the shape of the nearly static spectrum well below Tg: the 
relaxation proceeds to the 1/3-tail through a minimum far too shallow to be fit with the 
Gaussian Kubo-Toyabe relaxation function to be expected for this dense-moment system. 
The frozen state may thus be similar to that observed in Ce(Ni,Cu)Sn (sects. 8.2.3, 9.2). 

In TbzMo2OT, the freezing temperature is only slightly higher, 25K, suggesting 
that the Mo-sublattice magnetic interactions are still dominant. With the much larger 
Tb moments present, short-range magnetic correlations are seen in neutron scattering 
(Gaulin et al. 1992). The muon spin relaxation rate is (not surprisingly) much higher, but 
the same qualitative temperature behavior is seen (Dunsiger et al. 1996b). In Tb2Ti207, 
where titanium does not carry a moment, there appears to be no magnetic freezing or 
ordering of any sort (Gaulin et al. 1998). In this material, muon spin polarization decays 
monotonically (compare insets to fig. 101, left and right), apparently in the fast fluctuation 
limit, down to at least 70mK (Gardner et al. 1999). The saturation low-temperature 
relaxation rate (fig. 101, right) corresponds to a Tb 3+ fluctuation rate of 0.04 THz, which 
is a good measure of the effective exchange constant. Thus, there may be interesting 
information yet to be learned from these pyrochlore materials on what causes and controls 
spin-glass freezing in geometrically frustrated systems. 

Gadolinium gallium garnet Gd3GasO12 (GGG) has two-dimensional magnetic frus- 
tration (involving triangles of moments), whereas the pyrochlores discussed above have 
three-dimensional frustration (tetrahedra of moments). Used in commercial memory and 
switching devices operating at room temperature, high-quality single crystals of GGG 
have been available for some time (see e.g., Fisher et al. 1973), but the interesting low- 
temperature magnetic effects have only been discovered recently. In zero applied field 
this material appears to exhibit spin-glass freezing between 0.15 K and 0.2 K (Schiffer 
et al. 1995), but strangely, antiferromagnetic ordering is induced by ~1 T applied field up 
to near 0.4K (Schiffer et al. 1994, Tsui et al. 1999). The entropy change in field of this 
material is large enough to permit continuous magnetic refrigeration to temperatures of 
order 1 K using it (Daudin et al. 1982). 

The thermal neutron absorption of natural gadolinium is so strong that magnetic 
neutron scattering is only practical on samples made from isotopically tailored (to remove 
the difficult isotope, 157Gd) starting material. One neutron diffraction study of a powder 
of 16°Gd3Ga5012 has appeared (Petrenko et al. 1998). Only zero applied field results 
are reported, and while a freezing is observed at 0.14K, no more than 15% of the 
sample volume is frozen at 0.043 K. The authors suggest the freezing is nucleated around 
impurities and/or defects, such as Gd +-+ Ga site exchange. 

ZF and LF-~tSR has now been reported by Dunsiger et al. (2000). The ZF relaxation 
function is root-exponential at all temperatures down to 0.025 K, indicative of a dilute 
spin system with substantial dynamics. This supports the idea of isolated islands nucleated 
around defects, but indicates only slowed fluctuations, not full freezing. The apparent spin 
fluctuation rate drops starting near 1 K (where bulk probes see effects they attribute to 
short-range magnetic order, Schiffer et al. 1994), but does not extrapolate to zero, and 
shows no effect around 0.14K. Thus gSR sees no spin-glass transition. All of this is 
generally consistent with the neutron diffraction results. In LF at 0.1 K, the relaxation 
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rate was higher at 0.2 T than at ZF, but then fell smoothly with increasing applied field, 
showing no effect at the reported onset of AFM at ~0.6 T or the reported return to 
paramagnetism at ~1.4T. Thus, while ~SR may have detected a reduction of the spin 
fluctuation rate in low applied field, it does not see any indication of the claimed field- 
induced AFM state. 

8.3.3. Rare-earth quasicrystals 
Quasicrystals are solid materials that display long-range orientational order without the 
translational periodicity of crystalline lattices. They generate diffraction patterns with 
sharply defined peaks but with axes of rotational symmetry (such as 5-fold and 10- 
fold) not allowed by any space group. While there are a number of review monographs 
concerning ongoing research and debate on their structures (see e.g., Janot 1992, Goldman 
and Kelton 1993), there are no reviews in print about the occurrence of magnetism 
in these materials. This is partly because it has been relatively rare: the vast majority 
of quasicrystals show no evidence of electronic magnetic moments. Fe is apparently 
nonmagnetic in quasicrystals (early reports of ferromagnetism were due to impurity 
phases). The only well-established transition-metal magnetic quasicrystal is icosahedral 
(i-)A1-Mn-Si (Bellisent et al. 1987, Eibschiitz et al. 1988, Berger and Pr6jean 1990), 
which is spin glassy. The only actinide quasicrystal known to these authors is i-Pd-U-Si 
(Wong and Poon 1986, Wosnitza et al. 1988), available only in quantities too small for 
~tSR. 

Recently, Japanese researchers discovered the first rare-earth quasicrystals, i-R-Mg- 
Zn (Niikura et al. 1994, Hattori et al. 1995a,b), where R can be Gd, Tb, Ho and Er (at 
least). These show bulk probe signatures of spin-glass freezing (in all cases, below 10 K). 
A European group, making its own samples, has reported magnetic quasilattice peaks 
in neutron diffraction, particularly from i-Tb-Mg-Zn, below 20 K (Chattier et al. 1997), 
but without any corresponding signal in bulk measurements (Chattier and Schmitt 1997). 
Muon spin relaxation measurements were first performed on Japanese samples by Noakes 
et al. (1998) and recently on independently made samples by Charrier et al. (1999). 

gSR in i-A1-Mn-Si (Noakes et al. 1995) was briefly mentioned above in sect. 8.2.3, 
introducing the Gaussian-broadened Gaussian static ZF relaxation function. It will be 
discussed in more detail now. In spite of compositions like A175.sMn20.sSi4, with at least 
20% of the ions being Mn, above Tg the samples generated ZF%tSR spectra consistent 
with dilute-moment spin-glass behavior, indicating that only a fraction of the Mn ions 
possess electronic moments. Then, below Tg, anomalous behavior was observed, in 
that freezing remained inhomogeneous to the lowest temperatures (T << Tg), and the 
frozen-region ZF signal became static monotonic relaxation to the 1/3-asymptote (see 
sect. 8.2.3). The ~tSR observed in i-Gd-Mg-Zn and i-Tb-Mg-Zn was, however, quite 
unlike that in the manganese quasicrystal. This time, with compositions RsMga2Zns0, the 
paramagnetic-state ZF%tSR spectra were consistent with dense-moment paramagnetism, 
with temperature-dependent relaxation persisting to at least 200K (fig. 102, left), and 
the relaxation rate increasing as temperature decreased to the point that it was "lost in 
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model From Noakes et al. (1998). 

the initial dead time" for the Tb sample below 40 K (far above Tg). The relaxation rate 
was generally lower for the Gd sample (which we attribute to non-cubic CEF effects 
slowing the paramagnetic fluctuation rate of the Tb moment, increasing its coupling to the 
muon), but strangely, the Gd-Mg-Zn paramagnetic ZF relaxation was exponential, while 
the faster Tb-Mg-Zn relaxation could only be fit as "power-exponential" (as described 
in sect. 8.2.1), with the power decreasing toward 0.5 as temperature decreased toward 
40 K. This is the first case we know of where power-exponential relaxation can be turned 
on and off by a simple ion substitution normally thought to change only the single-ion 
anisotropy (by CEF) while leaving the magnetic interactions unchanged. This is as yet a 
mystery. 

In spite of the report of magnetic quasilattice ordering near 20 K, there is no indication 
in the ZF-~SR spectra of any magnetic transition in that temperature range. The reduced- 
asymmetry signal from the Tb sample develops indications of a near-static 1/3 tail 
below 12 K, consistent with the spin-glass freezing reported in bulk measurements. The 
Gd-sample signal retains full asymmetry down to near 3 K. Complex shape changes 
below 10K and rapid increase of the overall rate of relaxation below 8 K indicate an 
inhomogeneous freezing process often seen in spin glasses. Below 3 K the Gd quasicrystal 
ZF-gSR signal joins that of the Tb quasicrystal in being mostly lost in the dead time. 

At temperatures far below Tg, where the moments may be static, and it would 
then be possible to measure the field distribution without the complication of spin 
dynamics, ZF%tSR is of little use in these (and in many other dense-moment disordered 
magnetic) materials because most of the information wanted is lost in the dead time. 
There is then, however, some opportunity for LF-~tSR. If  a significant fraction of the 
moments have fluctuation rates of less than a few per microsecond (and a 1/3 tail, 
when seen, indicates there is such a fraction), and if the longitudinal field that can be 
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applied approaches the characteristic width of the field distribution, then LF decoupling 
can increase the amount of resolved asymmetry and provide information on the field 
distribution. Figure 102 (right) shows the effect of 2 Tesla LF in comparison to 40roT 
(which is clearly negligible relative to the internal fields operating) in i-Gd-Mg-Zn at 
1.5 K. The solid lines show the fit of a model having a Ganssian field distribution with 
RMS field near 1 T and very slow (<5~ts -1) fluctuations. Similar partial decoupling 
spectra were observed in i-Tb-Mg-Zn at similar temperatures. This is an impressive 
example of the application of a strong longitudinal field to bring asymmetry back from 
the dead (time). 

Work by Charrier et al. (1999) was carried out at the ISIS pulsed source and thus 
suffered more severely from losses of asymmetry in the initial dead time. The results for 
the Gd and Tb compounds are quite comparable to those ofNoakes et al. (1998) when this 
limitation is taken into account. In particular, the (unexplained) two-signal spectra (rapidly 
and slowly relaxing) are observed as well. The study also includes measurements on the 
Dy and Y compounds. The former behaves much like the Tb quasicrystal, as expected. 
The Y material is nonmagnetic and muon spin depolarization arises solely from nuclear 
dipole moments. The fact that no sudden change in the rather weak depolarization rate 
(~0.01 ~ts -1) was seen between 300K and 10K makes muon diffusion unlikely in this 
structure. 

Recently published descriptions of syntheses of R-Mg-Zn quasicrystal samples by 
other research groups (Islam et al. 1998, Sato et al. 1998) indicate that bulk properties may 
depend delicately on the details of preparation. These groups were unable to reproduce by 
neutron diffraction the sharp quasilattice peaks reported by Charrier and Schmitt (1997), 
a result consistent with the BSR results of Noakes et al. (1998). The similarity of the 
data of the two ~tSR studies, which used samples of quite different origin, means that the 
properties measured by ~tSR are relatively insensitive to sample preparation. 

8.3.4. Novel reduced-dimensionali(y systems 
Separate from thin films (and recently nanowires), which are like two- (or one-) 
dimensional surfaces (or lines) by brute force construction, it is also possible to get 
reduced-dimensionality magnetic behavior in otherwise 3D bulk materials by tailoring 
the magnetic couplings to be large in some directions and much smaller in others. 
This happens, for example, in intermetallics with a low lattice symmetry where the 
distance between neighboring magnetic ions varies greatly for different crystalline 
directions. A case mentioned earlier are the RGa6 compounds (sect. 5.4.4). Another 
approach are bond-network materials, where the dominant magnetic coupling is short- 
range superexchange along the bonds. The majority of such materials are transition 
metal oxides, but they are not always insulators: valence-imbalence alloying may produce 
charges free to move within the bond networks. 

As said, the majority of these cases involve transition metal magnetism outside the 
scope of this review. Numerous classes of materials showing such behavior have been 
given special names and most were at least sampled by p~SR, such as "Haldane gap" (e.g., 
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K.M. Kojima et al. 1995b), "spin-Peierls transition" (e.g., Fudamoto et al. 1999, Garcia- 
Mufioz et al. 1995b) and "spin chain" (e.g., Higemoto et al. 1998) compounds. Another 
class is "spin ladders" (spin chains connected by cross links), which includes RCuO2.5. 
The copper is magnetic, and f-moment-free LaCuO2.5 was studied with gSR by Kadono 
et al. (1996). Magnetic "ordering", which the reviewers here suspect is merely spin 
freezing, was deduced to occur at 125 K from the sudden loss of asymmetry in a (poor- 
time-resolution) pulsed-beam experiment. Recently, a conference contribution (Kakuta 
et al. 2000) presented data on (Pr, Ca)CuO2.5 and (Nd, Ca)CuO2.5. The spin freezing 
temperatures are severely reduced. In this experiment there was enough time resolution 
to see that ZF-spectra below the transition temperature are roughly Kubo-Toyabe-like, 
with polarization rapidly dropping to a single minimum and then recovering, similar to 
what was observed in spin-ladder Sr4Cu6Oi0 (K.M. Kojima et al. 1995a), except that 
now some slow spin dynamics persist below the freezing (which may be due to the rare- 
earth moments not being well coupled to the frozen coppers, as in R2CuO4 discussed in 
sect. 7.2.1). The authors attempt to relate the freezing behavior to theoretical predictions 
of the behavior of spin ladders with odd and even numbers of  cross links. 

9. Correlated electron intermetallics 

9.1. Overview 

As their name implies, strongly correlated electron systems encompass materials whose 
dominant physical properties are determined by the presence of strong correlations in 
their electronic structure, in particular between the open shell (magnetic) electrons and 
the charge carriers in the conduction band. The most prominent members are the high T~ 
superconductors and the heavy-fermion (HF) compounds. The former have already been 
discussed in sect. 7, the latter are the subject of this section. 

Ideally, the specific heat of conduction electrons (or holes) in a metal is a linear function 
of temperature C = yT, where y, known as the Sommerfeld constant, is in the range 
0.001 to 0.01 J/(molK 2) for normal materials. In HF compounds, y reaches values up 
to 10 3 times larger (see tables 9, 10 and 11). In the basic theory of the specific heat 
of itinerant electrons (free Fermi gas), • is proportional to the effective mass m* of the 
charge carriers, and so the name "heavy fermions" has come to be attached to these 
high-y materials (see Stewart 1984). The linear relation between C and T is strictly 
fulfilled only in the limit of a free degenerate electron gas. In real materials, weak non- 
linearities show up that can be encompassed by, for example, allowing y to be temperature 
dependent, y(T). The Sommerfeld "constant" of interest is then the extrapolation of ~ for 
T - + 0 .  

The effective mass is a convenient parameterization of electron correlations. Such 
correlations can be generated only if there is overlap of the electron states involved, in 
the present case between the open shell orbits and the conduction electron (ce) band. At 
first sight, such a condition would seem to rule out lanthanide intermetallics, since in the 
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classical view the 4f states are highly localized at the lanthanide ion. The ce sea only plays 
the role of a medium transmitting the magnetic exchange coupling (RKKY interaction). 
More recently, it has become apparent that the model of highly localized 4f states is not 
always so rigidly fulfilled, especially in intermetallics containing elements with either a 
single 4f electron (Ce) or a single 4f hole state (Yb). Then one speaks of an "anomalous 
rare earth". In the actinide series, 5f electron delocalization is a dominant feature of the 
electronic structure up to Pu, and is notable in U compounds. Known HF materials thus 
mostly contain either Ce, U or Yb (to a lesser extent) as the f element. A few such 
compounds are known for other lanthanides (Sm, Nd) and for the transuranic actinides. 
Whether in the latter case (especially concerning Np) this reflects just the problems in 
producing systematically a wide variety of intermetallics on a large scale, or whether the 
increased 5f electron localization drives the systems into normal magnetic states, remains 
open at this stage. In any case, there are no vSR data available even for the established 
HF compounds of Np (e.g., NpBe13). Similarly, the question of 3d transition element 
HF compounds is still under controversial debate (e.g., Coles 1996). A possible candidate 
is FeSi, but that subject falls outside this review. 

The study of HF and related materials is a major field of present-day condensed matter 
research and a vast collection of data employing all available techniques and probes exists 
(see, for example, Grewe and Steglich 1991). ~SR is a small but important part of this 
endeavor. One speciality of ~tSR, its sensitivity to very small magnetic moments and to 
rather low frequency fluctuations (i.e., the limit co ~ 0), makes it particularly useful 
here. Some HF intermetallics possess moments of the order of 10-2/~u or less (yet non- 
zero) and others show spin fluctuations in the MHz region down to mK temperatures. In 
addition, often a disordered magnetic state is the ground state. We have already outlined 
the power of ~SR in this field (see sect. 8). 

Despite the strong and broad research effort, it is as yet not possible to distill from 
the experimental results much in the way of detailed general systematics of HF behavior. 
Similarly, an all-embracing theory is missing. The basic ingredients are believed to be 
understood (and will briefly be outlined below) and some of the observed features can be 
well explained. Yet, it is, for example, still not possible to predict a priori the ground 
state of a particular HF material, among the possible choices of antiferromagnetism, 
superconductivity or weak paramagnetism (with enhanced Pauli susceptibility due to the 
large m*). Indeed, the enhanced mass is a parameter that describes the paramagnetism of 
HF materials quite well as fig. 103 demonstrates: the deviations from a constant ratio of 
7 to susceptibility (the so called Wilson ratio) are rather small. 

Coexistence of superconductivity and AFM can occur and will be discussed. As in the 
preceding discussion of high-T~ materials, the pure superconducting state is not a subject 
of this review, although ~SR has made important contributions here as well. We refer the 
reader to reviews discussing ~tSR in superconducting HF compounds (e.g., Uemura and 
Luke 1993, Luke et al. 1994a, Heffner 1994, Amato 1995, 1997, to list just the more 
recent ones). Central to the study of HF superconductivity is the question whether odd 
parity superconductivity exists at all and if so, where is it to be found. This subject is 
still actively debated. 
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Table 9 
Cerium a heavy-fermion and related materials whose magnet ism has been studied with ~tSR 

Material ] / (J / (mol  K2)) T N b (K) T~ ° (K) ~ord (~B) ~Curie (biB) ~tSR references (selection) 

CeNiSn d 0.040 - - - 2.86 Kratzer et al. (1992, 1997a) 

Kalvius et al. (1994) 

7.0 - 0.8 2.65 Kalvius et al. (1994, 1995b) 

0.011 17.5F - 1.2 2.71 Nevil le et al. (1996) 

<0.2 7.5 - 0.85 -2 .8  Kalvius et al. (1995a,b) 

0.1 - - - rda Rainford et al. (1995a) 

Lids t r rm et al. (1997) 

? ~40? 6.1 ~ 10-~? ? Huxley et al. (1996) 

22.5 g - 2.1 2.38 KlauB et al. (1994, 1995) 

0.13 3.9 - 0.89 2.53 Hartmann et al. (1989) 

1.25 0.64).8 - ~<0.1 2.6 Barth et al. (1987, 1989b) 

Amato et al. (1994b) 

~1.5 1.1 - 0.55 2.50 Uemnra et al. (1986) 

0.12 4.1 - 0.36 2.63 Wiesinger  et al. (1994) 

0.26 2.4 - 0.28? 2.44 Feyerherm et al. (1994c) 

1.6 . . . .  2.6 Amato et al. (1993a) 

0.1 ~10 ? ? 1.7 Krivosheev et al. (1997a) 

0.3~).6 (see text) ~<0.7 -0.13 2.7 Feyerherm et al. (1997) 

Luke et al. (1994b) (Cuz2) 
Uemura et al. (1989) 

0.35 - - - 2.53 Amato et al. (1993b, 1994a) 
Sekine et al. (1994) 

~0.02 8.5 7.5 ? ? Walf  et al. (1999) 

-0 .05 ~37 - -2 .4  ~2.5 Dalmas de Rrotier  et al. (1990a) 

0.086 ? - ? ~2.6 Dalmas de R~otier et al. (1997) 

complex 1.6 - ? 2.49 Lids t r rm et al. (1996a) 

complex 0.50 - ? 2.50 Lids t r rm et al. (1996a) 

3.5 0.88? - ? 2.59 Luke et al. (1995, 1997a) 

Lids t r rm et al. (1996a) 

0.34 ~<2.8 - 0.47 2.37 Mentink et al. (1994a,b) 

0.020 115F - 0.4 1.0? Cooke et al. (1996) 

2.5 ? - ? 2.45 Amato (1995) 

Amato et al. (1997h) 

CevNi3 i ~1.5 1.8 - ? ~2.6J Yakabatake et al. (1998b) 

CePdSn d 

CePdSb d 

CePtSn d 

CeRhSb d 

CeRu~ 

(CeSb) e 

(CeA12) f 

CeA13 

CePb 3 

CeCu5 

CeB 6 

CeCu 6 

CeRuSi z 

CeCuzSi 2 

CeRu2Si2 

CeRu2 Ge2 h 

CeRh 2 Si 2 h 

CePt 2 Si 2 i 

CeCu2Sn2 

CePd2Sn2 

CePtzSn 2 

CePd2A13 

CeRh3B z 

Ce3Au3Sb 4 

con~nued on n e x t p a g e  
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a For Cerium metal 7 = 0.013 J/(molK2); the free-ion moment of Ce 3+ is 2.14/2 B and /~cu,ie =2-54/~B. 
b TN is the N~el temperature except for CePdSb and CeRh3B2, where F indicates a ferromagnetic Curie 
temperature. 
° T~ is the superconducting transition temperature. 
d See sect. 9.2. 
e See sect. 5.2.1. 
f See sect. 5.3. 
g Several transitions into different AFM structures follow. 
h Not truly a heavy-fermion system but used as endpoint in series of pseudo-ternary compounds. 

See sect. 9.4. 
J Two different magnetic Ce sites with 2.61 and 2.52#B. 

It is impossible to review the complete sweep of theory, nor all the observed 
HF properties and the general experimental literature in this review. We refer the reader 
to the numerous publications available on those subjects (e.g., Stewart 1984, Kasuya and 
Saso 1985, P.A. Lee et al. 1986, Ott 1987, Fulde et al. 1988, Grewe and Steglich 1991, 
Aeppli and Fisk 1992, Loewenhaupt and Fischer 1993, Hewson 1993, Steglich et al. 
1994, Wachter 1994, Aeppli and Broholm 1994, Nieuwenhuys 1995, Fulde 1997). On 
the whole, we will not even be able to connect on a broad basis the ~tSR results with 
other measurements on the same material, which are often contradictory in themselves. 
One problem is, the HF ground state is often formed as the result of a rather intricate 
balance of various competing interactions, which makes it highly susceptible to variations 
in sample properties such as purity, internal stress, etc. Reproducibility is a problem 
and, strictly speaking, gSR spectroscopy should be performed on the same sample as 
the related measurements of other type. This, unfortunately, is too seldom the case. We 
shall sometimes be limited describing and explaining the gSR results on their own merit. 

Without going into details of theory one may use the following basic concept of heavy- 
fermion behavior, in particular with respect to their magnetic properties. HF compounds 
are three dimensional intermetallic compounds or alloys with f transition ions in high 

concentration. This lattice of f ions is imbedded in the Fermi sea of (s, p, d) conduction 
electrons. Each material possesses a characteristic temperature T*, called the "Kondo 
lattice temperature". Far above T*, the HF compound behaves like a normal lanthanide 
or actinide intermetallic, that is, like a free paramagnet with sizeable localized magnetic 
moments. Normal Curie(-Weiss) behavior is observed, the usual CEF influence being 
present where applicable. In this regime, coupling between f states and ce is negligible, 
save the RKKY interaction. This picture changes fundamentally below T*. Then, the f-ce 
coupling becomes increasingly strong and the heavy charge carrier mass develops. The 
effective mass is proportional to the density of states (DOS) around the Fermi energy EF, 
meaning that an extremely high DOS at EF is one of the most characteristic features of 
HF materials. The strong correlations lead to the formation of a narrow resonance in the 
DOS at EF. In this low-temperature regime one may describe the HF metal by a system 
of heavy itinerant electrons (fermions) generally treated within the framework of Fermi- 
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Table 10 

Uranium" heavy-fermion materials whose magnet ism has been studied with ~tSR 

Material ~ (J/(molK2)) T N (K) T c (K) ~ord (#B) #Curi~ (#B) ~tSR references (selection) 

(USb) b 247 - 2.85 3.64 Asch (1990) 

Asch et al. (1994) 

(UAlz) c 0.145 - - - 3.1 Kratzer et al. (1986) 

UGez 0.03 - 52 1.43 Yaouanc et al. (1999a) 

(UIn3) d -0 .05 88 - 1.0 3.6 Zwirner  et al. (1993) 

Kratzer et al. (1994b, 1997b) 

(USn3) d 0.17 - - - 2.5 Zwirner  et al. (1993) 

Kratzer et al. (1994b, 1997b) 

UPt 3 0.425 5 0.48 0.02 3.0 Dalmas de Rrot ier  et al. (1995) 
Luke et al. (1993a,b) 

Broholm et al. (1990) 

UCu5 0.086 15 - 1.55 ? 3.53 Barth et al. (1986b) 

Schenck et al. (1990b) 

UCdll  0.25 5 - <1.5 3.45 Barth et al. (1986c) 

UBe13 e ~0.8 - 0.87 - 3.5 Luke et al. (1991) 
Heffner et al. (1986) 

U2Znl7 0.20 9.7 - 0.8 3.3 Barth et al. (1986b, 1989a) 

Schenck et al. (1992) 

Uz4AU~l 0.3 22 2.3, 1.5 3.3 Schenck et al. (1998a) 

URu2Siz 0.065 17 1.3 0.03 3.51 Knetsch et al. (1993) 
MacLaughl in  et al. (1988) 

Luke et al. (1994a) 

URh2Ge 2 0.305 - 2.98(B II c) Nieuwenhuys et al. (1998) 

1.25(B II a) 
UNi2A13 0.12 4.6 -1  0.12 n/a W.D. Wu et al. (1994b) 

Amato et al. (1992b) 

UPd2A13 <0.15 ~14 ~2 0.85 3.2 Feyerherm et al. (1994a,b) 
W.D. W n e t  al. (1994b) 

UNi4B >0.4 20 - 2.2 2.9 Nieuwenhuys et al. (•995) 

a For uranium metal • = 0.012 J/(molK2); the free-ion moments  of  U 3÷ and U 4+ are 3.20/z B and 3.27#B , while 

the Curie law moments  are near 3.6/~B for both ions. 
b See sect. 5,2.1. 
c See sect. 5.3. 
d See sect. 5,2.3. 

e The pure material  is nonmagnetic;  magnet ism is induced by doping with Th. 
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Material y (J/(molKZ)) T N (K) T~ (K) ~ord (#B) #Cure (#B) BSR references 

PrInAg 2 6.5 - - 3.63 MacLaughlin et al. (2000b) 

Sm3Se 4 0.79 - - - ? Takagi et al. (1993b) 

Sm3Te 4 0.6 - - - ? Amato  et al. (1997b) 

YbB12 ~ - - 2.95 Yaouanc et al. (1997, 1999b) 

YbBiPt ~8 0.4 - 0.1 - Heffner et al. (1994) 

Amato  et al. (1992c) 

YbNiSn a 5.7F b 0.85 Bonville et al. (1997) 

YbPdSb 3 ~1(?) - - 4  Bonville et al. (1997) 

YbAuCu 4 -0 .2  0.6-1 - 1.45 4.4 Bonville et al. (1996) 

YbgAs 3 0.2 . . . .  Amato  et al. (1997b) 

Yb2Cu 9 0.6 - - - 4.22 Amato  et al. (1998) 

See sect. 9.2. b Curie temperature. 
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liquid theory, first developed by Landau (for details see the reviews on HF theory listed 
above). 

Kondo (1964, 1969) showed that the behavior of a single magnetic impurity in 
a nonmagnetic metallic host at low temperatures cannot be understood in terms of 
the electronic states of the impurity ion alone, but must be treated as a many body 
phenomenon. Around the impurity a screening cloud of spin-polarized ce develops when 
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the temperature is lowered below a characteristic temperature TK(the Kondo temperature) 
specific to the impurity system. This impurity-ce correlation tends to form a singlet 
ground state which, by definition, is nonmagnetic. 

For a treatment of HF with their dense sub-lattice of magnetic ions this concept must 
be extended (the "Kondo lattice problem") within the frame of Fermi-liquid theory. The 
then-resulting characteristic temperature T* is in most cases comparable to Tr: and again, 
for T < T* the Kondo interaction works towards the establishment of a nonmagnetic 
singlet ground state. The now-relevant periodic structure in the position of magnetic 
ions leads at temperatures well below T* to coherence effects (one may also define a 
separate Kondo coherence temperature Tcoh) creating a band of heavy quasiparticles with 
a width on the order of T*, which is then thought to provide the charge carriers for 
HF superconductivity. 

Magnetically, the I-IF materials feature the competing influence of the demagnetizing 
on-site Kondo interaction (whose strength can be expressed by kT*) and the magnetizing 
intersite RKKY interaction (of strength kTRI~Y). It is this competition that makes the 
study of  magnetic behavior of HF intermetallics such an interesting subject. Which of 
the two interactions dominates to generate either a magnetic ground state (often with 
significantly less than free-ion moments) or a nonmagnetic ground state depends on details 
of the correlated electron structure in the material. 

The correlations between f and ce spins is generally described by a dimensionless 
coupling constant g that roughly reflects the degree of delocalization of the f electron 
states. One writes 

g = NEF Iffl, (77) 

where Ne~ is the DOS of ce at Er, and ,7" is a measure of the f-electron/conduction- 
band hybridization as commonly used in the Anderson impurity model (see, for example, 
Grewe and Steglich 1991). One finds 

kTRKKy oC g 2 and kT* oc exp ( - 1 )  . (78) 

Clearly, for small values of g the RKKY interaction wins and a magnetic state results. 
Moving towards large values of g the Kondo compensation becomes more and more 
effective, leading to progressively weaker magnetism. One defines the critical coupling 
constant gc where kTRKKY = kT*. This simple treatment is known as the "Kondo- 
necklace" model (Doniach 1977) and pictures of the type shown in fig. 104 are its 
common representation. It is a coarse, but highly useful approach. Especially in the case 
of actinide HF compounds, where more than one 5f electron is involved (typically 5f 3 
and 5f 2 configurations) a single parameter g may not suffice. More advanced theories 
of the Kondo interactions like the "multi-channel" or "quadrupolar" Kondo interaction 
(D.L. Cox 1987, 1993) have been put forward and work successfully in certain cases. 

The situation within this fundamental scenario can be summarized more generally by 
the graph shown in fig. 105. The range g << 1 describes intermetallics with isolated 
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Fig. 104. The Kondo-necklace model: mov- 
ing from the critical coupling constant gc 
to the right strengthens the Kondo inter- 
action (T*) and in consequence weakens 
magnetism. When moving to the left, the 
RKKY interaction (TRKKy) wins, leading 
to increasingly localized magnetism. The 
different regions, marked I, II and III, are 
explained in more detail in fig. 105. After 
Doniach (1977). 
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f states, that is, normal stable moment f-electron magnetism. The region of somewhat 
larger g < 1 is the HF regime. It is divided into local moment HF magnetism (g < go) 
and (itinerant) HF band magnetism just above gc. Further away from gc towards g = 1, we 
enter the nonmagnetic regime. In the range of weak band magnetism and no magnetism 
one finds HF superconductivity, but not necessarily in all cases. This region is well 
described by Fermi-liquid theory. Slightly above gc the Fermi-liquid description breaks 
down and novel phenomena appear, referred to as non-Fermi-liquid (NFL) behavior (see, 
for example, von L6hneysen 1996a,b, 1997) which we shall discuss later on in sect. 9.4. 
Finally, for g > 1 one enters the intermediate valence (IV) regime. Around the borderline 
between HF and IV behavior one finds systems called either "Kondo semiconductors" or 
"Kondo semimetals" and in the extreme case "Kondo insulators". They are characterized 
by the development of  a hybridization gap or a pseudo-gap (which is a gap just marginally 
closed at EF) in the HF-DOS around EF (see, for example, Fisk et al. 1995, 1996). 
These materials exhibit IV behavior at high temperatures as can be seen from lattice 
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Table 12 
Intermediate valence compounds studied by ~tSR 

Material 7 (J/(molK2)) T N (K) T~ a (K) #ord (#B) /~Cu~e (/~B) p~SR references 

CeSn 3 0.053 - - - 2.96 Wehr et al. (1982, 1984) 

CePd 3 - - 2.5 Wehr et al. (1984) 

Cet ,Th~ ~150 Wehr et al. (1981) 

EuPdAs ~5 ~170 Klaul3 et al. (1997a) 

Smo.9Lao.lS Schenck et al. (1997c) 

a Ts is a crystallographic transition temperature connected to change of  valence. 

parameters or reduced magnetic moments. They often have comparatively low values of 
3/because the presence of a gap leads to low charge-carrier densities. The exact origin 
of the gap in Kondo semiconductors and insulators is still under debate, as is the precise 
role played by the IV properties. It appears to be a common, but not absolutely necessary 
ingredient. For example, YbB12, one of the most typical Kondo insulators, is of rather 
pure valence (yb3+). Also, from what has been said one might naively get the impression 
that IV materials tend to be insulators. This is of course not the case. Many IV compounds 
are good metals. 

A comprehensive review of ~tSR studies in HF materials has been published by 
Amato (1997). It discusses both the applications of 9SR to HF superconductivity and 
to magnetism. As stated already, we restrict ourselves to the latter. The HF compounds 
to be discussed in this review are summarized in three tables. Not listed are compounds 
for which only recent short papers (i.e., conference abstracts or progress reports) are 
available. Furthermore, these tables list only the basic compounds and not the alloys 
derived from them, such as, for example, CeCuxNil _xSn. We have subdivided into Ce, 
U and other compounds. The former two represent the majority of cases. The Laves- 
phase intermetallics CeA12 and CeRu2 are borderline cases and the former has been 
discussed in the context of other R cubic Laves-phase materials in sect. 5.3. The cerium 
and uranium mono-chalcogenides like CeSb and USb are occasionally considered low- 
carrier-density HF compounds (Kasuya 1993, Suzuki 1993). Their value of y is only 
moderately enhanced, but the carrier density is low, bringing (y/carrier) into the HF 
regime. The situation is most pronounced for the Yb monopnictides (Suzuki 1993), 
but ~tSR data do not exist for them to our knowledge. We have elected to discuss the 
Ce and U monopnictides in sect. 5.2.1. Similarly, UIn3, and USn3 have already been 
reviewed in sect. 5.2.3, although USn3 in particular is often listed among HF materials. 
The compounds discussed elsewhere are put in brackets in the tables. U6Fe (Luke et al. 
1990b) is believed to be an ordinary nonmagnetic BCS superconductor, and so will not 
be discussed. 

We will proceed as follows. In the first subsection we present the ~tSR information 
on Kondo metals, etc., since their behavior is somewhat different from typical HF com- 
pounds, which will be discussed in the next subsection. The sequence used is not based 
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on any physical properties such as band magnetism or local magnetism, since there are 
too many borderline or tmcertain cases. We simply followed an alphabetical sequence as 
has been used in the tables. Ce compounds are first (see table 9), followed by uranium 
material (see table 10) and finally by compounds based on Sm and Yb (see table 12). The 
last two subsections then treat the NFL and IV cases (as listed in table 12). For both, but 
particularly for the latter, available ~tSR data are quite limited. Some IV materials can 
also be classified as low-carrier-density HF compounds and thus have been discussed 
in earlier sections. In general, it is not always easy to assign a compound to a certain 
category. Some arbitrary choices had to be made. 

9.2. Kondo metals, semimetals and insulators 

The distinction between Kondo metals, etc. and HF systems is fuzzy at best. As pointed 
out, the Kondo interaction is, among others, a basic ingredient of HF behavior. In a 
Kondo-lattice material one observes the effects of the Kondo interaction, for example on 
the magnetic properties, but very heavy quasiparticles are not formed and in consequence, 
the Sommerfeld constant is only slightly enhanced. That at least is the basis for a 
distinction we shall adopt. The hybridization between 4f and conduction electrons can lead 
to a hybridization gap in the density of states at the Fermi surface. The exact mechanism 
of gap formation is still under debate and also may vary from compound to compound. 
If  a gap is present, one leaves the realm of Kondo metals and has, depending on the form 
of the gap (e.g., whether it is open in all crystallographic directions) and on its width, 
either a Kondo semimetal, semiconductor or insulator. The latter are certainly the most 
challenging class of Kondo compounds to understand. 

In reviews on Kondo insulators, Fisk et al. (1995, 1996) list eleven compounds as 
possible candidates: 
(1) CeNiSn, (2) CeRhSb, (3) Ce3Bi4Pt3, (4) Ce3Sb4Pt3, (5) Ce3Fe4P12, (6) S1TIB6, 
(7) SINS, (8) TmSe, (9) TmTe, (10) YbB12, (11) FeSi. 
A recent addition is CeRhAs (Yoshii et al. 1996), which is closely related to CeRhSb. All 
these materials contain 4f elements that are known candidates for intermediate valence 
behavior and at high temperatures one finds evidence for such an electronic state in the 
majority of cases. Published ~tSR data exist mainly for the first two cases and also, to a 
more limited extend, for (10). The latter is, together with (3) and (6), a prime example of 
a typical Kondo insulator (Kasuya 1996), while (1) and (2) have always been classified 
as Kondo semiconductors instead. As better samples have become available, it has been 
realized that they are now better described as Kondo semimetals (Takabatake et al. 1996, 
1998a). More details are provided below. 

9.2.1. CeTSn (T = 3d transition element) 

The series CeTSn together with CeRhSb and the related pseudo-ternary compounds 
crystallize in a rather complex orthorhombic structure with the non-centrosymmetric 
space group Pn21a (Higashi et al. 1993). This structure, which is shown in fig. 106 (left), 
is closely related to the e-TiNiSi structure. It forms puckered hexagonal Ni-Sn-Ni rings 
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Fig. 106. Left: Crystal structure of CeTSn (after Higashi et al. 1993). Right: Calculated muon stopping sites 
(labeled 1 and 2) in CeTSn. 

Table 13 
Lattice parameters of CeNiSn and related compounds 

Compound a (~k) b (A) c (A) V (A 3) AV (%) c/a 

CeNiSn 7.542 4.601 7.617 264.3 ±0 1.010 
Ce0.85La0.15NiSn 7.570 4.610 7.620 265.9 +0.6 1.006 
CeCuo iNio 9Sn a 7.562 4.621 7.637 266.9 +1 1.010 
CePt0 ~2Ni0.saSn 7.535 4.605 7.662 265.9 +0.6 1.017 
CePt0.zNio.8 Sn 7.526 4.607 7.697 266.9 +I 1.022 
CePtSn 7.463 4.628 8.016 276.9 +5 1.074 
CePdSn 7.536 4.704 7.965 282.4 +7 1.056 
CeRhSb 7.420 4.619 7.859 269.4 +2 1.059 
Ce0.9La0.1RhSb 7.430 4.626 7.869 270.5 +2.3 1.059 

The lattice parameters for the CeCu~Ni~_xSn series increase linearly with x up to x ~ 0.5. Then another 
structure is formed. 

in the b-c  plane with one Ce atom above and below slightly off  ring center. The off- 
center posit ion is reversed above and below the N i - S n - N i  rings. Hence the Ce atoms 
form zig-zag chains along the a axis. Each Ce atom has 3 Ni and 1 Sn atom as nearest 
neighbor within a distance o f  ~3.2 A. This is much shorter than the separation between 
Ce atoms (3.847 ~t). The unit cell contains four formula units. The low crystal symmetry 

"leads to pronounced anisotropies in the physical properties of  single-crystal specimens, 
which are readily available. 

Characteristic for the series, including pseudo-ternary compounds, is the change in unit 
cell volume when varying the T elements. Some pertinent data are summarized in table 13. 
This change in unit cell volume has strong effects on the electronic structure o f  these 
intermetallics. For example, CeNiSn does not order magnetically, as proven in particular 
by ~tSR data, while CePtSn and CePdSn show A F M  order with transition temperatures 
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around 7 K and ordered moments around 0.6~B. It is argued that the volume expansion 
from T=Ni  to T =Pt, Pd reduces the hybridization of the 4f states with the conduction 
electrons and thus reduces the Kondo interaction and allows the formation of local 
magnetic 4f moments. The weakening of hybridization is supported by photoemission 
data (Nohara et al. 1993). 

Calculations to determine interstitial positions with lowest effective potential were 
performed to gain insight into possible muon stopping sites. For this, a computer program 
was employed (Noakes et al. 1987), which attaches hard core radii to all ions in a cluster 
of about 500 in the appropriate crystal structure and then looks for an interstitial site with 
minimal potential within the central unit cell of the cluster. For the Pn21 a structure two 
possible sites were found (see fig. 106, right). Site "1" is the optimal interstitial hole. It 
is located in the center of a pentagon of one Ce, two Sn and two T ions in the z = 1/4 
ionic plane. An attempt was made to verify this choice by a measurement of the angular 
dependence of the muon depolarization rate for a single crystal of CePtSn well inside 
the paramagnetic regime. There depolarization is essentially caused by nuclear dipolar 
fields from 19Spt, the influence of electronic dipolar moments on Ce are in essence fully 
motionally narrowed. The low crystal symmetry makes changes of relaxation rate with 
crystal orientation quite small and difficult to resolve. The data (Burghart 1994) were 
in agreement with position "1" determined by the computer program. Most important 
however, is the fact that the muon is stationary at low temperatures. Data on CeRhSb 
suggest that the muon becomes mobile only above ~200 K. The main interest in the study 
of the CeTSn and related compounds concentrates on the low-temperature regime below 
a few Kelvin. 

9.2.1.1. CeNiSn. Due to its quite unusual properties, this Kondo material has been the 
subject of an intense research effort for over a decade, using practically all relevant 
physical methods. Unfortunately, transport, caloric, and bulk magnetic data are all quite 
sensitive to impurities. Consequently, the picture regarding the electronic structure of 
CeNiSn changed over the years. The original work has been reviewed extensively by 
Takabatake and Fujii (1993). The more recent results, based on samples of improved 
quality are described in Takabatake et al. (1996). 

The susceptibility of CeNiSn follows a Curie-Weiss law with /2Curie = 2.86~B at high 
temperatures. This value is larger than the free Ce 3+ moment which, together with neutron 
scattering data, is taken as evidence for IV behavior (Skolozdra et al. 1984). At low 
temperatures the moment is reduced by Kondo interaction which is characterized by 
T* ~ 25 K. The original electrical resistivity data revealed semiconducting properties 
with a rather narrow gap (~5 meV) in the DOS of a heavy-fermion-like hybridized 
(ce-4f)-band at EF. NMR measurements (Kyogaku et al. 1990) showed that there is 
a "V"-shaped pseudo-gap centered at Ev. The value of width given then refers to the 
HWHM. These features caused CeNiSn to be classified as a "Kondo semiconductor" 
which leads for T ~ 0 to a "Kondo insulator". Compared to other, well-established 
Kondo insulators such as SmB6, the (pseudo-) gap in CeNiSn is narrower by an order of 
magnitude. A detailed discussion of differences in gap-related properties between CeNiSn 
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Fig. 107. Schematic representation of the electronic density of states in 
CeNiSn around the Fermi energy. Typical values (in K) are D = 58, 
A = 23, W = 2 (Izawa et al. 1998). The height ~r o is strongly dependent 
on impurity content. 

and more conventional Kondo semiconductors (and insulators) is presented by Takabatake 
et al. (1998a), which already takes into account the new results on samples of  greatly 
improved quality. 

The improved single-crystalline samples have been purified by solid state transport 
techniques and had an impurity content less than 0.1% (in contrast to 4% impurity of 
earlier materials) as well as decreased strains and defects (see Nakamoto et al. 1995 for 
details). They showed metallic behavior at low temperatures (albeit with a fairly high 
residual resistivity) and it is concluded that the pseudo-gap is strongly anisotropic and 
closed along the a-axis. NMR on the new samples showed at low temperatures a spin- 
lattice relaxation rate of the Korringa type rather than the gapped behavior previously 
observed (H. Nakamura et al. 1994b). Hall measurements and thermopower data made 
clear that a comparatively low carrier density is present. In consequence, a re-classification 
of CeNiSn as a "Kondo semimetal" is most appropriate. Under these circumstances, a 
Sommerfeld constant of 40 mJ/(mol K 2) still means that a substantial heavy quasiparticle 
state is formed at low temperatures. 

Kagan et al. (1993) proposed the rather general idea that the most characteristic feature 
of CeNiSn is the presence of a low-lying CEF level embedded inside the HF band. The 
hybridization of the CEF state with the continuous spectrum of HF excitations allows one 
to understand the anomalous temperature dependences of  various parameters of  CeNiSn, 
as well as the restoration of normal HF behavior in the presence of a strong magnetic field 
(Takabatake et al. 1992a). Simple arguments led to the conclusion that the hybridization 
also produces an only partially open gap in momentum space (a pseudo-gap). Under these 
aspects the coexistence of normal HF behavior at very low temperatures and pseudo-gap 
properties at somewhat higher temperatures are a natural outcome. 

Izawa et al. (1996) explained the field dependence of specific heat with the help of a 
modified pseudo-gap to which a residual flat DOS at Ev had been added (see fig. 107). 
This model also makes possible an explanation of the resistivity data for CeNiSn materials 
of different impurity content (Ikeda and Miyake 1996). It was found that the DOS inside 
the gap at Ev increases with impurity content. Furthermore, gap anisotropy could be 
derived from the k-dependence of the (ce-4f)-hybfidization matrix element. 

Neutron scattering experiments (Mason et al. 1992, Kadowaki et al. 1994a) demon- 
strated the formation of a gap in the magnetic excitation spectrum well below T*. Hence, 
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CeNiSn is not only characterized by the pseudo-gap in the electronic DOS (charge gap) 
but also by a spin gap. The spin gap is highly anisotropic as well and well defined 
only at certain q values in reciprocal space. A clear connection between those two 
gaps has not been established and is questionable theoretically. Furthermore, the neutron 
excitation spectra show pronounced peaks at 4 meV and 2 meV The former appears at 

1 q = (qa, ~ + n, qc) where qa and qc are arbitrary and n is an integer. This implies that 
the corresponding dynamical AFM correlation is quasi-one-dimensional along the b-axis 

1 0) is close and mainly polarized along the a-axis. It is interesting to note that q = (0 
to the modulation vector of the AFM spin structure in CePtSn and CePdSn. The 2 meV 
excitation corresponds to Ising-like AFM correlations around q = (001) and has three- 
dimensional character. 

It is established especially by ~SR data down to 11 mK that CeNiSn does not enter 
a magnetically ordered or spin frozen state. Recently, however, Umeo et al. (1999) have 
shown that the application of uniaxial pressure P of only ~1.5 kbar induces magnetic 
order with a rather high transition temperature (~4K) i f P  II b or c, but not i f P  ]1 a. The 
authors tentatively explain this observation as due to the destruction of the quasi-trigonal 
symmetry of the Ce ions in CeNiSn. This symmetry is considered a prerequisite for the 
formation of the pseudo-gapped state. While pressure applied along the b or c direction 
destroys trigonal symmetry, pressure along a does not. 

gSR measurements were carried out in ZF and TF down to ultra-low temperatures 
(Kratzer et al. 1992, Kalvius et al. 1994, 1995c) with samples (similar to sample #2 in 
Takabatake et al. 1996) consisting of a mosaic of oriented single-crystalline platelets. 
In the TF geometry used (employing a spin rotator) the applied field was oriented 
along the a-axis with the initial muon spin direction perpendicular to it. The observed 
relaxation rates were quite small and are more easily separated from various background 
contributions under TF conditions. (In a dilution refrigerator, some muons are stopped 
at various places outside the sample volume, including at least several of: the sample 
holder, cryostat windows, radiation shields and the cold finger. This adds up to a complex 
background signal). The corrections applied are described in Kratzer et al. (1992). They 
affect the absolute value of the relaxation rate somewhat, but little of its temperature 
dependence. The smallness of relaxation rates observed did not allow the determination of 
the exact shape of the relaxation function. An exponential decay ofmuon spin polarization 
was fitted to the data throughout. 

Typical sets of data are shown in fig. 108. They clearly demonstrate the development of 
spin correlations in the range of some Kelvins and below, which leads to slowing down of 
spin fluctuations and hence an increase of )~. They further show that the spin fluctuations 
must be strongly anisotropic. The marked dependence on the strength of the TF remains 
unexplained, but the muon Knight shift also exhibits some unusual field dependence (see 
fig. 110 and text below). The absence of spontaneous spin precession or of a sudden rise 
in relaxation rate excludes the formation of an (ordered) quasistatic spin structure down 
to 11 mK which is the lowest temperature measured (see fig. 108, right). Below ~100 mK 
the relaxation rate hardly changes. A temperature-independent limit of spin fluctuations 
has been reached. LF measurements in this temperature range (Kalvius et al. 1995c) 
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Fig. 108. Muon-spin relaxation in CeNiSn at very low temperatures. Left: Temperature dependence of relaxation 
rate in ZF and various TF for a single-crystalline sample with the a-axis parallel to the ~t-beam. Right: TF = 1 kG 
data for the a-axis (squares) and the c-axis parallel to the ~t-beam (circles). Also shown are corresponding data 
for polycrystalline CeNiSn (triangles) and La015Ce0.85NiSn (diamonds). The lines are guides to the eye (but 

see text). From Kalvius et al. (1994, 1995c). 

showed that a field of  ~500 G is needed to reduce the relaxation rate )~ by 50% from 
its ZF value. Using eq. (37), the relaxation time of the fluctuating electronic spin system 
is rs ~ 40 MHz. It is this persistence of dynamics in the spin correlations which keeps 
the material in the paramagnetic regime. 

At T ~> 5K, the muon spin relaxation rate becomes unmeasurably small (i.e., 
)~ ~< 0.004 ~s-1). Taking the high-temperature value of the moment on Ce 3+ one arrives 
at a spin fluctuation rate in excess of  1014 Hz. In particular, no effect on )~ could be 
seen around 10 K where susceptibility reaches a peak. This definitely proves that this 
peak is not connected to any magnetic transition, but signals the onset of the AFM spin 
correlations seen in the neutron measurements mentioned, gSR, due to its different time 
window, responds only when the correlations have caused a substantial slowing down of 
spin fluctuations (i.e., at much lower temperatures). 

~tSR Knight shift measurements were also carried out. The expected behavior for a free 
paramagnet (i.e., Af~ o( Bapp/T; see, for example, fig. 18) is only found at T ~> 0.2K. 
Below this, deviations are substantial. Figure 110 shows typical data together with a fit 
to a model to be discussed below. 

Returning to the low-temperature results on relaxation rates, one may ask whether 
the observed muon spin depolarization is due to a few large moments on impurities 
(of Ce 3+ free ion size) or to small moments on all Ce ions in the sample. Monte Carlo 
calculations of  spectral shape established a roughly linear dependence between the size 
and concentration of moments (see Kalvius et al. 1995c). The observed values of  )~ 
are compatible with either a concentration of ~5% of large moment (~2/~B) impurities 
(which must be evenly distributed throughout the sample) or a moment on the order 
of 5 × 10-3/~B on all Ce atoms. When purified (metallic) CeNiSn became available, a 
comparison of the relaxation behavior at low temperatures relative to the impure material 
was performed (Kalvius et al. 1997a, Kratzer et al. 1997a). The result, together with 
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Fig. 109. Comparison of data for samples of CeNiSn with different impurity content: the temperature 
dependence of the transverse-field (1 kG) ~tSR relaxation rate (left) and of the specific heat (right) is shown 
for a sample having high impurity content (IRF, exhibiting semiconducting behavior in electrical resistivity) 
and two samples with low content (WC2 and WC9, exhibiting semimetallic behavior). The inset expands the 

low-temperature region of the specific heat data. After Kratzer et al. (1997a). 

specific heat data taken on the same samples, is shown in fig. 109. Pure and impure 
samples show no difference in btSR relaxation rate, while considerable differences exist in 
the low-temperature dependence of specific heat. Hence, the filling of the pseudo(charge)- 
gap at EF by localized impurity states (as discussed earlier) has no influence on the 
btSR spectral response. In fact, measurements on CePt0.~2Ni0.s8 Sn (to be presented further 
below) demonstrate that even full gap closure does not affect the btSR characteristics of 
the Ce spin system at low temperatures. Therefore, the measured relaxation rates and their 
temperature and field dependences directly reflect intrinsic properties of the HF state of 
CeNiSn. 

A simple model to explain the btSR response in CeNiSn has been offered by Kagan and 
Kalvius (1995). They propose that the features seen by btSR are the manifestation of a very 
small difference in the ground-state energy of the spin-liquid phase and a magnetically 
ordered phase• This results in quasicritical behavior and is equivalent to the appearance 
of an effective Curie temperature, which is located formally in the negative temperature 
region (-T.).  Within the mean-field approximation (MFA) and for small values of T. one 
finds for the static susceptibility: 

A 
x(T,  ~ N (79) Dapp) O( ( T  4- T.) + C 'm/3~,  o "~2/3' • 1 .  r@r BzJapp] 

where A is related to the Curie constant and C is needed to keep the proper dimension• 
The muon spin depolarization rate ~ in the motionally narrowed regime is proportional to 
the electronic spin fluctuation time rs (for weak non-uniform demagnetizing fields and in 
the absence of any dipole interaction with surrounding nuclei, as is the case in CeNiSn). 
The stationary muon senses local spin fluctuations and rs is given by the decay in time 
of the spin correlation func t ion  (S i (R  = O, t) .  Si(R = 0, 0)). Within the MFA the rate tl 
can be obtained via the (k, ~o) Fourier transform of the general magnetic susceptibility 
(Landau and Lifshitz 1958), resulting in tl e( Vs oc X / ~ .  Using this approach resulted 
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Fig. 110. Fits to some of the low-tempera~re p, SR results in CeNiSn based on the model of quasicritical 
behavior (see text). Left: The transverse field (TF = 1 kG) relaxation rate for a II S~. Right: The muon Knight 

shift in TF=0.2 (labeled 1) and 1 kG (labeled 2). After Kagan and Kalvius (1995). 

in the quite satisfactory fit to )t shown in fig. 110 (left). It returned T, = -0.15 K. The 
smallness of T,, which reflects the minute energy difference between the spin-liquid 
and the magnetic states, must be emphasized. It justifies in retrospect the quasicritical 
approach within the MFA. The muon Knight shift can be defined as Kg ec Bap p x(T).  
Employing eq. (79), together with the values for T, and A as obtained from the fit to 
)~ also explains the temperature dependence of K~ quite well (fig. 110, right). The field 
dependence of Kg, however, is not so well reproduced (see Kagan and Kalvius 1995). 
Equation (79) predicts a R 1/3 behavior which at least results in a strong dependence on - - a p p  

field for small field values and a comparatively weak dependence above ~1 kG. Clearly, 
the quasicritical picture discussed describes only the basic overall features, not the more 
intricate details. 

The model by Kagan and Kalvius (1995) has been challenged by Dalmas de R6otier 
et al. (1996) in reference to a theoretical paper by D.L. Cox et al. (1985) which discusses 
the temperature dependence of the spin fluctuation rate for a system of independent 
Kondo ions above their characteristic temperature TK (see also the review of ~SR data 
on YbAuCu4 in sect. 9.3.3). From the model by D.L. Cox et al. (1985) one derives a 
1/v/T law for A(T), which indeed corresponds to the experimental result by Kalvius et al. 
(1994, 1995c), shown as a solid line in fig. 108 (right). This interpretation, however, is not 
free of problems, since it leads to an extremely low irk ~< 0.1 K and neglects all influences 
of the CEF, meaning that the CEF splitting energy must be equally small. Also, it provides 
no prediction about the Knight shift. 

A brief report on an independent gSR measurement in ZF and LF on a CeNiSn 
single crystal (S~ II a) of  different origin has been given recently (Yaouanc et al. 
2000a). Using the ISIS pulsed beam facility it followed the decrease of relaxation rate 
with increasing temperatures up to ~5 K. It found somewhat lower rates than Kalvius 
et al. (1994, 1995c) and significantly slower spin fluctuation rates (at 45inK) from 
LF decoupling. Whether this reflects a sample dependence is an open question. According 
to the model of Kagan and Kalvius (1995) the fluctuation rate would critically depend 
on the effective (negative) Curie temperature T, which could easily depend on sample 
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properties (reviewers' remark). Yaouanc et al. (1999b) also remark that they cannot 
distinguish whether the observed relaxation rate is of nuclear or electronic origin. The 
temperature dependence speaks against nuclear origin, since it is hard to see how a 
relaxation by nuclear fields is temperature dependent in the subkelvin regime in a material 
like CeNiSn. The data on isostructural CePtSn show that the muon is stationary to 
well above 100K. The authors state in addition that their spectra can be better fitted 
by exponential relaxation than by a Kubo-Toyabe function, which also points towards 
relaxation by electronic moments (reviewers' remarks). 

9.2.1.2. CePtSn and CePdSn. As mentioned, both these intermetallics order magnetically 
(they are Kondo antiferromagnets) due to the weakening of the (ce-4f)-hybridization 
caused by lattice expansion. For CePdSn, the transition temperature is TN ~ 7K 
(Malik et al. 1989). From single-crystal neutron diffraction data, Kadowaki et al. 
(1994b) proposed a lk magnetic structure with an incommensurate modulation vector 
k = ( 0 ,  1 g-6,  0) (6 << 1) along the crystalline b-axis. Clearly, there is some connection 

1 kc), but this fact has not to the 4 meV dynamic AFM spin correlations in CeNiSn at (ka 
yet been followed up in detail. The mean ordered moment is ~0.8gB, which represents 
a substantial reduction from the high-temperature Curie-Weiss moment (about the Ce 3+ 
free ion moment of 2.5/zB). The Kondo interaction, whose strength (T* ~ 10 K) is of the 
same magnitude as Tv, r~y ~ Ty, is primarily responsible. 

ZF-~tSR spectra for T < Ty on polycrystalline material (Kalvins et al. 1994, 1995b) 
revealed a rather well defined (i.e., comparatively weakly damped) spontaneous muon 
spin precession pattern containing two distinct frequencies (fig. 111, left). The variation 
of the precession frequencies with temperature is in agreement with a second-order phase 
transition at Ty (fig. 111, right). But why two well-defined frequencies are observed, when 
the spin structure is allegedly incommensurate, is a serious problem. We return to this 
issue below within the discussion of CePtSn. 

The magnetic behavior of CePtSn is more complex. TN is listed as 7.5 K (Sakurai et al. 
1990). A second transition into another AFM state occurs at T1 = 5 K. Both transition 
temperatures appear to be somewhat sample dependent. The upper transition (TN) is 
considered to be second order, the lower (T1) of first order. Both AFM states are 
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Fig. 111. ~tSR spectroscopy of CePdSn in the AFM regime: (a) ZF spectrum containing two spontaneous spin 
precession frequencies; (b) temperature dependence of those frequencies. After Kalvius et al. (1995e). 
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incommensurately modulated spin structures according to neutron studies by Kadowaki 
et al. (1993). The modulation vector changes at T~ (and differs also from that of CePdSn), 
but is always directed along the b-axis. The mean moment is around 0.6/~ in the upper 
and around 0.85#B in the lower AFM state. Clearly, Kondo compensation is as effective 
here as in CePdSn. 

The ZF- and LF-~tSR studies of Kalvius et al. (1995a,b) displayed rather unexpected 
behavior, especially in the vicinity of TN. The measurements were carried out on 
polycrystalline materials, but a later check with a single-crystalline sample at selected 
temperatures showed no essential difference. A set of characteristic spectra is presented in 
fig. 112. At 9 K CePtSn is still paramagnetic. Depolarization is weak and, as demonstrated 
by the LF = 20 G data, mainly caused by the action of the static nuclear dipole fields of 
195pt. The moments on Ce still fluctuate so rapidly that full motional narrowing is in 
effect. At 8.2 K the spectral shape has changed completely. #SR now sees a Gaussian 
Kubo-Toyabe relaxation function arising from quasistatic randomly oriented electronic 
dipoles. The width of the resulting field distribution is ~45 G which leads to an estimate 
of/~Ce ~ 0.05/~B. At 7 K a spontaneous muon spin precession pattern is seen, signaling 
that CePtSn has now entered a long-range ordered AFM state. In contrast to CePdSn, 
the spin precession spectrum contains only a single frequency. Depolarization is even 
weaker than in CePdSn, meaning that the muon sees an even more narrowly distributed 
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distinct interstitial field. At 4.5 K (i.e., below T1) the spectral shape has changed once 
more. One still observes a spontaneous precession pattern, but it is more complex. The 
analysis shows that at least 3 different frequencies are present, having different amplitudes 
and now somewhat wider distributions. 

The behavior seen around T1 is consistent with a first-order transition. The features 
around TN, however, make this transition not a simple second-order case. The gSR data 
establish a precursor spin-glass-like magnetic state that persists for a range of about 1 K 
above TN. It appears that the fluctuation rate of the paramagnetic spins suddenly slows 
down by orders of magnitude into the MHz range. The cause for this is not known. The 
depopulation of a CEF state is unlikely, since inelastic neutron scattering data (Kohgi 
et al. 1993) places the first excited CEF doublet at 23.6meV Magnetic frustration due 
to the near equality of T* and TRKKY is a possibility. In the case of the geometrically 
frustrated Laves phases of type RMn2 (see sect. 5.3), gSR sees a SRO precursor phase 
above the (first-order) N~el transition, but only part of the sample volume is involved. 
The paramagnetic to spin glass (around 8.7 K) and spin glass to AFM (around 7.5 K) 
transitions are not sharp, but smeared out over at least 0.3 K. These magnetic features 
observed by ~tSR also offer an explanation for the broad peak seen in specific heat around 
TN, which is quite different in appearance from the much sharper peak at 7"1 (Takabatake 
et al. 1993). 

The rather well-defined spin precession frequencies in CePdSn and CePtSn (especially 
the single frequency in the upper AFM state of CePtSn) are inconsistent with an 
incommensurately modulated spin structure. Dipolar sum calculations were carried out for 
the muon stopping site mentioned earlier and the spin structure of the upper AFM state of 
CePtSn as derived by Kadowaki et al. (1993), in order to elucidate the problem somewhat 
further (Kalvius et al. 1995b). The calculations generated four field distributions of the 
type discussed in sect. 3.7 (see eq. 51): 

2 B 
= , Bmin < B < Bmax. (80) PI(IB~tl) ~ v](B2max-B 2) 

They lead to Bessel function-type relaxation. Brain and Bmax are roughly between 200 G 
and 1 kG. The upper field value ties in nicely with the observed precession frequency. 
Any Simplification of those structures while retaining incommensurability can reduce 
the number of magnetic sites, but keeps the general form of the distribution. Only 
commensurate ordering produces a small number of isolated muon oscillation frequencies 
in the calculation, and only the simplest of those (ferromagnetic ordering in a plane, 
opposing spin directions in adjacent planes [k = 1/2]) produces a single precession 
frequency. Similar arguments should apply to the low-temperature spin structures of 
CePtSn and CePdSn, although no model predicting the precise set of observed multiple 
frequencies is available at this stage. 

The neutron scattering observation of (long-range) magnetic incommensurability and 
the ~SR observation of local magnetic commensuration are reconcilable in a spin-slip 
model, as has been developed for the magnetic ordering of holmium and erbium (see, for 
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example, Cowley and Bates 1988). In these metals, the long-range exchange interaction, 
favoring incommensurate helical or cycloidal ordering, must compete with single-ion 
CEF anisotropy that makes only a limited number of crystalline directions magnetically 
easy. This is incompatible with incommensurability: at times a compromise is reached 
in which the order is a locally commensurate helix or cycloid, but it is interrupted by 
spin-slip defects that make the larger-scale structure incommensurate. In CePtSn and 
CePdSn, substantial CEF splittings have been found (Kohgi et al. 1993), and the marked 
paramagnetic anisotropy caused by them has been observed (Takabatake et al. 1993). 
Kadowaki (1998) has re-analyzed the neutron diffraction data of CePtSn and CePdSn 
and deduced several possible spin-slip structures that can locally be extrapolated to a 
commensurate structure with k = 1/2 along the b-axis. In turn, Noakes and Kalvius 
(2000) have shown by numerical modeling that, given a simple incommensurate ordering 
mechanism, represented by a spiraling effective field at the cerium sites, the known Ce 
crystalline electric field in CePtSn will generate that kind of spin-slip structure. Further 
numerical modeling shows that such CEF spin-slip structures generate magnetic field 
distributions at the muon sites with sharp peaks generally consistent with the coherent 
oscillations observed in the gSR data of CePtSn. CePdSn is likely to behave in a similar 
m a r l / l e E  

9.2.2. Pseudo-ternary compounds of type CeTSn 
Contrasting the magnetic properties of CeNiSn to those of CePdSn and CePtSn 
demonstrates how long-range magnetic order can be induced by expansion of the lattice. 
As shown in table 13, one may achieve a controlled widening of the unit cell by forming 
pseudo-ternary compounds, that is, replacing either Ce or Ni by related elements. When 
Ce is replaced by La or Ni by Cu, however, a change in density of valence electrons 
occurs as well. It is of  special interest to study those two effects in some detail and to 
determine their relative significance. 

9.2.2.1. LaxCel _xNiSn. A theoretical treatment (Doniach and Fazekas 1992) suggested 
that doping a Kondo insulator with small amounts of La might produce a dilute heavy-hole 
gas. Hole-hole exchange coupling would then lead to an AFM ground state. Transverse 
field (TF = 1 kG) measurements were carried out for polycrystalline La0.15Ce0.85NiSn. 
Muon spin depolarization is very weak and could be resolved only for T < 0.3 K. 
Figure 108 depicts the results in comparison with equivalent data on CeNiSn. The doping 
of CeNiSn with 15% La is considered optimal because at this concentration transport 
measurements indicate gap closure (Aliev et al. 1990). No spontaneous spin precession 
or even sudden increase of relaxation rate as indicators of AFM ordering were found down 
to 11 inK. Instead, a weakening of magnetic correlations with respect to pure CeNiSn was 
observed, as is typical for a R paramagnet diluted with La (Flaschin et al. 1996). 

9.2.2.2. UxCel xNiSn. UNiSn is an AFM, but has a different crystal structure. Alloying 
CeNiSn with moderate amounts of U preserves the original orthorhombic structure. 
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Resistivity, magnetization and thermopower studies on UxCel _zNiSn (Park et al. 1994a,b) 
showed that around x = 0.2 the ground state of  the system changes to a magnetic one, 
albeit a very weak one. ZF- and LF%tSR studies were performed to elucidate the situation 
in more detail (Park et al. 1997b). Polycrystalline samples were used throughout. The 
temperature range was limited to T ~> 2 K, i.e., data at ultra-low temperatures are not 
available. 

No significant difference from pure CeNiSn was observed for x = 0.05, that 
is, depolarization was very weak and nearly temperature independent. At x = 0.1 
depolarization increased below 6 K, implying that spin correlations have increased and 
in turn the effect of  electronic moments becomes observable. Also seen is a slight 
loss of signal amplitude at low temperatures, which means that a certain portion of 
the compound has left the paramagnetic regime. Since the measurements were done 
at the ISIS pulsed muon facility, even moderately fast depolarizing signals cannot be 
observed. Full amplitude could be restored with LF <~ 1 kG. The probable situation 
is the partial formation of a spin-glass-like state with moments in the range of 0.1/~B 
(from a comparison with the ~tSR results for the spin glass precursor state in CePtSn 
(fig. 112). Clearly, the Kubo-Toyabe relaxation would then be beyond the time resolution 
of the present study). The spectra were fitted to power-exponential relaxation but the 
power deviated little from one in this case. When x is increased to 0.2, all features just 
described become more enhanced. The amplitude of the paramagnetic signal decreases by 
30% between 6 K and 2 K. The LF needed to restore full signal amplitude has increased 
to 1.5 kG. The power in the paramagnetic power-exponential relaxation varies from 1.6 
at 50K to 0.7 at 10K as is often the case in compounds approaching a highly disordered 
state (see discussions in sect. 8). The temperature at which strong loss of anaplitude is 
seen agrees with the onset of  a magnetic state from bulk measurements. 

In conclusion, the partial replacement of Ce by U leads to moment localization 
(in contrast to the replacement by La). The resulting magnetic behavior is strongly 
inhomogeneous. Only parts of the sample enter into a quasistatic (presumably spin 
frozen) magnetic state while the rest remains paramagnetic, though with enhanced spin 
correlations. 

9.2.2.3. CePtxNil_xSn. Specific heat measurements by Nishigori et al. (1993) show 
that C/T at low temperatures increases markedly with rising Pt content, suggesting the 
recovery of DOS at the Fermi level. Gap closure is achieved around x = 0.1. The 
increase of the magnetic part of  C/T with x in CePtxNil_)Sn has been explained by 
the presence of isolated Kondo impurities having TK = 25 K. The crossover between the 
weakly paramagnetic Kondo semimetal CeNiSn and the Kondo AFM CePtSn in the alloy 
system CePtxNil-xSn has been studied in detail by Adroja et al. (1996). Susceptibility 
data for 1.0 >~ x >~ 0.7 show the presence of the two magnetic transitions of CePtSn, 
nearly independent of  concentration. At x = 0.5 and 0.4 only a single transition is seen 
and for x ~< 0.3 the compounds remain paramagnetic down to 2 K. The data could 
well be explained within the Kondo necklace model of  competing Kondo and RKKY 
interactions. Also, the well-defined CEF excitations seen in CePtSn broaden out with 
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decreasing Pt content, leading continuously to the inelastic neutron spectrum of CeNiSn, 
which is devoid of distinct CEF features (Kohgi et al. 1992). 

~tSR spectroscopy on CePtxNil _xSn for x = 0.12 and 0.2 has been reported by Flaschin 
et al. (1996) and Kalvius et al. (2000c). No difference in the temperature dependence 
of the muon spin relaxation in CePt0.12Ni0.ssSn and pure CeNiSn could be observed. 
This result has already been quoted as proof for the insensitivity of the ~tSR relaxation 
parameters to gap properties. It also demonstrates that the spin-lattice relaxation time T1 as 
it appears in gSR spectroscopy and which senses the temporal behavior of the interstitial 
dipolar field contains different information than T1 measured by (119Sn) NMR, which 
reflects the dynamics of the contact field at the nucleus. 

Raising the Pt content to 20% still does not induce short- or long-range ordered 
magnetism. This agrees with the bulk measurements (Nishigori et al. 1993, Adroja et al. 
1996) but extends the temperature range down to 40mK. At 26% and 33% Pt a sudden 
rise in relaxation rate is seen around 1.5 K, respectively 2 K (Kalvius et al. 2000c and 
unpublished) signaling the onset of some kind of ordered magnetism or at least spin 
freezing. The spectral shape in both cases is a monotonic decay ofmuon spin relaxation of 
the type we shall discuss further below for the CeCuxNil _xSn system. Also, the difference 
in critical concentration for the onset of magnetism is of importance (see fig. 114, left) 
as will be discussed below. 

Longitudinal field measurements were performed for CePt0.2Ni0 sSn. If we assume that 
the depolarization rate of ~0.07 ~ts I observed at 0.045 K in ZF is solely due to static 
interactions with surrounding electronic dipoles, then LF = 10 G should suffice to suppress 
muon spin relaxation altogether. Actually, a longitudinal field of 35 G is needed to reduce 
the relaxation rate by 50%. This leads to 1/rs ~ 3 MHz. The spin system remains 
dynamic, but its fluctuation frequency is reduced by roughly an order of magnitude 
when compared to pure CeNiSn. Clearly, doping with Pt moves CeNiSn towards static 
magnetism, but up to ~23% Pt content, the lattice expansion is not enough to reduce (ce- 
4f)-hybridization sufficiently to have the RKKY interaction overcome the Kondo effect. 
The dynamic nature of the spin system persists (weakly) to the lowest temperatures. 

9.2.2.4. CeCuxNil_xSn. In general, the results of specific heat, bulk magnetic and 
electrical resistivity measurements (Takabatake et al. 1987, 1988) on CeCuxNil _xSn are 
not fundamentally different from those in CePtxNi~ _xSn. Gap closure occurs near x = 0.1 
and for x = 0.13 the onset of long-range magnetic order at 2.5 K is inferred. The ordering 
temperature rises first sharply, then rather slowly with increasing Cu content and reaches 
6 K for x = 0.5, the maximum concentration where the crystal structure of CeNiSn is still 
maintained. Pure CeCuSn is an antiferromagnet with rather complex magnetic properties. 
The results o f a  ~tSR study can be found in sect. 5.5.1. 

Based on low-temperature specific heat data, Takabatake et al. (1988) suggest that a 
HF regime is formed after gap closure and before magnetic order sets in. The strong 
reduction of the paramagnetic Curie--Weiss temperature (Op = -187 K) of CeNiSn with 
increasing Cu content is thought to reflect a decrease in Kondo temperature. The negative 
values of Op indicate AFM correlations throughout. 
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Fig. 113. Left: Summary of low-temperature muon-spin relaxation data in CeCu~Ni 1 _,Sn (for details see text). 
Right: Low-temperature specific heat divided by temperature for CeCu~Ni I xSn. The same samples were used 

in ~tSR and specific-heat measurements. After Kalvius et al. (1997b). 

The ZF- and LF-~SR data (Flaschin et al. 1996, Kalvius et al. 1997a,b, 2000c) for 
CeCuxNil_xSn in the concentration range 0 ~< x ~< 0.3 provide a slightly different 
picture. One of the reasons is that these measurements extend to much lower temperatures 
than the original bulk data. Polycrystalline samples were mostly used. A summary of 
relaxation data is presented in fig. 113 (left). The shape of the temperature dependence 
of relaxation rate is distinctly different for x ~< 0.07 when compared to x ~> 0.08. In the 
lower concentration range, only a moderate increase of relaxation rate relative to pure 
CeNiSn is seen, meaning that spin correlations are somewhat enhanced but the sample 
remains weakly paramagnetic down to lowest temperatures (~  30mK). The situation 
is quite comparable to CePt0.zNi0.sSn. We shall briefly return to the x = 0.05 case 
later on. In the higher concentration range, one finds that a sharp rise in relaxation rate 
is seen at a particular temperature TM in all cases. As already stated, such behavior 
is considered the indicator for the development of a quasistatic magnetic state. In 
fact, LF data for T < TM definitely establish the quasistatic nature of the electronic 
spin system (1/Ts < 1 MHz). The fact that CeCu0.0sNi092Sn orders magnetically is 
corroborated (including the transition temperature) by susceptibility measurements on a 
single-crystalline specimen (Vollmer et al, 2000). 

A plot of magnetic transition temperatures TM as extracted from the relaxation data 
Cu (fig. 114, left) establishes Xcr ~ 0.07 (corresponding to a volume increase of 7%) as the 

critical concentration for the onset of quasistatic magnetism in the case of doping CeNiSn 
with Cu. This result is in full agreement with NMR data (K. Nakamura et al. 1996) where 
the signal is lost because of extreme line broadening at about the same Cu concentration. 
In contrast, a roughly 23% replacement of Ni by Pt (corresponding to a volume increase 
of 12%) is needed to induce magnetism. 

The salient result is that the filling of d-electron states is an equally important 
mechanism for inducing magnetism as the reduction of (ce-4f)-hybridization by volume 
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et al. (2000c) and unpublished. 

expansion. There is other evidence for the coupling of d states to magnetic properties 
of CeNiSn. A polarized neutron study (Hiess et al. 1997) of the magnetization density 
within the unit cell induced by an external field (4.6 T along the b-axis) revealed that 
some density is present also at the Ni site in pure CeNiSn. This implies that the Ni-3d 
band cannot be fully filled. This important result is further corroborated by photoemission 
studies on CeNiSn (Nohara et al. 1993) which show that the Ni-3d band is located close 
to EF and hybridizes with the unoccupied Sn-5p states. 

Spontaneous spin precession was not observed in any of the pseudo-ternary samples. 
Also, within experimental accuracy, no loss of signal amplitude was found when passing 
through TM. Standard Gaussian Kubo-Toyabe relaxation is not seen either. This means 
that neither a simple spin-frozen state like the precursor state in CePtSn nor its long-range 
ordered AFM state is present. For x = 0.08 and 0.1, the IzSR spectra for T < TM show 
monotonic decrease ofmuon spin polarization to the asymptotic value ofa0(oc) = a0(0)/3 
(characteristic for static internal fields) with roughly Gaussian shape. For x = 0.2 and 0.3 
the decay of polarization at early times remains Gaussian, but the minimum (characteristic 
for a Gaussian Kubo-Toyabe function) is too shallow. The spectrum of CeCu0.2Ni0.sSn 
at 80mK has been used in sect. 8.2.3 as a pertinent example for the application of the 
"Gaussian-broadened Gaussian" relaxation function @Be(t)  (see eq. 74 and fig. 98). 

In summary, the ~tSR spectral shape reveals that a strongly disordered magnetic state 
has been formed. In contrast, Echizen et al. (2000) have concluded from bulk magnetic, 



gSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 309 

thermal and transport measurements on a single crystal with x = 0.18 that this compound 
enters long-range AFM order at 3.5K. The transition temperature agrees well with 
the gSR relaxation data for x = 0.2. Whether magnetic order is long-range or short- 
range, the gSR data cannot definitely answer. They just emphasize the presence of 
considerable spin disorder. Echizen et al. (2000) compare favorably their results with 
the magnetic properties of antiferromagnetic CePtSn, but ~SR, as stated, does not see 
the magnetic response observed for that material. This type of discrepancy in magnetic 
response had already arisen earlier. Schr6der et al. (1997) reported for a single crystal 
with x = 0.13 the observation below TN = 1.4K of AFM Bragg peaks located at the 

1 0) position of the 4 meV quasielastic peak in CeNiSn. A low commensurate q = (0 
Ce moment was estimated (0.2#B). A test of the same crystal by gSR gave results basically 
identical to those obtained earlier for the 10% polycrystalline material (Kratzer 1997). 
Visual inspection of a crack surface of the crystal revealed that the sample consisted of 
numerous small crystallites. A possible explanation is, that neutron scattering picked out 
some properly oriented crystallites showing AFM order, while ~tSR, integrating over all 
crystallites of the sample, reveals disordered magnetism. Echizen et al. (2000) find that 
the jump in specific heat at TN is only 0.7 J/(mol K), much smaller than the expected value 
of ~12.5 J/(molK). They state: "This indicates that only a small portion of Ce magnetic 
moment takes part in the magnetic order". They do not elaborate (and probably cannot 
decide on the basis of their type of data) whether this means that all Ce ions order 
with a small moment or whether only a portion of Ce ions order with full moment. In 
the latter case one calculates an AFM volume fraction around 6%. The ~tSR signal of 
such a small AFM ordered volume might have escaped detection. In this connection, it 
should be pointed out the appearance of a GBG relaxation function strictly requires local 
inhomogeneities in the magnetic behavior in addition to randomness of spin orientations. 
A completely random distribution of moment magnitudes, for example, is not sufficient. 
Recently, Noakes (1999) was able to show via Monte Carlo simulations that spatial 
inhomogeneity of regions with different sizes of moments generates the field distribution 
needed for GBG relaxation (see sect. 8.2.3 and fig. 98). Figure 115 depicts the GBG 
parameter R (which is a measure for the Gaussian distribution of static width of local 
field distribution) as a function of temperature in CeCu0.2Ni0.sSn. One notices the strong 
increase when approaching the transition temperature, meaning that the inhomogeneity 
is largest at the onset of magnetic freezing. The origin of the inhomogeneity remains in 
the dark. It should be remarked that the gSR studies were carried out on polycrystalline 
samples. 

In the paramagnetic regime (T > TM), the spectra in a weak LF (needed to suppress 
the depolarization by Cu nuclear dipoles) for x ~> 0.08 were most easily fitted to a 
power exponential (exp[-()~t)P]) relaxation. Hence the summary label "relaxation rate'in 
fig. 113 (left) refers to the static width Aeff (see eq. 74) for T < TM and to the dynamic 
rate )~ for T > TM. The variation of power p was studied in some detail for the 10% 
sample. A decrease from p ~ 1 at high temperatures to p ~ 0.6 close to TM was found. 
This is another indication that a disordered spin-glass-like state is approached and TM 
might best be considered a spin freezing temperature. This spin-glass-like state, however, 
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unpublished). 

must be fundamentally different from that of a classical spin glass such as Cu(Mn). There, 
magnetic impurities (Mn) are introduced into a diamagnetic host (Cu). In the present case 
we start out with a paramagnetic host lattice (Ce3+). At low temperatures its moments are 
suppressed by the Kondo interaction. Introducing a nonmagnetic impurity (Cu) changes, 
either locally or over the bulk of the material, the electronic structure, and moments 
reappear at the Ce 3+ ions. This situation is reminiscent of the "induced-moment spin 
glass" model proposed for under-stoichiometric PrP (Hasanain et al. 1981, Yoshizawa 
et al. 1983). In stoichiometric PrP, CEF interactions produce an isolated (nonmagnetic) 
singlet as the ground state (as discussed in sect. 5.1.2) of the Pr 3+ ions. Disturbance of 
the local symmetry by vacancies near some of the Pr ions in the under-stoichiometric 
compound alters the CEF interaction and brings a magnetic excited state energetically 
close to the ground state. A moment on those Pr ions appears via Van Vleck interaction. 
In the present case it is doubtful that CEF interactions are important, although the local 
symmetry is surely influenced by the replacement of a nearest neighbor Ni by Cu. Yet, the 
point symmetry of the CeTSn structure is very low to begin with and a further distortion 
will probably have little influence. It should be kept in mind, however, that Kagan et al. 
(1993) explain the unusual features of CeNiSn by the presence of a low-lying CEF level 
embedded in the heavy-fermion band. ~tSR on PrPx should be a test for this model. The 
results obtained (discussed in sect. 5.1.2) are entirely unlike those in CeCuxNit _xSn. The 
PrPx samples used in the gSR study failed to exhibit any spin freezing. 

Whether this spin-glass-like state will evolve into normal long-range ordered AFM for 
values o f x  exceeding 0.3 remains an open question. In fig. 115 (right) one observes that 
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TM becomes better defined with rising Cu content. This is fully supported by the specific 
heat data shown in fig. 113 (right). The magnetic peak is more pronounced in the 20% 
Cu sample than in the 10% Cu compound. The transition temperatures are in excellent 
agreement with ~tSR. The sharpening of the magnetic transition may indeed point towards 
the development of a fully long-range ordered AFM state for x > 0.3. Figure 114 (left) 
confirms the observation made in bulk measurements that the transition temperature rises 
at first quickly, and then rather slowly with x. The initial filling of the d-band seems to 
have the most profound effect in inducing static magnetism. 

We return briefly to the case x = 0.05 where the ~SR data showed the strengthening of 
paramagnetic correlations, but no magnetic transition (fig. 113, left). The Ce 3+ moments 
remain in a fluctuating state down to temperatures around 30 mK. The low-temperature 
specific heat (fig. 113, right), measured on the same polycrystalline material used for 
~tSR is clearly enhanced when compared to CeNiSn. This finding, in combination with 
susceptibility data, was interpreted by Brtickl et al. (1997) as a consequence of the 
destruction of the high coherence of the AFM spin fluctuations in the HF state of pure 
CeNiSn by the induced disorder when small amounts of Cu are alloyed into the system. 
The notion that the system CeCuxNil xSn moves from a coherent spin-fluctuator state 
through an incoherent I-IF state into a magnetic Kondo material with rising x is fully 
consistent with the ~SR and specific heat results. 

CeCu0.05Ni0.85 Sn is close to the critical concentration for the onset of static magnetism 
(xc cu = 0.07) and thus might well be in a region of magnetic instability and could, in 
consequence, exhibit non-Fermi liquid (NFL) behavior (see sect. 9.4). Recently, Vollmer 
et al. (2000) have measured the low-temperature specific heat of a single crystal with 
x = 0.5 in ZF and an applied field of  6 T (along the a-axis). A strong upturn of C / T  is 
seen in zero applied field for T ---+ 0 (which had also been present in the polycrystalline 
sample of Briickl et al. 1997). This upturn follows roughly, but not precisely a logarithmic 
dependence as expected for metal with NFL properties. A better description is an 
algebraic temperature dependence C/T  (x T -a with a = 0.29. This type of behavior was 
predicted for magnetically strongly disordered systems near a magnetic instability within 
the frame of a Griffiths phase scenario (Castro Neto et al. 1998), originally developed for 
spin glasses. The value of the exponent ,~ = 1 - a = 0.71 is within the expected range. 
The upturn in C / T  is largely suppressed by the applied magnetic field of 6 T. This finding 
agrees well with corresponding observations near the magnetic instability in CeCu6-xAux, 
which is one of the best documented examples of NFL properties connected to a quantum 
critical point (see sect. 9.4). In summary, there is good evidence that quantum critical 
behavior governs the onset of magnetism in the vicinity o f X c r i t  = 0.7 for CeNil _xCuxSn. 

The ~tSR data can be summarized by the provisional magnetic phase diagram presented 
in fig. 114 (right). It emphasizes once more that doping with 3d electrons strengthens 
the magnetic (RKKY) interaction. These findings show that CeNiSn cannot fully be 
described by the Kondo necklace model which is based on the variation of (ce-4f)- 
hybridization as induced, for example, by lattice expansion. The magnetic state reached 
(at least for x ~< 0.3) is not a simple long-range ordered AFM state, but rather 
a magnetically inhomogeneous, highly disordered (spin-glass-like) state. The creation 
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of 4f holes by partial replacement of Ce with La does not lead to AFM via hole- 
hole exchange. In contrast, it weakens the magnetic correlations. Replacing Ce by 
U produced inhomogeneous, weak-moment, disordered magnetism for concentrations 
exceeding ~10% (not included in fig. 114, right). Assuming that the U ions are in the 
4+ (4f 2) configuration, one might deduce that magnetism can also be induced by an 
increase of 4f electron density. It is possible to create 3d holes by alloying CeNiSn with 
Co. Bulk measurements by Adroja et al. (1995) show that this produces an increasing 
trend towards 1V behavior leading to a valence phase transition at CeCo0.38Ni062Sn. 
These, and NMR data (K. Nakamura et al. 1996), give no indication of any magnetic 
transition. Alloying with Co also decreases the unit cell volume. This effect, combined 
with the reduction of 3d electron density, works against the formation of a magnetic 
state. For this reason, a ~tSR study has not been undertaken. Also, as will be discussed 
in sect. 9.5, ~tSR is not a good technique to study IV properties. 

9.2.3. CeRhSb and LaxCel _xRhSb 

CeRhSb not only possesses the same crystal structure as CeNiSn, but also the electronic 
structures of the two materials are quite similar. One may hence classify CeRhSb as 
another Kondo semimetal (Takabatake et al. 1996) with a V-shaped anisotropic pseudo- 
gap. The main differences are a twice as large gap-width (H. Nakamura et al. 1994b) 
and a 2% increase in unit cell volume (Malik et al. 1995, see also table 13). Problems 
regarding the sensitivity of transport data to impurity content exist here as well. Localized 
impurity states fill the pseudo-gap at its center (i.e., at EF). It has not been possible to 
produce samples showing the same full metallic character as CeNiSn. Whether this is an 
intrinsic property, or, whether CeRhSb cannot be purified to the same extent as CeNiSn, 
has not finally been decided. In general, CeRhSb has been less thoroughly studied than 
CeNiSn. 

~tSR investigations on polycrystalline material were reported by Rainford et al. 
(1995a) and Lidstrrm et al. (1997). Technically the main difference from corresponding 
measurements on CeNiSn is the pronounced depolarization effect caused by the nuclear 
dipoles of 121,123Sb" This dominates the muon spin relaxation at high temperatures, and 
must be taken into account even at ultra-low temperatures. Its presence limits the accuracy 
to which relaxation parameters can be determined. Of interest is only the relaxation 
behavior due to electronic dipole moments on the Ce ions. It is assumed that pure 
exponential decay (exp[-),t]) of muon spin polarization occurs in this relaxation channel. 

The left-hand panel of fig. 116 shows the relevant relaxation results. Both the magnitude 
of )~ and its variation with temperature are quite similar to the corresponding data from 
CeNiSn. Perhaps the increase in rate )~ starts at slightly higher temperatures and its low- 
temperature saturation is reached somewhat earlier. Electronic and nuclear depolarization 
cannot be separated by the application of LF since they both decouple in roughly the same 
weak fields. This does mean that the small moments (estimated to be /~Ce ~ 10 3#B) are 
more static (1/rs ~ 1 MHz) than their counterparts in CeNiSn. The more static behavior 
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muon spin precession frequency of CeRhSb as a function of temperature. From Lidstrbm et al. (1997). 

is not astonishing in view of the widened crystal lattice. A similar result was obtained, 
for example, in CePt0.2Ni0.sSn. The main results in CeRhSb are 
(a) enhanced spin correlations in the sub-Kelvin range, 
(b) the persistence of paramagnetism down to lowest temperatures (40 inK), 
(c) highly Kondo-compensated moments on Ce 3+. Overall, ~tSR cannot find any signifi- 

cant difference between CeRhSb and CeNiSn. 
The right-hand panel of fig. 116 presents Knight shift data for CeRhSb. Around 10 K 

a peak in shift occurs which correlates to a similar peak in bulk susceptibility. It had 
originally been thought to arise from a small amount of static Ce 3+ ions (Malik and 
Adroja 1991 a). If so, then the muon spin relaxation rate should show an irregularity in this 
temperature range, which is not the case. Also, new bulk magnetic studies on a purified 
single crystal (Takabatake et al. 1996) still show this peak in Xa but not in Xb nor Zc. This is 
similar to corresponding data on CeNiSn, where it has been interpreted as arising from the 
onset of the dynamic AFM spin correlations seen by quasielastic neutron scattering. Just 
recently, those spin excitations have directly been measured in CeRhSb as well (Ohoyama 
et al. 1999). It was found that marked differences exist in the excitation spectra of CeNiSn 
and CeRhSb, the latter being more typical for a valence fluctuator. These differences are 
not apparent in susceptibility or resistivity data and neither in the ~tSR results. We have 
also pointed out earlier that the spin correlations in question must fluctuate quite rap]dly 
when they are formed. Only on slowing down with decreasing temperature do they make 
their presence felt in the muon spin relaxation rate. Below 100 mK the ~t-shift rises once 
more. Bulk susceptibility data are not available in this temperature range. Most likely the 
rise is due to the approach of the static limit (which, however, is never reached) by the 
AFM spin correlations. 

The left-hand panel of fig. 116 shows in addition the relaxation data for CeRhSb doped 
with 10% La. They are quite in keeping with the results for CeNiSn doped with 15% La. 
There is no evidence for the formation of hole-hole correlations leading to an AFM state. 
The spin correlations of CeRhSb are merely weakened by the dilution of 4f electron 
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density. Furthermore, these data confirm once more that gap closure (which occurs around 
10% La content) basically does not affect the muon spin relaxation behavior. 

9.2.4. The Kondo insulator YbB12 
As stated, this intermetallic is considered an archetypal Kondo insulator, although it 
is the only Yb compound in this class of strongly electron correlated materials. At 
high temperature it is metallic and its Curie-Weiss moment (2.95/~B) is close to the 
Yb 3+ free ion moment. Hence YbB12 is particularly special in that mixed valence is 
not an important ingredient. It possesses a much wider gap in the DOS at Ev than 
CeNiSn (see Takabatake et al. 1998a for a detailed comparison) and, in consequence, 
shows strong semiconducting properties at lower temperatures, leading to an insulating 
ground state. Magnetic and transport properties can be found in Kasaya et al. (1983, 
1985), specific heat in Iga et al. (1988). Moiseenko and Odintsov (1979) point out 
that the RKKY interaction must be considered very weak (Tpa~y ,-~ 1 K), while the 
Kondo coupling is strong (as demonstrated by the highly negative paramagnetic Curie 
temperature Op = -135 K). Rather complex magnetic excitation spectra have been found 
by inelastic neutron scattering (Bouvet et al. 1998). 

Two gSR studies are available. The original work (Yaouanc et al. 1999b, an earlier 
brief account is given in Yaouanc et al. 1997) concerns ZF and LF spectra taken between 
0.05 and 50K on a polycrystalline sample of YbB~2. The ZF-data were fitted over 
the whole temperature range using nuclear-electronic double relaxation with a weakly 
dynamic Gaussian Kubo-Toyabe function (A ~ 0.5 ~ts -1) for the nuclear part and an 
exponential relaxation for the electronic part. A reason for the unusual (dynamic) nuclear 
function (constant fluctuation rate of ~0.25 MHz) is not given. The nuclear depolarization 
is suppressed by the application of a longitudinal field of 20 roT. The remaining very weak 
depolarization exhibits the marked temperature dependence shown in fig. 117 (left). The 
fit (solid line) to the data between 20 and 2 K reflects a quadratic dependence of rate on 
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temperature. Below 2 K the rate becomes independent of temperature. It is remarkable that 
the electronic depolarization rate also responds to (albeit much stronger) LF as depicted 
in fig. 117 (right). This means that the low value of 3. is not due to extreme motional 
narrowing of the depolarizing action of large moments. The authors deduce the presence 
of a weak (i.e., highly Kondo compensated) Yb moment of ~10-2//B fluctuating down to 
T ~ 0 with the low frequency of ~60 MHz. 

17°yb M6ssbaner studies were also performed using the fi-decay parent 17°TmB12 as the 
source in conjunction with a single resonance line absorber. No change in resonance line 
width was found between 0.03 K and 4.2 K. The constant width had the value expected 
from the excited state lifetime under consideration of instrumental factors. This means that 
any local field (if present at all) must be less than 10kG, corresponding to/Ayb ~,~ 0.1/A B 

in good agreement with the ~tSR data. 
In summary, the work of Yaouanc et al. (1999b) finds no magnetic phase transition, 

only comparatively slow paramagnetic spin fluctuations persisting down to 40 mK coupled 
to a strongly reduced Yb moment. 

Quite recently Kalvius et al. (2001) performed ~tSR spectroscopy on high-purity single- 
crystalline samples of Ybl-xLuxBl2 with x = 0, 0.125, 0.5, 1 between 1.8 and 300 K. The 
original aim of this work was to get additional information on local magnetic properties 
as a function of gap closure which is induced by the partial replacement of Yb by Lu 
(Iga et al. 1999). The new gSR data, however, raised serious questions concerning the 
conclusions reached by Yaouanc et al. (1999b) with respect to the magnetic properties 
of YbB12 on the basis of the following observations. (1) Significant changes in ZF 
spectral shape occur with temperature in pure YbBI2 predominantly at ~20 K, ~100 K and 
~150K. This contradicts the interpretation of ZF spectra as a single-site nuclear Kubo- 
Toyabe relaxation with A ~ 0.5 ~ts -1. (2) This single-site parameter set was not able to 
reproduce the spectra in low LF (5 to 50 G) where nuclear Kubo-Toyabe relaxation is 
only partially decoupled. (3) The drop in LF= 100 (or 200)G relaxation rate near 10K 
was not confirmed. In contrast, it was found that the LF relaxation rate suddenly peaks 
sharply at 150K (see fig. 118, left). Confirmed, on the other hand, is the observation 
that for LF ~> 1000 G the relaxation rate is close to zero at all temperatures which 
means, one truly deals with comparatively slow dynamical effects. (4) No systematic 
differences with Yb content could be detected in the spectra of the various Ybj -xLuxB~2 
compounds. For example, roughly the same temperature dependence of the relaxation 
rate in LF = 100G was seen for the different Ybl-xLuxB12 compounds (fig. 118, left). 
This, together with observation (3), excludes magnetic correlations as its origin. The 
ZF and low LF spectra were difficult to fit precisely. Below ~100K, best results were 
obtained with a sum of two (nuclear) Gaussian Kubo-Toyabe functions (A1 ~ 0.55 Vs 1 
and A 2 ~ 0.13 ~tS -1) each including the dynamics observed in medium strong LE The 
intensities al and a2 of the two signal components showed a distinct temperature (but not 
field) dependence (see fig. 118, fight top). Above ~100 K a single-site static Kubo-Toyabe 
function with roughly the weighted average of widths at 100 K (reaching A0 = 0.22 ~s < 
for T > 200 K) fits the spectra well (see fig. 118, right bottom). The probable explanation 
is fast motional narrowing between the two muon surroundings leading to a single 
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quasistatic relaxation function. A site change may be another scenario which cannot be 
excluded. It could be initiated by molecular rearrangement which would explain the peak 
in low LF relaxation rate. 

In summary, the new data suggest that the features o f  the ~tSR spectra o f  Ybl-xLuxBt2 
arise mainly from molecular dynamics (probably within the B12 clusters). This is 
supported by recent 17lyb NMR measurements (Ikushima et al. 2000) where a minimum 
of  1/Tt was seen around 15 K which ties in with the temperature dependence o f  ZF%tSR 
spectral shape. The NMR results on the 171yb sites differs from those at the l ib  sites 
requiring an additional relaxation process for the B ions. There is no compelling evidence 
that Yb carries a moment. The exact magnetic properties o f  YbB12 in its Kondo state 
remain an open question. 

9.2.5. Other Kondo metals 
9.2.5.1. CePdSb. Kondo lattice behavior in transport properties together with a 
FM ground state (Tc = 17.5K), is seen in CePdSb (Malik and Adroja 1991b). The 
findings o f  specific heat are unusual since they show no anomaly at Tc, only a broad 
Schottky-type peak around 10K (Trovarelli et al. 1994). gSR spectra were recorded by 
Neville et al. (1996). At high temperatures (T >> Tc) they are governed by depolarization 
from nuclear dipole fields, which can be suppressed by the application o f  LF = 50 G. The 
residual slow relaxation rate in weak LF (2~ ~ 0.09 gs-t), which is o f  electronic origin, 
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stays constant with decreasing temperature, even when passing through Tc. Directly at 
Tc there is no sudden loss of signal amplitude, but the apparent signal strength decreases 
continuously when the temperature is lowered towards 10 K. It is, however, possible to 
recover the full signal amplitude in stronger LE The most pronounced of these features 
are shown in fig. 119. 

The authors give no explanation for their peculiar ~tSR findings. It is certainly 
remarkable that in an FM state one of the usual situations is not observed: either 
spontaneous spin precession, or a total loss of signal due to rapid depolarization. Even if 
the muon occupies a site of high local symmetry only the dipolar field cancels, but not 
the isotropic contact field (see, for example, the discussion on US in sect. 5.2.1). Thus, 
one concludes in the present case, that the distribution of local field is broad enough 
to prevent the development of a spin precession pattern but still enables the observation 
of a monotonically decaying signal (overdamped oscillations). In consequence, the spin 
arrangement is not likely a simple FM structure. Also, one clearly has a weak FM if 
an external field of LF = 100 G can penetrate the sample (see fig. 119). The observed 
field dependence of the low-temperature spectra is compatible with the coexistence of a 
quasistatic and a fluctuating portion of local fields. 

The same study (Neville et al. 1996) also reports on inelastic neutron scattering 
measurements. They show spin wave excitation at low temperatures which, however, 
collapse into a diffusive response at 10K (see in this connection also the discussion 
on USb). The 10K point is clearly a special temperature but its exact nature remains 
enigmatic. But without doubt, this Kondo material exhibits most unusual spin dynamical 
properties. Further studies are called for. 
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9.2.5.2. YbNiSn. This intermetallic also possesses the orthorhombic structure and 
therefore displays strong anisotropies in many physical properties. It also exhibits some 
rather unusual features (Bonville et al. 1992a). For example 
(a) It is, like CePdSb, a FM (with Tc -- 5.7K); 
(b) The interplay between exchange and magnetocrystalline anisotropy causes the 

Yb 3+ moments to be directed along the (orthorhombic) c-axis in the FM state, whereas 
the easy paramagnetic axis is the a-axis; 

(c) The ordered moment (gord = 0.85#B) is strongly reduced compared to the free ion 
value, presumably due to Kondo interaction. 

gSR measurements (Bonville 1997) resolved a spontaneous spin precession below Tc. 
The temperature variation of v~ follows the mean field prediction for a Yb 3+ Kramers 
doublet ground state. For T ~ 0 a value vg ~ 8 MHz is found, corresponding to an 
internal field of ~600 G. ZF%tSR relaxation in the paramagnetic regime shows the sharp 
increase on approaching Tc, as expected for a second-order phase transition. Usually 
the paramagnetic spin fluctuations are always in the fast fluctuation limit from the p~SR 
point of view (except perhaps very close to the transition temperature) and hence not 
affected by the application of a longitudinal field (in the range of some kG). Here, in 
contrast, it was observed that longitudinal fields of the order of 100 G already suppress 
the peaking of the relaxation rate near Tc. In fact, the data revealed a relaxation rate 
practically independent of temperatures for BL ~> 100 G, keeping the high-temperature 
value of 3,0 = 0.013 ~ts -1 throughout. The author tentatively suggests that the relaxation 
rate in ZF is composed of two fractions. One 0~0) is caused by rapidly fluctuating localized 
paramagnetic moments and not affected by longitudinal fields. The other, which is field 
and temperature dependent, arises from nearly static moments. It supposedly reflects 
properties of a delocalized, i.e., hybridized, 4f electron configuration. These electrons 
are subjected to the Kondo interaction. The temperature dependence of their relaxation 
rate can be approximated by a x/T law for T > Tc, which is predicted by some models 
(see Dalmas de R6otier et al. 1996 for more details). There is no hard evidence for these 
proposed separate 4f states and it is not easy to see how they come about in a lattice 
with one unique site (when paramagnetic) for the R element. Recently, Yaouanc et al. 
(1999a) discussed the anomalous dependence on longitudinal fields of the paramagnetic 
muon spin relaxation rate near the magnetic transition as an outcome of the presence of 
a quasielastic low-energy magnetic excitation, supposedly a unique feature of correlated 
electron systems (see paragraph on CeRuzSi2 in the following section). 

9.2.5.3. Yb(Cul xNix)2Si2. A crossover from intermediate valence to magnetic Kondo- 
lattice behavior is found in this pseudo-ternary system that crystallizes in the tetragonal 
ThCr2Si2 structure. Pure YbCu2Si2 is nov_magnetic, but magnetism can be induced by 
external pressure P ~> 8 GPa (Alami-Yadri 1997). Transport data show that the same effect 
can be created by a partial replacement of Cu by Ni beyond the critical concentration of 
xc = 0.125 (Andreica et al. 2000). Since the lattice constant decreases (almost linearly) 
with rising Ni concentration, it is inferred that chemical pressure is responsible. 



gSR STUDIES OF RARE-EARTH AND ACT1NIDE MAGNETIC MATERIALS 319 

Andreica et al. (1999) also present preliminary ~tSR data for the alloy system. It is found 
that the appearance of quasistatic magnetic correlations is primarily related to a critical 
number N¢ of nearest Ni neighbors around Yb. Even for x < Xc one finds that part of the 
sample exhibits magnetic order. Assuming purely random distribution of Ni atoms leads 
to Nc = 2. It might be pointed out that this behavior is different from that of the system 
CeNil _xCuxSn, where ~tSR had shown that the onset of magnetism occurs over the whole 
sample volume at a distinct value of x, giving once more support to the notion that in 
the latter system electronic structure changes are more effective than volume changes. 

9.2.5.4. UCu2Sn. Several members of the UT2X system (T = transition element, 
X=metalloid) are characterized by hybridization between the local 5f electrons and 
delocalized ligand electrons. UCu2Sn shows Kondo-lattice properties, but does not 
develop a HF state (y = 0.06 J/(molK2)). It crystallizes in the hexagonal ZrPtzAl-type 
structure where the constituents are arranged in layers perpendicular to the c-axis in 
the sequence Sn, Cu, U, Cu. Within the U layers the atoms form a triangular lattice. 
Specific heat, resistivity and susceptibility suggested an AFM phase transition at 16 K 
(Takabatake et al. 1992b), but neutron diffraction (Takabatake et al. 1998c), Mrssbauer 
spectroscopy (Wiese et al. 1997) and NMR (K. Kojima et al. 1999) failed to detect 
magnetic ordering. The NMR result indicated that a complex magnetic state might be 
present at low temperatures. 

Higemoto et al. (2000b) performed a ~tSR study in order to get further information on 
the curious behavior of UCu2Sn. Again, no change in spectral response (nuclear Kubo- 
Toyabe relaxation combined with exponential relaxation from electronic U moments) was 
found at 16 K. At 10 K, however, the electronic relaxation changed in a manner suggesting 
short-range magnetic order. LF data at 1.9 K reveal that spin dynamics persist, meaning 
that the spin ensemble is not entirely frozen. The authors suggest that the magnetic ground 
state of UCuzSn is a spin-glass-like state due to geometrical frustration. This assignment 
is basically in keeping with the NMR results. What exactly happens at 16 K (quadrupolar 
ordering?) is not yet clear. 

9.3. Heaoy-fermion compounds 

The review of HF compounds is divided into three subsections (Ce-, U- and other 
materials). At the end of each paragraph dealing with a certain compound or series of 
compounds we give a short summary of the main impact of ~tSR data. Compounds where 
magnetic instability leads to non-Fermi-liquid behavior are discussed in the following 
extra section. 

9.3.1. Ce intermetallics 
9.3.1.1. CeRu2. The compound (cubic Laves phase) was originally used as a nonmagnetic 
host for R doping in early studies of the interaction of magnetism and superconductivity 
(see for example Matthias et al. 1958, Hillenbrand and Wilhelm 1972). In recent years, it 
has been established that the superconducting properties of CeRu2 itself are most unusual, 



320 G.M. KALVIUS et al. 

~_. 0.25 

0.20 
~- 0.15 

0 . t0  

o.os 

0.00 

'-::_-o- ' _  °(i oo,°°° 
I ~ 0.02 

CeRu2 * m5 K g 
zero field o 122 K "~ -- 0.01 

(a) ~ 0.® 
0 5 I0 15 

Time (gs) 

(b) . . . . . . . . . . .  
0 50 100 150 

T e m p e r a t u r e  (K) 

0.25 

0.20 

0.15 

0.10 

0.05 

0.00 

j . . . .  j . . . .  j . . . .  , -  

CeRu~ • zero- field 
10.5 K o 1 m T  

$ 10 I5 
Time (gs) 

Fig. 120. ZF and LF spectra of CeRu 2. (a) Spectral shape at temperatures above and below the claimed magnetic 
transition at ~ 40 K. (b) Temperature variation of ZF relaxation rate. (c) Comparison of  ZF and LF data at low 
temperatures (i.e., in the magnetic state). The fits are based on Gaussian depolarization. Note the extension of 

the asymmetry spectra to late times (pulsed muons). After Huxley et al. (1996). 

beginning with the recognition that T~ for CeRu2 is higher than for LaRu2 and more 
recently with discoveries (see Roy et al. 1996 and references therein) of anomalies in the 
type-II superconducting vortex state near Bc2 (especially concerning the hysteresis loop). 
In most cases, CeRu2 is treated as a strongly correlated, superconducting electron system, 
but magnetism was not involved. The non-uniform superconducting state found had been 
predicted previously by Fulde and Ferrell (1964) and Larkin and Ovchinnikov (1965) and 
is known today as the FFLO state. Research on its features, especially in CeRu2, is still 
active, but the problem lies outside this review. For some recent work, see Kadowaki et al. 
(1996), Goshima et al. (1996), Dilley et al. (1996), and Yamashita et al. (1997). 

A single ~tSR study was carried out by Huxley et al. (1996). They found a small but 
significant increase in ZF muon spin depolarization rate below TM ~ 40 K. The difference 
in depolarization rate between the ZF spectra well above and well below TM is clearly 
visible in fig. 120a. A small longitudinal field suppresses the increased relaxation below 
TM (see fig. 120c). AC susceptibility measurements performed by the same authors found 
irregularities in the range of 40-60 K. Comparable magnetization data are reported by 
Nakama et al. (1995). 

Depolarization by nuclear moments is extremely low in CeRu2 and the increased 
depolarization emerging at ~40 K is considered to be of electronic origin. Its small value 
(~0.02 ~s -1) is quite similar to CeRu2Si2 (see discussion there) and also the conclusions 
drawn are the same: a disordered static arrangement of extremely low Ce moments 
(~10-3/~B) is formed. The authors conclude that at least 15% of sample volume must 
contain the static moments and no impurity content of that magnitude could be detected. 
The weak magnetic state is thus considered an intrinsic property. No details about the 
coexistence of superconductivity and magnetism are available at this stage. In their general 
review Dalmas de R~otier and Yaouanc (1997) mention that the extremely small value of 
the Ce moment points towards itinerant magnetism (the same is claimed for CeRu2Si2). 
This conclusion is not obvious. Furthermore, they quote high-energy neutron scattering 
studies on CeNi2 (a compound which they claim has the same magnetic characteristics 
as CeRu2), which demonstrate strong inelastic paramaguetic response of the Ce ion with 
a large Kondo temperature (Murani and Eccleston 1996). The combination of the ~tSR 
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data with these neutron results is taken as an indication that in CeRu2 a two-component 
4f electronic system exists: a weakly polarized itinerant and a localized paramagnetic 
system. 

Summary: The p~SR results on CeRu2 forces its re-classification as a HF, intermetallic, 
superconducting compound with freezing of extremely small moments well above its 
superconducting transition. Similarities to CeRu2Si2 exist, in particular the possibility 
of a double 4f configuration, having an itinerant as well as a localized subsystem. 

9.3.1.2. CeAl3. CeA13 is one of the first established HF compounds (a Sommerfeld 
constant of 7 ~ 1.6J/(molK 2) was found by Andres et al. 1975), but its ground 
state properties, especially with respect to magnetic behavior, are not fully solved even 
today. The crystal structure is hexagonal (P63/mmc) and strong anisotropies of physical 
properties are seen (Jaccard et al. 1987). On the basis of numerous bulk magnetic and 
transport data (e.g., Flouquet et al. 1982) CeA13 was considered a representative example 
of a HF compound with a paramagnetic ground state. Neutron diffraction as well did 
not observe any magnetic order (Murani et al. 1980). The same result was obtained by 
27A1 NMR, but these studies claimed the "development of magnetic correlations" below 
~2K (Lysak and MacLaughlin 1985, Gavrilano et al. 1994, 1995). The outcome of the 
[tSR investigation by Barth et al. (1987) was a big surprise then, as spontaneous spin 
precession was clearly observed in ZF below ~0.7 K, unambiguously demonstrating the 
presence of static magnetic order. Sample quality was initially questioned, but repetition 
of the ~SR studies with a well characterized polycrystalline sample of high purity (Amato 
et al. 1994b) gave essentially the same result and thus showed that the occurrence of static 
magnetism at very low temperatures is intrinsic. 

The exact interpretation of the gSR spectrum shown in fig. 121 (top) however, turned 
out to be difficult. The main reason is the rapid loss of polarization within the first 200 ns. 
Originally, the presence of a fast depolarizing signal in addition to the slower depolarizing 
oscillatory pattern was claimed. Later, it was speculated (Amato et al. 1994b) that the 
rapid-decaying signal arises from a precursor state that quickly changes into the state 
susceptible to the static magnetic field. This analysis led to a quite unrealistic phase shift 
of the oscillating signal. This phase shift delivered the clue to a more straightforward 
explanation (Amato 1997). Such phase shifts vanish (as became known in the meantime) 
if the depolarization of the oscillating signal is described by a J0 Bessel function. It also 
reproduces the initial rapid decay of polarization so that an additional fast signal is not 
needed. An analysis of this kind, however, implies that the internal field is distributed 
widely (as it would be in a SDW state: for more details see sect. 3.7). Since the data were 
taken with a powder sample the non-oscillating "1/3 signal" must be included in the fit. 
The fact that it also decays (albeit more weakly) shows that spin dynamics is still active 
even at these low temperatures. The fit required, furthermore, the addition of a weakly 
Gaussian-damped signal. This implies that not all of  the sample volume enters into an 
ordered magnetic state. A certain fraction remains paramagnetic even as T --+ 0. The 
depolarization of this paramagnetic signal is caused by the action of static 27A1 nuclear 
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Fig. 121. Top: ZF-gSR specmma of CeA13 
at 10mK. The broken lines show the 
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circles, right-hand scale). The lines are guides 
to the eye. After Amato (1997). 

dipoles (A ~ 0.2 gs i). The Ce electronic moments in this fraction must fluctuate very 
rapidly, causing total motional narrowing. 

When cooling, a loss of ~SR signal strength begins around 2 K, suggesting that a small 
portion enters the magnetic state. The field distribution is too wide to produce spontaneous 
spin precession. Spin precession becomes visible at ~0.7 K and below, where also the 
magnetic volume rises rapidly. As mentioned, it never reaches 100%. The observation 
of a first onset of magnetism at ~2 K is in agreement with NMR data (H. Nakamura 
et al. 1988a). In fig. 121 (bottom) the temperature dependence of the magnetic fraction 
is plotted. Also shown is the maximum spontaneous frequency (within the wide field 
distribution) as a function of temperature. Its variation is small and not typical for a 
second-order transition. A first-order transition cannot be excluded. 

The maximum field of the field distribution seen by the muon is around 20 mT 
for T --+ 0. Unfortunately, the muon stopping site in CeA13 is not known and the 
Ce 3+ moment can only be roughly estimated to be 0.1-0.5/~B/Ce, which should be 
detectable by neutrons. These findings must be reconciled with bulk data and other 
pertinent measurements, which so far have not indicated the presence of a magnetic state. 
The last word on the magnetic properties of CeA13 is not yet in. 

Summary: The ~SR results at low temperatures show: 
(a) The ground state of CeA13 is magnetic with static magnetic order setting in at -2  K. 

It is fully developed below ~0.7 K. 
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(b) A wide field distribution is present in the magnetic state, excluding a simple AFM 
spin structure. An incommensurate spin density wave as suggested from NMR data 
is a possibility. 

(c) The moment on Ce is small (~0.1-0.5/~B), but not below detection limits by standard 
magnetic techniques. 

(d) The transition into magnetic order is sluggish and inhomogeneous with the magnetic 
state never extending to the whole sample volume. A wide first-order transition could 
be the cause. Details are sample dependent. 

In part, these results have yet to be reconciled with bulk magnetic and neutron diffraction 
measurements. 

9.3.1.3. CePb3. This HF compound has the AuCu3 structure (see sect. 5.2.3). Neutron 
scattering (Vettier et al. 1986) found a N6el transition around 1 K into an incommensurate 
spin-density-wave structure, with peculiarly, the propagation direction not locked to any 
symmetry axis of the crystal. CePb3 is not superconducting, but Lin et al. (1985b) reported 
field-induced superconductivity in a polycrystal, a strange result if true, and not seen later 
in single crystals (Welp et al. 1987). Most likely there are spin-flop transitions in single 
crystals in applied field (McDonough and Julian 1996). For bulk magnetic and thermal 
data see Dfirkop et al. (1986), Fortune et al. (1987) and Lin et al. (1987a). 

Only rudimentary gSR data on an early polycrystalline sample, which may not have 
been of high quality, are available (Uemura et al. 1986). We report them for completeness. 
Muon Knight shift was studied above 2 K. The TF spectra are complex: at least four 
different signals were resolved (which is quite unusual considering ~tSR data on other 
AuCu3-structure materials, reported in sect. 5.2.3), two with positive shifts, two with 
negative. The measurements predated both the availability of dilution refrigerators for 
~SR, and the discovery of the magnetic transition in the material. 

9.3.1.4. CeCus, CeCus_xAlx, CeCu5 xGax. This system crystallizes in the same 
hexagonal (P6/mmm) structure as CePd2A13. Neutron scattering sees simple AFM order 
below Ty ~ 4K  with q = (00 1) (Bauer et al. 1994). The moments of ~0.36/~B 
are perpendicular to the basal plane (in c-direction) in contrast to other members of 
this structure (e.g., CePdzA13) where they are aligned within the basal plane. The 
CEF interaction puts the 14-½) state lowest. It should be followed by the I-1-3/2) doublet, 
but inelastic neutron scattering sees only one transition. Several explanations have been 
discussed: see Goremychkin et al. (1987) and Gignoux et al. (1990). The orientation 
of /~ord along the c-axis is also surprising for a 14-½) state and points toward strong 
anisotropic exchange. Detailed susceptibility and specific heat data are also available 
(Bauer et al. 1987a,b). Single crystals are difficult to grow and most studies use 
polycrystalline samples. 

gSR data on CeCu5 are available from Wiesinger et al. (1994). Below TN one observes 
in ZF a spontaneous precession frequency which shows a temperature dependence as 
expected for a second-order magnetic phase transition (see fig. 122, left). The fairly low 
frequency (corresponding to B~ ~ 50mT) is in keeping with the low moment value. 
The problem with the ZF spectra for T < TN is a substantial non-oscillating fraction 
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whose intensity (see inset to fig. 122, left) is at least twice that o f  the oscillating part 
(including in the latter already the "1/3" non-oscillating fraction expected to be present for 
a polycrystalline sample ). A detailed interpretation of  this finding needs the knowledge of  
the muon stopping site, which is not available with certainty. The spectrum above TN can 
be fitted to a Kubo-Toyabe relaxation with A = 0.16 p~s I. This value is compatible with 
a stopping site around the (0, 0, ½) lattice position. There are three such sites available, 
labeled b, k or m (for more information, see Amato 1997). B~ would cancel for symmetry 
reasons for the simple AFM structure given by Bauer et al. (1994), if  the muon occupies 
the b position. Wiesinger et al. (1994) propose a more complex structure consisting of  
2 up-2  down ordered moments along the c-direction and FM order within the basal plane. 
Then, only every second site would see B~ = 0 and the combination of  oscillating and 
non-oscillating fractions could be understood. All k and m sites see the same Bg ¢ 0 
(and B~ ~ 50 mT is quite sensible) for the simple AFM spin structure. But then, the non- 
oscillating fraction cannot be explained. At this point one cannot decide between three 
scenarios: 
(1) the muons occupy the b site only but the AFM spin structure is more complex than 

the one deduced by Bauer et al. (1994); 
(2) The muon stops at both the b and k (and/or m) sites. Then the spin structure can 

be that given by Bauer et al. (1994). In cases (1) and (2), the whole sample volume 
experiences long-range AFM order; 

(3) The muon occupies the k and/or m site (but not the b site) with the simple AFM spin 
structure of  Bauer et al. (1994) prevailing. But then only a portion of  the sample can 
undergo long-range order. 

More data are needed to resolve this question. It would be particularly useful to measure 
a single-crystal specimen. 
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~tSR studies have also been carried out on the pseudo-binaries CeCu5 xAlx (Wiesinger 
et al. 1995) and CeCus_xGax (Wiesinger et al. 1997). In these materials, the crystal 
structure remains unchanged for x ~< 2. A1 or Ga atoms exclusively occupy (in random 
order) one particular site (the 3g site) in the CaCu5 lattice (Kim et al. 1991) and 
enlargement of  the c/a ratio with x is a consequence. With increasing x, the Kondo 
interaction becomes more dominant and weakens the influence of the RKKY coupling. By 
x = 0.25, the magnetic transition temperature is reduced by 50% and at x = 2, magnetic 
order is altogether absent. The Sommerfeld constant has increased to about 3 J/(mol K2), 
making the material a strong HF compound. In the region 0.25 ~< x ~< 2 neither caloric nor 
bulk magnetic measurements could unambiguously establish long-range order, although 
some sort of  magnetism prevails as long as x = 2 is not reached (Bauer 1991). 

ZF ~tSR spectroscopy on the A1 and Ga pseudo-binaries for 0.25 ~< x ~< 1.8 down to 
very low temperatures found no spontaneous spin precession (in contrast to pure CeCus). 
All samples did show a rise in relaxation rate at a specific temperature TM, depending 
on x. The spectra for T < TM could roughly, but not precisely, be represented by a nearly 
static Gaussian Kubo-Toyabe function. The rms field derived from the width of the initial 
Gaussian decay of muon spin polarization is presented as a function of temperature for 
CeCus-xAlx in fig. 122 (right). While TM decreases monotonically with rising x from 
2.5K to 0.4K, Brms shows some irregularity. It is larger for x = 0.5 than for both 
neighbouring values (x = 0.25 and x = 1). The estimated values of  #ord range from ~0.1/~B 
to ~0.01/~B. It is suggested that the irregularities could be due to incomplete randomness 
of  moment orientation. 

Coarsely seen, the results for the Ga pseudo-binaries are quite similar to those of  the 
A1 materials, but irregularities are more pronounced. An increase of  both TM and Brms is 
observed at x = 1.5, followed by a dramatic decrease for larger Ga concentrations. This 
looks more like a sudden strengthening of RKKY interaction at a certain concentration 
and a possible cause could be that the Fermi wave vector has reached a critical value. 

For some samples ~tSR Knight shifts have been obtained between 5 K and 300 K 
(i.e., in the paramagnetic regime) in TF = 0.6 T. The Knight shifts scale well with bulk 
susceptibility for all concentrations and over the whole temperature range covered. The 
slope of the curves (which is proportional to the hyperfine coupling constant) decreases 
systematically with increasing x. The authors suggest this to be due to a variation in 
phase of the RKKY oscillations. Again, the results for the Ga-containing samples are 
somewhat different in detail. The lattice constants at similar A1 and Ga concentrations 
almost coincide. This then points toward finer differences in the electronic structure in 
the two series of intermetallics. 

Summary: The existence of long-range AFM order in CeCu5 is verified by ~SR, but the 
spectra are not easy to understand in terms of the spin structure proposed by neutron 
investigators. The final decision about whether the magnetic structure must be modified 
rests with the determination of the muon stopping site (which requires measurement of  
a single-crystal specimen). Replacing Cu in part by A1 or Ga weakens magnetism, as 
expected. Not only is the magnetic transition temperature reduced, but it leads now to 
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a disordered (short-range correlated?) magnetic state. The distribution width of internal 
field also gets smaller with increased doping. Differences in detail of the ~SR response 
for the A1 and Ga doped materials suggest that the induced change of lattice parameter 
is not the sole cause for the variation in magnetic behavior. The electronic structure of 
the dopant also enters, albeit much less pronounced. 

9.3.1.5. CeB6. CeB6 is considered a prime example of a Ce-based band-magnetic 
HF compound. It has a cubic (Pm3m) crystal structure. Single crystals can be rather 
readily obtained and are used in most measurements. The magnetic phase diagram has 
been established in detail (Kawakami et al. 1980, Effantin et al. 1985, Hart et al. 1994). 
Under ambient conditions antiferro-quadrupolar ordering occurs at TQ = 3.2K and 
antiferromagnetic order sets in at Ty = 2.4 K. For RB 6 compounds in general, large CEF- 
strain interactions have been proposed (S. Nakamura et al. 1994), but they have not been 
studied intensively (see also Segawa et al. 1992). Neutron diffraction (Effantin et al. 1985) 

1 1 gives the q-vector at 1.3 K as (¼ ~ g) and a relatively small moment of ~ord = 0.28#B/Ce 
(superceding an earlier result of 0.65#B by Horn et al. 1981). The absorption by boron 
makes neutron scattering experiments difficult in this material, and the temperature 
dependence of the Bragg intensity (local magnetization) was not measured. In contrast, 
HB-NMR (e.g., Tagikawa et al. 1983) rather suggests a fairly complex triple k spin 
structure. Inelastic neutron scattering observes a single CEF transition appropriate for 
the cubic structure (Zirngiebl et al. 1984). Detailed transport and bulk magnetic data are 
available, as are papers dealing with the possible band structure of CeB6. We refer the 
interested reader to one of the general reviews on HF systems, for example Grewe and 
Steglich (1991). 

gSR studies of CeB6 have rather added to the confusion about its magnetic state. The 
single muon stopping site is known from the angular dependence of the gSR Knight 
shift (Amato et al. 1997a). We have used this measurement earlier as a pertinent example 
in sect. 3.2.1 and refer to fig. 19 in particular. Based on the known g+ site together 
with the AFM spin structure derived by Effantin et al. (1985), one finds from dipolar 
sum calculations that the ZF-~tSR spectrum should contain three spontaneous precession 
frequencies. The measured spectrum, however is much more complex (Feyerherm et al. 
1994c). It has been analyzed in terms of 8 distinct frequencies ranging roughly from 2 
to 80 MHz. As can be seen from fig. 123, the temperature dependence of some of the 
frequencies does not follow the usual magnetization behavior (Brillouin curve) and also 
the relative intensities of the various components show a strange temperature behavior. 
The authors suggest a gradual change of spin structure. Whether one accepts in detail 
this rather involved analysis of the ZF-gSR spectra in the AFM regime of CeB6 is less 
important than the conclusion that CeB6 is another case where neutron diffraction and 
gSR results are incompatible. If taken at face value, local and long-range order must differ. 
In such situations one quickly tends to evoke "muon-induced effects". This is not likely 
the case here, because there is no indication of a delicate balance of various interactions 
that could lead to magnetic instabilities. Also, another local probe (NMR) gives results 
that contradict the neutron data, as mentioned above. 
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spin precession frequencies in the ZF spectra of 
magnetic CeB 6. Solid and open symbols refer to 
different runs. From Feyerherm et al. (1994c). 

For CeB6, however, even two local probes of  magnetism (gSR and NMR) differ in their 
results. Feyerherm et al. (1994c) and Amato (1997) point out that ~tSR Knight shift data 
for TN <~ T <~ TQ appear to be incompatible with NMR Knight shifts under comparable 
conditions (in particular under comparable applied fields). The quadrupolar ordering in 
combination with possible CEF-strain interactions are certainly a severe complication. 
But the question of whether the differences in spin structure are sample dependent or 
an intrinsic property, as well as the question of which spin structure ~SR actually sees, 
remain open at this point. Further studies by different methods are clearly indicated. 

Summary: The muon stopping site in CeB6 is known. The long-range AFM order below 
TN = 2.4 K is confirmed by ~tSR, but the observed local fields cannot be reconciled with 
the simple AFM structure found by neutron scattering. The difference between long-range 
magnetism (neutrons) and local magnetism (~tSR) is not understood. Sample problems 
cannot be ruled out entirely, but the indication is of a more complex, perhaps temperature- 
dependent, spin structure. 

] 
Papers discussed above established the muon site in CeB6 as (3, 0, 0) from muon Knight 

shift studies, and described multiple spontaneous frequencies in the AFM state below 
TN = 2.4K, but resolved little in the antiferroquadrupolar state for TN < T < TQ = 3.2K. 
Kadono et al. (2000b) studied ZF and low-LF ~tSR in a polycrystalline sample of  CeB6. 
Over a wide temperature range above TN, the ZF relaxation function is a static nuclear 
Kubo-Toyabe multiplied by an exponential indicating rapidly fluctuating electronic 
moments. From the width of the nuclear field distribution, they confirm the site selection. 
The nuclear KT decouples completely in 10 mT LF (as it should), leaving the exponential. 
The exponential relaxation rate rises smoothly as temperature is decreased, with a change 
in slope at TQ. Thus gSR has detected the quadrupole transition, but does not say much 
about the form of the ordering that occurs. 
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9.3.1.6. CeCbl 6. This intermetallic, which crystallizes in an orthorhombic (Pnma) 
structure, is the best established example of a HF system with a paramagnetic ground 
state without superconductivity being present (Onuki et al. 1984, Stewart et al. 1984, 
Ott et al. 1985a). Its Fermi-liquid behavior with T* ~ 5 K is well documented. In gSR 
studies on a single-crystalline specimen, the ~+ stopping site (0, 0, ½) was determined 
from the angular dependence of the Knight shift (Amato et al. 1997a), analogously to the 
example of CeB6 discussed above. ZF and LF data showed a temperature-independent 
(down to 40 inK) static, Gaussian Kubo-Toyabe relaxation, which is due to the nuclear 
dipole fields of 63, 65 Cu (Amato et al. 1993a). The observed static width A = 0.23 ~ts -1 can 
be fully accounted for by a dipolar summation for the established ~+ site meaning that the 
depolarizing action of electronic Ce moments is fully motionally narrowed. Quasistatic 
magnetic correlations do not develop. Also, no indication of spontaneous spin precession 
was detected, which excludes long-range order. 

We take this example for a brief discussion on the sensitivity of ~SR for small electronic 
moments in the presence of sizeable nuclear moments. In the case of fast fluctuating 
Ce moments (gce) their influence on muon spin depolarization can be separated from 
that of nuclear moments (/~ucl) by applying the proper LF as discussed in sect. 3.4. 
The question of detection limit is then the closeness to complete motional narrowing. 
If  #Ce is small, the limit of observability ()~ ~< 0.005 gs 1) is reached already at 
quite moderate fluctuation frequencies (the finer details depending on the geometric 
arrangement of the moments around the muon). In the static limit, the effect of a small 
#ce will not be seen if /~Ce < #nuo~- Then LF spectroscopy will not help either, since 
both the electronic and the nuclear relaxation function will decouple quite the same 
way. An experimental search for temperature dependence of ZF spectra may find some 
change in relaxation function if the /~ce become dynamic at some temperature, while 
the /~nud will remain quasistatic. If gce is much smaller than /~nucl however, this effect 
will be unmeasurably small. Hence, if a detectable /tnucl is present, then it becomes 
a rough lower limit on the static /~Ce that can be resolved. In the case of CeCu6, 
such estimates give /~Ce ~< 2 • 10 3/~B if gCe is static. In the dynamic situation no 
proper upper limit on /2ce can be given from the ~SR data by themselves as long 
as independent information on its fluctuation rate is not available. Good Fermi liquid 
behavior, however, means that the bulk susceptibility can be accounted for by the Pauli 
susceptibility of the heavy quasiparticles. Using this with the appropriate error estimates 
gives an upper limit on /~ce about one order of magnitude larger than the static limit 
quoted above. 

In spite of the absence of any quasistatic moment formation, CeCe6 must be considered 
not far from magnetic ordering. Neutron data (Regnault et al. 1987) found dynamic 
short-range AFM correlations below ~10K. Since no effect is seen on the ~tSR 
relaxation rate, the fluctuations of the moments must remain in the fast dynamical limit. 
Similarly magneto-resistance (Onuki et al. 1985) and thermoelectric power (Amato et al. 
1987) show anomalies at low temperature that point towards incipient magnetism. The 
possibility of magnetic order below 5 mK has been pointed out (Schuberth et al. 1995, 
Pollack et al. 1995). 
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As we shall discuss in sect. 9.4, a magnetic ground state develops when Cu is replaced 
in part by Au or Ag (von L6hneysen et al. 1994). NFL behavior concomitantly appears 
in the nonmagnetic --~ magnetic transition region. 

Summary: The p, SR data on CeCu6 fully confirm its nonmagnetic ground state to an 
extreme limit (no quasistatic /~;e ~> 10 3/~B). For dynamic moments, the limit is an order 
of  magnitude larger. 

9.3.1.7. CeRuSi2. The Sommerfeld constant o f  CeRuSi2 is enhanced (y ~ 0.1 J/(mol K2)) 
but still on the low side for a HF material. The crystal structure is monoclinic (P21/m) and 
differs from other members of  the CeTX2 series. Curie-Weiss behavior is observed above 
~60 K but with an effective moment  of  only 1.7#B which is considerably lower than the 
Ce 3+ free ion value (Nikiforov et al. 1993). A sharp upturn in x (T)  around 10 K, together 
with a )Mike behavior in specific heat, indicates a magnetic transition (Velikhovskii and 
Nikiforov 1993). 

A gSR study on polycrystalline material between 4.2 K and 300 K was undertaken by 
Krivosheev et al. (1997a). The depolarization rate as fimction of  temperature is presented 
in fig. 124b. The onset of  magnetism at TM ~ 12K is confirmed. Above TM the ~SR 
spectrum can be fitted to a single exponential decay, below TM a fast relaxing "2/3 signal" 
and a slowly relaxing "1/3 signal" is seen which is the expected behavior in case of  long- 
range magnetic order (fig. 124a). Both signals were fitted with exponential relaxation. No 
spontaneous spin precession was visible at any temperature as long as strict ZF conditions 
were maintained at all times. This means that the distribution width of  internal fields must 
be of  the same order as the mean field value. 

LF measurements in the magnetic state shown that a field of  ~150G is needed to 
suppress the fast relaxing part. This is a much higher field value than the one expected for 
static depolarization and consequently, the field distribution below TM must be slightly 
dynamic with a fluctuation rate on the order of  MHz. This weakly dynamic property 
also explains why an exponential (and not a Gaussian) damping is observed. Above TM 
the relaxation rate is quickly reduced for small values of  BL reflecting the decoupling of  
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Fig. 124. ZF-~tSR results on polycrystalline CeRuSi 2. (a) Spectra at 25 K and 4K when strict ZF conditions are 
constantly maintained. (b) Temperature dependence of the muon spin depolarization rate. Below the magnetic 

transition only the rate of the fast depolarizing "2/3 signal" is plotted. From Krivosheev et al. (1997a). 
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Fig. I25. (a) ZF-p~SR spectra of polycrystalline CeRuSi 2 after having the sample exposed to a transverse field 
of  0.5 T. (b) Field dependence of magnetization below the magnetic transition. From Krivosheev et al. (1997a). 

depolarization by nuclear moments. A remaining rate (-0.03 I~s -1) is not affected by even 
larger fields (400 G). This is the depolarization caused by moderately rapid fluctuating 
paramagnetic Ce moments. One estimates 1/r4f > 100 MHz. 

Data taken in strong applied fields (especially TF up to 0.5 T) demonstrated the 
presence of hysteresis effects and remanence. For example, after applying a transverse 
field of 0.5 T the ZF-~tSR spectrum shown in fig. 125b was recorded. It clearly differs 
from the corresponding spectrum taken without previously exposing the sample to an 
external field (fig. 124a), and was analyzed as a spin precession pattern with nearly critical 
damping ()~ ~ ~o) in addition to a Lorentzian Kubo-Toyabe term. These findings are 
in keeping with the field dependence (fig. 125b) and the hysteresis loop observed for 
the magnetization below TM (Nikiforov et al. 1993). Although ferromagnetic response is 
observed, it cannot be a simple FM spin structure. That would produce spontaneous muon 
spin precession even for a nonmagnetized sample. In unmagnetized CeRuSi2, muons see 
highly disordered and slowly fluctuating magnetism below -12 K. A weak ferromagnetic 
component could already be present but need not be. A possibility is a complex canted 
spin structure (remarks by the reviewers, the authors do not speculate as to the actual 
type of magnetic ordering). 

A ferromagnetic ground state is not expected for a HF material with competing RKKY 
and Kondo interactions in the "Kondo necklace" model. More recently, however, several 
HF compounds exhibiting such a ground state have been found. Pertinent examples are 
URu2_xRexSi2 for x > 0.4 (Dalichaouch et al. 1989) or CePd2Ga3 (Bauer et al. 1993). 
The debate as to the proper theoretical model for this feature is still active. CeRuSi2 is 
without doubt an interesting specimen and altogether more ~tSR data on ferromagnetic 
HF materials would be highly desirable. 

Summary." ~tSR verifies that the transition at 12K leads into a magnetically frozen 
(with slow dynamics) state. The spectra are sensitive to the pre-history of applied 
magnetic fields and hysteresis-like effects, including remanence, appear. A ferromagnetic 
component in the spin structure is indicated, but the distribution of local field is too large 
for a simple FM spin structure. 
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Fig. 126. Temperature dependence of  the muon spin 
depolarization rate in ZF for polycrystalline CeCu zI Si2. 
The superconducting transition temperature of  this 
sample is indicated and falls well within the region 
of  static magnetism. From Uemura et al. (1988). 

9.3.1.8. CeCu2Si 2 and related compounds. This tetragonal (I4/mmm, ThCr2Si2 structure) 
intermetallic was the first HF superconductor discovered (Steglich et al. 1979). Progress 
in understanding its properties was severely hampered by problems of irreproducibility of 
results for different samples. The main problem appears to be the copper stoichiometry. 
Copper deficient samples (CeCul.9Si2) are not superconducting, while excess Cu (e.g., 
CeCu2.2Si2) produces the comparatively highest T~'s. Which lattice sites the excess Cu 
occupies remains enigmatic (see for example Ishikawa et al. 1983, Braun and Jorda 
1985). A detailed discussion of the sample problem can also be found in Grewe and 
Steglich (1991). Recently, Gegenwart et al. (1998) have come up with a magnetic phase 
diagram that has magnetic ordering at higher temperatures on one side of stoichiometry 
and superconductivity at higher temperatures on the other. They claim in particular that 
the diagram has a quantum critical point, which is one of the possible conditions for NFL 
behavior (see sect. 9.4). 

p~SR studies concentrated on the observation that superconductivity occurs within a 
magnetic phase. The latter was discovered by ZF-gSR measurements (Uemura et al. 1988, 
1989) and also seen in NMR studies (H. Nakamura et al. 1988a) and magneto-resistance 
data (Rauchschwalbe et al. 1987). The original ~tSR result on a CeCu2.tSi2 sample is 
presented in fig. 126 and shows a definite rise in depolarization rate below ~0.9 K, which 
is significantly above the superconducting transition temperature of 0.65 K found for the 
same sample. LF measurements proved that static magnetic correlations of moments on 
the order of 0.1#B/Ce are responsible. The absence of a spontaneous precession pattern 
indicates a freezing of randomly oriented Ce moments. 

Recently, more detailed ~SR studies have been reported (Luke et al. 1994b, Amato 
1994 and Feyerherm et al. 1997). Basically the same results were obtained by the various 
groups. Differences in detail arise from sample dependences. It was found that the ~SR 
signal below 1 K consists of two portions, a fast and slow relaxing one. Above 1 K 
the two signals are indistinguishable, the relaxation rate being dominated by relaxation 
due to static Cu nuclear moments. The depolarization rate of the fast relaxing signal 
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fraction (fast relaxing component) (top) and its relaxation 
rate (bottom). Open squares refer to a superconducting 
sample with composition CeCu2.05Si2, solid diamonds to a 
CeCu2.04Si 2 sample that exhibits no bulk superconductivity. 
After Feyerherm et al. (1997). 

increases steadily with decreasing temperature, reaching ~8 ~ts -1 for T --+ 0. It must be 
of  electronic origin. This rise in rate is in overall agreement with the earlier findings of  
Uemura et al. (1988). The relaxation rate of  the weakly depolarizing signal changes little 
with temperature and remains at the high-temperature value (~0.15 ~ts 1). In principle 
one could use this value for a comparison with calculated Van Vleck widths for various 
interstitial sites to gain information on the stopping place of  the muon. In the present 
case, unfortunately, all likely sites give about the same value and a distinction cannot 
be made (Feyerherm et al. 1997). This is, however, without consequences for the basic 
deduction to be drawn from the ~tSR data. 

The presence of  two signals, both definitely from the sample, means that the magnetic 
properties of  CeCu2Si2 are inhomogeneous. One portion of  the sample has undergone spin 
freezing (fast depolarization), the other remains paramagnetic. We have used the results 
o f  Luke et al. (1994b) as an example of  inhomogeneous spin freezing in sect. 8.2.3 and 
plots of  the spectra and their pertinent parameters were presented there in fig. 99. The 
variation in amplitude of  the two signals directly reflects the volume fractions of  the 
two portions. We present the situation once more in fig. 127 for two samples studied by 
Feyerherm et al. (1997). We shall first discuss the results for superconducting CeCu2.05 Si2, 
which are quite similar to the data for the CeCu22Si2 compound obtained by Luke et al. 
(1994b) and presented in fig. 99. After the onset o f  spin freezing the magnetic volume 
fraction rises sharply, reaching 60-70% at T~. The formation o f  the superconducting state 
suppresses magnetism and the spin-frozen volume decreases again with further decrease 
in temperature. But for T ~ 0, 30-40% of  the sample still remains in the spin-frozen 
state. Feyerherm et al. (1997) analyse the magnetic fraction with a dynamic Kubo-Toyabe 
fimction and obtain a fluctuation rate around 3 MHz, which from the point o f  view of  
paramagnetic spin fluctuations is essentially static. Their main reason for this approach 
is the too-shallow minimum seen in the Kubo-Toyabe pattern. But as has been argued 
in sect. 8.2.3, there can be other causes for such an effect, especially in magnetically 



~tSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 333 

inhomogeneous states. In the paramagnetic fraction, the fluctuation of Ce moments must 
always be very fast and full motional narrowing is achieved. 

Feyerherm et al. (1997) also show results for samples with different Cu content 
(from 1.95 to 2.2). It is interesting that one sample (2.04) does not exhibit bulk 
superconductivity. As seen in fig. 127, the magnetic volume fraction in it rapidly reaches 
nearly 100% and maintains this value down to T -+ 0. In contrast, all superconducting 
samples show the maximum in magnetic volume fraction at T~, but with varying 
percentage. The temperature dependence of relaxation rates is, however, roughly the same 
for all samples, except for the difference in onset temperature (see fig. 127). 

These ~tSR results provide clear evidence against true coexistence of superconductivity 
and magnetism on a microscopic scale. The data rather suggest that competition between 
the two ordering phenomena exists with a tendency to avoid coexistence. Feyerherm 
et al. (1997) point out that the superconducting state is first formed in the paramagnetic 
fraction, which means that a nonmagnetic ground state is a prerequisite for the appearance 
of superconductivity. Later on, the two ordering interactions are in competition for 
the same set o f  quasiparticles in the formation of the HF ground state. Luke et al. 
(1994b) speculate about a collapse of RKKY coupling once the superconducting state is 
established. This scenario is in sharp contrast to the existence of two sets ofquasiparticles, 
one superconducting, one magnetic, which has been established for some uranium 
HF materials by the confirmation of microscopic coexistence of superconductivity and 
magnetism (see next section). Whether this fundamental difference is based on the 
difference in spatial extent of the 4f and 5f electron wave functions is an open question 
at this stage. 

Koda et al. (2000) recently studied by ~tSR a sample of Ce0.99Cu2.02Si2 (polycrystal) 
that is magnetic (A-phase) but shows no bulk superconductivity. Below TM ~ 0.8 K a 
two component signal (more rapid and very slow Gaussian relaxation) is observed in ZF 
in accordance with previous results (e.g., Feyerherm et al. 1997). Short-range magnetic 
order is suggested. The authors interpret the LF decoupling data differently by relating 
the comparatively large fields needed to suppress muon spin relaxation to large randomly 
oriented static fields (~200 G) rather than to spin fluctuations (of ~3 MHz), the explanation 
other authors favored. The disordered frozen spin state (called spin-glass-like magnetic 
ordering) is discussed in terms of a recent theoretical study by Kohno et al. (1999) that 
points out the possibility of nucleation of staggered moments around disorder centers 
such as Ce vacancies. 

Subsequently, Kadono et al. (2000a) studied the ~tSR spectra of Ce0.99Cu2.02Si2 in 
the magnetic A-phase in conjunction with Sr2.sCall.sCu24041 in its magnetic state. The 
latter compound is related to the Kagom6 systems discussed briefly in sect. 8.2.2. It was 
found that these two basically quite different systems share common features in their ~tSR 
spectra. Of special interest is the observation that the magnitude of the local magnetic field 
estimated from the ZF relaxation rate is much smaller than suggested by decoupling in 
LE Such findings were reported earlier for Kagom6 lattices (Uemura et al. 1994) and also 
for CePt2Sn2 (Luke et al. 1997a and Kalvius et al. 2000d). Particularly the Kagom~ data 
led to a model where it was assumed that a random local field acts on the muon only for 
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a fraction of the mean spin-fluctuation period (termed "sporadic paramagnetism"). This 
scenario explained another common unusual feature, the discrepancy between the initial 
Gaussian shape of the relaxation function (pointing towards a static field distribution) 
and the decay of the "1/3 tail" at late times (typical for spin dynamics). Concentrating 
(unfortunately, from the point of view of this review) on the case of Sr2.5Call.sCu24041, 
Kadono et al. (2000a) found that the formalism of "sporadic paramagnetism" will not 
convincingly reproduce the spectra measured in ZF and LE The authors question whether 
the abnormal ~SR response reflects bulk properties of the material and proceed to develop 
a local model based on the partial shielding of a static internal field sensed by the muons. 
In effect they introduce a reduced gyromagnetic ratio ~g. The absence of a spin precession 
signal requires that the field distribution width 0 must obey the condition ~r/~a ~ Bg. 
It should be emphasized that this differs substantially from a Gaussian random field 
distribution with (Bg) = 0. They continue to propose as the cause of the shielding effect 
the magnetic instability of a frustrated spin system near a quantum critical point (see 
sect. 9.4 for details on the latter subject) which is greatly enhanced by the presence of 
the muon. A clear connection to the case of Ce0.99Cu2.02Si2 is not made. It is remarked that 
this material is magnetically unstable (due to sensitivity to stoichiometry) like CePt2Sn2 
(sensitivity to tetragonal distortion, see sect. 9.3.1). Also, frustration is expected in both 
cases since Kondo and RKKY interactions are about of equal strength. In any case, both 
recent papers on the A-phase of CeCuzSi2 stress the static nature of the internal field. 
They also make clear that one deals with a complex magnetic phase strongly responding 
to details of crystal structure. 

Finally, a ~SR study on CeCu2(Sil -xGex)2 was undertaken by Higemoto et al. (1999b) 
in another attempt to gain information on the magnetic phase (the so-called "A-phase") of 
CeCu2Si2. Substituting Ge for Si is equivalent to applying pressure to the system, which 
influences the superconductivity and magnetic properties (Trovarelli et al. 1997). It was 
found that the A-phase persists for x = 0.02 and 0.05. A study of the magnetic properties 
with ~tSR is underway. 

Summary: The occurrence of spin freezing in CeCu2Si2 involving moments #ce ~ 0.1/~B 
above the superconducting transition temperature is definitely established by ~SR. The 
spin freezing process is inhomogeneous, meaning that different parts exhibit either 
magnetism or superconductivity. It appears that the two features are mutually exclusive 
in the same volume fraction: there is no coexistence on a microscopic scale. Details 
of the ~SR response are strongly sample dependent and influenced especially by the 
Cu stoichiometry (as are bulk properties). 

9.3.1.9. CeCu2Ge2. In the HF system CeCu2Ge2 the Kondo and RKKY interaction 
strength are considered to be of roughly equal strength. According to the Kondo necklace 
diagram by Doniach (see fig. 104) this means that the compound is close to a magnetic 
instability. CeCu2Ge2 shows incommensurate AFM order below TN ~ 4.2K, but the 
application of pressure, which increases the 5f-conduction-electron hybridization, rapidly 
suppresses magnetic order (Steglich et al. 1996). Similarly, CeNi2Ge2, which has a smaller 
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unit cell volume is nonmagnetic, gSR spectroscopy on a single crystal of CeCu2Ge2 has 
been reported in a conference contribution by Klaul3 et al. (1999d). A strongly damped 
oscillatory pattern with markedly reduced asymmetry is seen below TN. A rapid increase 
of relaxation rate masks the signal below 3.5 K. Strong anisotropy of the static internal 
field distribution with a doubling of relaxation rate for Sg 2_ e compared to S~ ]1 c 
(i.e., parallel to the easy axis) is considered to originate from the incommensurate spin 
structure. Down to 2 K no indications for a second magnetic transition, as proposed by 
thermal expansion and susceptibility data, were found. Two signals were seen in Knight 
shift measurements for S~ 11 c. The shift did not linearly scale with susceptibility in either 
direction. 

Summary: This preliminary work already indicates that CeCu2Ge2 possesses rather 
complex magnetic properties. More work is in progress, especially the deduction of the 
muon stopping site from the dipolar coupling tensor derived from angular dependent 
Knight shift data. Measurements on the pseudo-binary system Ce(CUl _xNix)2Ge2 will de 
discussed in sect. 9.4 in connection with NFL behavior. These data show that CeCuzGe2 
is indeed close to a magnetic instability. 

9.3.1.10. CeRu2Si2, Cel-xLaxRu2Si2, Ce(Rul-xRhx)2S@ This series of intermetallics 
also crystallizes in the tetragonal I4/mmm (ThCr2Si2) structure. A review of the bulk 
properties of CeRu2Si2 has been published by Flouquet et al. (1995). CeRuzSi2 is another 
case where the notion of a Fermi-liquid paramagnetic ground state must be questioned 
because of ~SR data. The work of Amato et al. (1993b) on single-crystalline CeRuzSi2 
clearly showed the presence of some type of weak, quasistatic magnetism below ~2 K 
(see fig. 128). 

Several attempts have been made to determine the g+ stopping site. Most use data for 
pard- or diamagnetic isostructural compounds and compare the (Kubo-Toyabe type) muon 
spin depolarization caused by the nuclear moments (i.e., 29Si, 99, !01Ru ) with dipolar sum 
calculations of the Van Vleck width. There are 11 possible interstitial sites in the ThCr2Si2 
structure. Unfortunately, the nuclear relaxation rates are small and differ only little for 
some of the possible sites. Sekine et al. (1995) use YRu2Si2 and deduce the (½, 1, 3 )  site, 
although the distinction of this site is not outstanding. Yamamoto et al. (1997) measured 
Ce0.95La0.05Ru2Si2 and select the (0, ½, ½) position. Dalmas de R6otier et al. (1990a) 
propose the (½,0, 0) or the 1 1 from on (g, ~,0) sites data YCo2Si2. In contrast, Amato 
et al. (1997a) performed measurements of the temperature dependence of the muonic 
Knight shift on a single crystal with the muon spin oriented parallel and perpendicular 
to the c-axis. The Knight shifts scale linearly with the contribution of f electrons to the 
bulk susceptibility between 300 K and 10 K. The extracted value of the dipolar coupling 
constant was compared to dipolar sum calculations and suggested the (½, ½,0) site. This 
site, however gives too small a value of the nuclear Van Vleck width and is incompatible 
with the data of Sekine et al. (1995). A recent study by Yamamoto et al. (2000b) 
(discussed in detail in sect. 5.5.2) compares the ZF spectra of antiferromagnetic CeRh2 Si2 
with calculated dipolar fields and concludes that the 4c (1, 0, 0) site is occupied. A similar 
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Fig. 128. Muon spin relaxation rate in ZF 
(open circles) and LF = 0.6 T (solid squares) in a 
single crystal of  CeRu2Si 2. The initial muon spin 
direction is along the c-axis. The lines are guides 
to the eye. From Amato et al. (1993b). 

result was obtained for PrCo2Si2 (Nojiri et al. 1992). If  one makes the reasonable, but not 
guaranteed, assumption that the muon stopping site is unique for the ThCrzSi2 structure, 
then at present a clear picture does not exist. The 4c site seems to be the most convincing 
choice. The knowledge of the muon site is not essential for the basic features to be 
discussed next. It would help, however, in extracting more quantitative results as to the 
exact size of moments and would provide more details on spin structures. It is important 
that all studies do show clear evidence for a stationary muon up to ~180 K. Only at higher 
temperatures does muon diffusion become noticeable. 

As pointed out, Amato et al. (1993b, 1994a) found an increase of relaxation rate 
(fig. 128) below 2-3 K (slightly sample dependent) in ZF with a temperature dependence 
typical for a second-order magnetic transition. Application of LF suppresses this 
additional relaxation showing that the field sensed by the muons is essentially static. 
The overall features are quite reminiscent of the findings by Uemura et al. (1989) 
in CeCu2.02Si2, but the maximum relaxation rate (T ---+ 0) is more than two orders 
of magnitude lower (~0.02~ts-1), meaning that the magnetic moments involved are 
correspondingly smaller. It is of course true that the size of relaxation rate seen in 
CeRu2 Si2 falls well inside the range of depolarization by nuclear moments, but there is no 
scenario that would explain the rise in depolarization by nuclear moments if one excludes 
muon hopping between different lattice sites, which is fully justified. The interpretation is 
then that the additional relaxation comes from a highly disordered array of static electronic 
moments on Ce with a magnitude ~10-3ktw 

Bulk data had led to the classification of CeRu2Si2 as an "almost ordered" compound. 
For example, neutron studies have shown that doping of CeRu2Si2 with La in excess of 
~7% induces incommensurate spin density wave (ISDW) ordering (Quezel et al. 1988) 
whereas pure CeRu2Si2 only exhibits ISDW-type spin correlations (Reguault et al. 1988). 
It is thought that the lattice expansion induced by La doping leads to the formation of the 
ISDW ordered state. In any case, the absence of spontaneous spin precession in the gSR 
spectra of CeRu2 Si2 below 2 K points towards a highly disordered magnetic state. Further 
support for this assignment comes from gSR data on the pseudo-ternary compounds 
Gel _xLaxRuzSn2 and Ce(Rut-xRhx)zSn2, which will be discussed below. The smallness 
of the moment precludes any direct measurement of spin structure. 
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Fig. 129. Exponential (dynamic) relax- 
ation rate in paramagnetic CeRu2Si 2 
measured in TF = 7.4 mT applied parallel 
to the c-axis (left-hand scale). The fluctu- 
ation rate ~4f from neutron scattering (see 
text) is plotted as a solid line (right-hand 
scale). From Amato et al. (1993b). 

Low TF (7.4mT 1[ c) measurements between 6-180K (i.e., well above the onset of 
magnetism) were also carried out by Amato et al. (1993b, 1994a). The analysis of  data 
used the double relaxation formalism for a Gaussian relaxation due to static nuclear 
moments and an exponential relaxation due to fluctuating electronic moments on Ce. 
For the latter, one can use )~TF = 2A 2 T4f, where A 2 is the second moment of  the field 
arising from Ce dipoles and 1/T4f is their single-site (ss) fluctuation rate. The values 
of ,~TF were compared to the neutron quasielastic linewidth Fss = h/r4f (Regnanlt 
et al. 1988) after correction for inter-site fluctuations. Combining the two data sets (see 
fig. 129) results in a paramagnetic moment on the Ce atoms of-0.6/~B in the temperature 
range covered. This moment is greatly reduced relative to the high-temperature Curie 
moment (-2.53/~B), emphasizing the pronounced influence of Kondo interaction on the 
quasiparticles. 

Finally, high-field (600 mT) LF data demonstrate that the relaxation rate in field is 
strongly reduced but not zero at all temperatures, including the magnetic range T < 2 K 
(see fig. 128). This means that the quasistatic structure of  small moments coexists with the 
fluctuating larger moments, a picture that requires the presence of two subsets of electrons 
in the HF ground state. As mentioned before, such a model has been put forward for some 
uranium HF compounds (see sect. 9.3.2). 

Another gSR study of CeRu2Sia was carried out by Sekine et al. (1994, 1995). Their 
work covers only the paramagnetic regime and gives essentially the same result as the 
TF studies by Amato et al. (1993b, 1994a), that is, the presence of fast fluctuating 
(T4f ~ 10 13 s) Ce moments on the order of 1/~B. The similarity of  )~F and ,t, ZF is 
additional proof that the fast fluctuation limit is reached. Sekine et al. (1994) point out 
that their value of 1/T4f leads to Tsf = h/kBr4f = 38 K for the (4f-ce) coupling strength. 
This number is close to TK~ 25 K from bulk data. 

A recent brief report by Yaouanc et al. (1999a) points out that the temperature 
and longitudinal field dependence of the muon spin relaxation rate near the transition 
temperature is anomalous in the intermetallics CeRu2Si2, UGe2 and YbNiSn. We had 
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already mentioned in the preceding section the suppression in fairly low longitudinal 
fields of the typical rise of rate when approaching the magnetic transition from the 
paramagnetic side for the case of YbNiSn. The authors claim that all three compounds 
have an anomalous spectral weight of magnetic excitations in the energy range of 10 meV, 
despite the fact that their electronic ground states are quite different. UGe2 is listed as a 
HF-ferromagnet (()nuki 1993), YbNiSn is a ferromagnetic Kondo-lattice system, while 
CeRueSi2 exhibits weak quasistatic (antiferro-) magnetism. It is further stated that the 
quasielastic low-energy magnetic excitation is not caused by the dual f electron structure 
discussed for CeRu2Si2 and YbNiSn (see above), but is rather considered to be a basic 
feature of correlated electron systems. Theoretical details on this scenario are not given 
and neither is a derivation of the quasielastic excitations presented. The significance of 
the model cannot be judged at this point. 

It has already been mentioned that in Cel_xLaxRu2Si2, magnetic order of the 
ISDW type is stabilized for x > 0.07. In this concentration range sinnsoidal modulation 
is observed. It squares up with the same wave vector q = (0.39, 0, 0) beyond x = 0.2. 
Yamamoto et al. (1997) report on ZF%tSR measurements on single-crystalline samples 
with x = 0.05 (paramagnetic), x = 0.13 (sinusoidal modulated) and x = 0.25 (squarely 
modulated). The spectra for the paramagnetic (x = 0.05) material were analysed once 
again in terms of double relaxation combining Gaussian depolarization from nuclear 
and exponential depolarization from (presumably) electronic moments. The Gaussian 
relaxation is temperature independent, as expected. Also, the exponential rate becomes 
smaller with rising temperature, as in the pure compound. The authors make the disturbing 
remark, however, that the exponential relaxation can be eliminated by small longitudinal 
fields (~10 G), which would mean that the electronic moments are static as well but give 
rise to a Lorentzian field distribution. This is an entirely different picture than the fast- 
fluctuating Ce moments in the pure compound and hard to understand. The authors give 
no further explanation. 

The x = 0.13 sample has TN = 4.2 K. Below this temperature, a fast (Lorentzian) Kubo- 
Toyabe relaxation is seen (see fig. 130, left), but no spontaneous spin precession. The 
authors use a field distribution based on the known ISDW magnetic structure calculated 
by dipolar sums for the (0, 1, 1) stopping site they prefer. This theoretical depolarization 
function is shown in fig. 130 (left) and agrees roughly (but not in detail) with the measured 
spectrum (the discrepancy becomes worse at lower temperatures), and supports the notion 
of ISDW magnetism. 

For x = 0.25 the relaxation rate for T < TN = 6.2 K has further increased. Most of the 
signal is lost in the initial dead time (of the BOOM pulsed muon facility). No further 
details are given. 

Another means to induce long-range magnetic order in the CeRuzSi2 system is to 
replace Ru by Rh. The end point of the pseudo-ternary series Ce(RUl _xRhx)2Si2, i.e., pure 
CeRh2Si2, is an antiferromagnet with the highest transition temperature (TN ~ 37 K) of 
all CeT2Si2 intermetallics. This, together with a fairly substantial ordered moment, makes 
CeRh2Si2 more likely a weak Kondo AFM than a HF compound, gSR spectroscopy on 
CeRh2Si2 has been discussed in sect. 5.5.2. The rather complex AFM spin structure leads 
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(1997). 

to a two-component ~tSR spectrum, one oscillating, the other just relaxing. A rather small 
local field (125 G) is present at the low-temperature limit. 

The pseudo-ternary compound Ce(Ru0.85Rh0.15)2Si2 was studied by Murayama et al. 
(1993, 1997). This material exhibits incommensurate sinusoidal spin modulation with 
a magnetic moment  of  0.65#B along the c-axis below TN ~ 5 .5K (Kawarazaki et al. 
1995). Correspondingly, a strong rise in ZF relaxation rate sets in below TN, but again 
without spontaneous spin precession. The signal vanishes in the dead time of  the BOOM 
facility below ~3 K. The spectra in the magnetic regime have been analyzed using a 
Gaussian decay (exp[-cr2t2/2]) from which the mean field (B~) = ~/y~ was deduced. Its 
temperature dependence is depicted in fig. 130 (right) and clearly indicates a second-order 
phase transition. The extraction of  (Bu) as described assumes a static field distribution, 
which was verified by LF measurements. An attempt was made to obtain the field 
distribution function P([B~ [) via FFT. The authors conclude that the results are in keeping 
with ISDW ordering. Coexisting with this ordered state are fluctuating Ce moments as 
has been previously postulated for pure CeRu2Si2. The relaxation rates are not markedly 
different in the pure and alloyed samples. 

More recently, Yamamoto et al. (2000a) have briefly reported on a ~tSR study of  
the more dilute Rh-doped pseudo-ternary Ce(Ru0.95Rh0.05)2Si2 using a single-crystalline 
sample. This compound is close to the lower concentration limit o f  Rh for the formation 
of  the ISDW ordered state. The ZF-gSR data for S~ [[ c and Su [[ a show exponential 
relaxation down to ~0.2 K, reflecting fast fluctuations of  the 4f  moments (as confirmed 
by additional LF data). Below this temperature, which is interpreted as the magnetic 
transition point TN, a two component pattern is seen. One component is a fast relaxing 
signal o f  Gaussian form, the other a slowly relaxing signal o f  exponential shape. The 
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Gaussian signal is soon lost in the instrumental dead time when cooling below TN. 
Muons generating this signal see a broad distribution of local field, much broader than 
usually encountered in ISDW states. Especially in view of the comparatively small ordered 
moment, this means that strong additional disorder must be present in the ISDW spin 
lattice. The exponentially relaxing signal loses amplitude continuously on cooling but 
still has not vanished at the base temperature (0.3 K). While the basic features of the 
~tSR signal for T < TN are independent of sample orientation, the spectral parameters 
such as relaxation rates and sub-signal amplitudes are not. These anisotropies are roughly 
in keeping with the notion that the ordered moment is predominantly aligned along the 
c-axis, as deduced from neutron data. 

The exponentially relaxing single paramagnetic signal exhibits critical slowing down 
on approach to TN, which was analyzed in terms of SCR theory (Ishigaki and Moriya 
1996). Good agreement for AFM spin fluctuations was achieved for Sg II c, but for 
S~ II a FM fluctuations gave the better result. Although the authors speculate on a 
q-dependence of spin fluctuations, the reason for this behavior remains enigmatic. The 
reviewers would like to stress that this experiment provides a direct observation of two 
signals (one related to ISDW order, the other to persistent spin fluctuations) below TN, 
which lends strong support to the picture of two electronic subsets in CeRuzSi2, which 
was introduced above. 

Summary: The ~tSR studies on CeRuzSi2 and its related compounds suggest that the 
magnetic ISDW ordering observed in Cel_xLaxRuzSi2 and Ce(RUl_xRhx)aSi2 does not 
altogether vanish for x = 0. Below ~2 K such a magnetic state is likely to exist in pure 
CeRu2 Si2 although with an extremely low ordered moment (10-2-10-3#B). This ordered 
state coexists with much larger, fluctuating Ce moments (~I#B) suggesting the existence 
of two subsets of electrons in the ground state of this HF material. It is so far the only 
Ce compound for which this feature has been found with some reliance (but see also 
CeRu2). 

9.3.1.11. CeRuzGe2, Ce(Rul xFex)2Ge2. These intermetallics crystallize in the same 
tetragonal ThCr2Si2 structure as CeRuzSi2. CeRuzGe2 shows, in contrast to CeRuzSi2, 
hardly any HF properties. The Sommerfeld constant is little enhanced (0.02 J/(mol K2)). 
Via magnetization, two magnetic transitions (TN = 8.5 K and Tc = 7.5 K) are established 
(see, for example, B6hm et al. 1988). The spin state below TN has only recently been 
confirmed by neutrons (Raymond et al. 1998) to be a commensurate AFM structure. 

ZF%tSR spectra (Walf et al. 1999) show spontaneous spin precession below TN = 8.5 K. 
In the AFM regime two precession frequencies are present, in the FM regime only one. 
This result is in basic agreement with the assignment of a commensurate AFM and a 
collinear FM structure. The temperature dependence of the precession frequencies is 
presented in fig. 131 (left). It shows a most unusual feature. The two frequencies in the 
AFM state first rise (roughly in parallel) when lowering the temperature in a normal 
fashion. But at Tc a sudden collapse of frequency to vg(Tc) = 0 is seen, followed 
again by a rise of frequency below Tc. All LRO magnetism appears to be lost in the 
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crossover from the AFM to the FM state, a novel behavior. Inside the FM regime one 
finds a temperature dependence v~(T) that is not of the simple Brillouin type seen for 
the bulk magnetization. Furthermore, the saturation frequency (%(2K) = 3.2 MHz) is 
significantly lower than the value calculated by dipolar sums (Vdip(0) = 5.2 MHz). The 
(0, ½, -~) interstitial position has been assumed as the muon stopping site together with a 
moment of 2/tB aligned along the c-axis. The authors study the effect of moment tilting 
and find that such a model reproduces the asymmetric frequency distribution obtained by 
FFT of the precession signal. It fails, however, to lower the value of vv(0). 

CeFe2Ge2 is a moderate HF compound with a nonmagnetic ground state. A substitution 
of Ru by Fe increases the 4f hybridization and one expects a continuous decrease of 
TN with rising Fe concentration within the Kondo necklace model. Figure 131 (right) 
shows the magnetic phase diagram derived from ~tSR data. The reduction of Tc is 
in good agreement with corresponding data for the isostrucmral pseudo-binary system 
CeRu2(Gel-xSix)2. The monotonic decrease in TN with Fe concentration, however, though 
in agreement with the Doniach model, is different from the behavior of TN(X) seen by 
magnetization in CeRu2(Gel xSix)2 where it passes through a weak maximum (Haen et al. 
1996). Waif et al. (1999) suggest different hybridization mechanisms to be the underlying 
cause. While the change of unit cell volume is effective for the Ge-Si replacement, the 
change in 4f hybridization by Ru-Fe replacement is thought to come primarily from the 
increase of itinerant 3d electron density. All magnetism vanishes near the Fe concentration 
x = 0.9, which might establish a quantum critical point. 

Summary: ~tSR spectroscopy on CeRu2Ge2 reveals an unusual loss of magnetism at the 
transition from the AFM to the FM state (To = 7.5 K). The data below Tc are not in good 
agreement with FM spins aligned along the c-axis and moment tilting is a possibility. 
The variation of TN with increasing replacement of Ru by Fe follows the expectations 
of the Doniach necklace model, but is significantly different from corresponding data in 
CeRu2(Gel xSi~)2, which points towards an influence of increasing 3d electron density. 
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9.3.1.12. CeT2Sl'l 2 (T=Ct~, Pd, PO. This series of ternary Ce intermetallics has 
attracted considerable interest because it provides a good testing ground for the study 
of the interplay between Kondo and RKKY interaction within the frame of the Kondo 
necklace model. CeCuzSn2 and CePd2Sn2 are well established AFM (Beyermann et al. 
1991a). CePt2Sn2 develops a very large Sommerfeld constant (y > 3 J/(mol K2)) below 
5 K and exhibits unusual magnetic properties, which will be discussed below. All 
compounds crystallize in the tetragonal P4/nmm (CaBe2Si2) structure, but in CePtzSn2 
some minor deviations can occur (see below). They show strong anisotropy in their 
physical parameters. We shall first discuss the Pt compound since it is the most unusual, 
and more detailed btSR data are available for it. 

Beyermann et al. (1991b) reported that polycrystalline CePt2Sn2 can possess a small 
monoclinic distortion and undergoes magnetic order at TN = 0.88 K as revealed by a 
peak in the specific heat. Inelastic neutron scattering gave a value for the quasielastic 
linewidth consistent with the large Sommerfeld constant. It also determined the Kondo 
temperature (T* ~ 1 K) to be rather close to TN (Mignot et al. 1993), which shows 
that RKKY and Kondo interactions are indeed of comparable strength. Shigeoka et al. 
(1993) have studied single-crystalline samples by specific heat, magnetic susceptibility 
and electrical resistivity and found that magnetic order was apparently absent (above 
0.45 K). The difference in behavior is ascribed to the monoelinic distortion present only 
in polycrystalline material. 

Luke et al. (1995) studied a single crystal of CePt2Sn2 with ZF- and LF-btSR between 
0.02 and 200 K with the muon spin aligned initially along the a-axis. The variation of 
the relaxation rate with temperature is shown in fig. 132 together with analogous data 
for a polycrystalline sample (Luke et al. 1997a). At this point we shall concentrate on 
the single-crystal data, the comparison with the polycrystal will be made later on. At all 
temperatures the relaxation in the single-crystal specimen is well described by a power- 
exponential decay (exp[-(~t)P]). The variation of power p with temperature is depicted 
in fig. 133. At higher temperatures (T > 0.7K) pure exponential (p = 1) decay of 
polarization is seen. Only at very low temperatures does the power gradually rise toward 
p = 2, that is, Gaussian relaxation. The exponential relaxation is largely insensitive to 
a longitudinal field of  1 kG and hence rapidly fluctuating (electronic) moments must be 
responsible. 

The first increase of relaxation rate on cooling from room temperature reflects the 
formation of the heavy-fermion state where the Ce 3+ begin to be Kondo-screened and 
their fluctuation rate slows down. This corresponds to the narrowing of the quasielastic 
linewidth seen by neutrons (see also the discussion of analogous data for CeRuzSi2). 
One may take the temperature at which this relaxation process saturates as an estimate 
of T*. The resulting value of ~20 K is considerably larger than the neutron value quoted 
earlier and the reaching of a plateau may just be an indication of a crossover between 
the Kondo mechanism and another mechanism for 4f spin fluctuations. Specific heat 
shows a Schottky anomaly around 30 K and susceptibility data as well indicate that this 
is roughly the position of the first CEF level (Shigeoka et al. 1993). One might then 
relate the temperature variation of relaxation rate also to the depopulation of the excited 
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Fig. 133. Temperature dependence of the 
power in the power-exponential relaxation 
fit to the ZF spectra of single-crystalline 
CePtzSn 2. From Luke et al. (1997a). 

CEF levels o f  Ce 3+ (see sect. 5.1.1). Dalmas de R6otier et al. (1996) discuss in general 
the connection between CEF and Kondo interactions. They point out that the difference in 
T* between the neutron and ~tSR measurements in CePt2Sn2 could be a straightforward 
result o f  CEF interactions. The absence o f  information on the full CEF level scheme 
does not allow a quantitative discussion o f  this aspect (for some more details, see the 
discussion o f  the HF compound YbAuCu4). 

The rise in relaxation rate below 1 K is considered an indication o f  the attempt o f  the 
largely compensated moments  to order magnetically. This is not achieved, however. The 
longitudinal field data o f  fig. 134 (left) demonstrate clearly that the fluctuations o f  the Ce 3+ 
moments  never die out, even at 20 mK. Strong fields can now affect the relaxation process 
more than at high temperatures, but the 5 kG pattern is very convincingly dynamic. 
In short, slowing down of  fluctuations by the formation o f  magnetic correlations has 
occurred, but the quasistatic situation o f  long-range order is not realised. The likely block 
to magnetic order is geometric frustration. 
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The data for a polycrystalline sample by Luke et al. (1997a) follow the results of  
the single-crystal specimen above ~1 K. Though expected, since in this temperature 
region magnetic order is not in question, the agreement is satisfying. The temperature 
dependence of the dynamics of  Ce moments is similar in the two samples, so the same 
mechanisms are at work. The data below 1 K, however, differ significantly from that of 
the single crystal. The relaxation rate rises more sharply and reaches values about one 
order of  magnitude higher for T -+ 0. The LF studies shown in fig. 134 (right) prove that 
now there are quasistatic moments. The appearance of the (slowly decaying) "1/3 tail" is 
important in establishing this. The freezing occurs around 0.85 K in excellent agreement 
with the specific heat data of  Beyermann et al. (199 lb). A spontaneous precession signal is 
not observed. The local field must be widely distributed, meaning that a highly disordered 
magnetic state has been entered. 

A word of caution about fig. 132: the relaxation rate below 1 K has a completely 
different meaning for the single crystal relative to the polycrystalline samples. In the 
former, the dynamic situation prevails and the variation of relaxation rate reflects changes 
in the fluctuation rate of  4f  moments. It rises as moment fluctuations slow down at 
lower temperatures. In the latter, depolarization is close to static and the rate more 
directly relates to the field distribution width, which increases in proportion to the rise of  
magnetization in an ordered magnet when temperature is reduced. 

The likely explanation for the fundamental difference in magnetic behavior between the 
single crystal and the polycrystalline sample is the relief of  frustration by the monoclinic 
distortion in the latter. Different preparation methods resulting in changes in stoichiometry 
or impurity content may be important. Internal strain in the sample can play a role as 
well. It should be mentioned that whether distortion is present or not is not necessarily 
connected to the polycrystalline us. single-crystal form (see the results of Lidstr6m et al. 
1996a discussed below). 
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Fig. 135. Left: temperature dependence of specific heat for the single-crystalline (solid symbols) and 
polycrystalline (open symbols) specimen of CePt2Sn 2 used in the gSR studies by Luke et al. (1995, 1997a) 
in zero and 7T applied fields. Right: dc susceptibility in 31, 80, 227 and 474G (top to bottom) for the 

single-crystalline sample (Kalvius et al. 2000(t). 

In fig. 135 left, low-temperature specific heat data are presented measured on the same 
samples as used in the ~tSR study (Kalvius et al. 2000d). The presence (absence) of 
a magnetic transition in the polycrystalline (single-crystalline) sample is quite visible. 
Remarkably, under strong applied fields (B ~> 3 T), the magnetic transition in the 
polycrystal appears to be suppressed (or at least smeared out) and the shape of 
the C(T) curve approaches that of  the single-crystal sample. The dc susceptibility 
(fig. 135 right) indicates the formation of a spin-glass-like state below 0.4 K. The zero- 
field specific heat data agree with those published by Takeda et al. (1996). These authors 
also present ac susceptibility data for both polycrystalline and single-crystal materials. 
The latter exhibit a sharp, field-dependent cusp near 0.4 K, which is interpreted as a 
spin-glass transition. The validity of  this conclusion is questionable, since no irregularity 
is apparent at this temperature in the ~tSR parameters and true spin freezing does not 
occur. The (well-developed) spin correlations remain dynamic and the system is better 
described as a dynamically short-range-correlated magnet. (See also the discussion of 
data by Lidstr6m et al. 1996a further below.) 

Finally, a word concerning the atypical form of the ~SR spectrum in the single-crystal 
sample at low temperatures. It is Gaussian at early times, a feature characteristic for a 
static spin system, but both the missing "1/3 tail" and the LF behavior prove it to be 
dynamic. Such an unusual spectral shape has been seen in a number of geometrically 
frustrated systems, most notably in Kagom6 lattices (Uemura et al. 1994). It signals the 
breakdown of Markovian spin dynamics. The situation in Kagom~ lattices is successfully 
described by the assumption that a local field B~ of significant magnitude exists at each 
muon site only sporadically, i.e., it is present only during a f rac t ionf  (w i th f  << 1) of  
the residence time of the muon. Otherwise B~ = 0. The likely explanation of this zero- 
field time span is the formation of local spin-singlet pairs. Some spins, however, remain 
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unpaired and migrate through the lattice, producing a substantial value of B~ when passing 
close to a munn site. 

~tSR results for a powder sample of CePt2Sn2 have also been published by Lidstr/Sm 
et al. (1996a) in the course of a general study of the CeT2Sn2 system. Their data on 
CePt2Sn2 are remarkable in the sense that their features are close to those of Luke et al. 
(1995) for single-crystalline material. It must be concluded that the powder material of 
Lidstr6m et al. (1996a) does not possess the monoclinic distortion discussed earlier for 
polycrystalline materials. As stated above, the question of the presence of distortion is 
perhaps more strictly connected to the preparation process. In fact, Lidstr6m et al. (1996b) 
argue that the presence of monoclinic distortion in the polycrystals is a misinterpretation 
of the diffraction pattern. One should also consider that the samples of Lidstr6m et al. 
(1996a,b) contain ~ 15% of nonmagnetic PtSn and deviate from perfect stoichiometry, as 
mentioned by the authors. 

Despite the fact that the data of Lidstr6m et al. (1996a) closely resemble those 
of Luke et al. (1995) for a single-crystalline specimen, the former authors choose a 
quite different interpretation. They take the change from Lorentzian to Ganssian initial 
slope, occurring around 0.4K (see also fig. 133), as an indicator for the onset of long- 
range AFM order. The spectra above this temperature are fitted with a Kubo-Toyabe 
(static Pt nuclear dipoles) plus exponential (fluctuating Ce moments) double relaxation. 
Below 0.4K they use a combination of an oscillating signal with 2/3 amplitude and 
Lorentzian-Gaussian double relaxation (meaning that a wide static field distribution 
causes dephasing while relaxation is still present due to spin dynamics) and a non- 
oscillating "1/3 signal" exhibiting only dynamic depolarization (with the same rate as seen 
in dynamic contribution to the damping of the" 2/3 signal"). Yet, explicit spin precession 
is not observed in the spectra: that requires the dephasing rate to be significantly larger 
than the precession frequency (the fit gives a factor of ~2.5). This is a rather involved 
fitting procedure for spectra that show little in the way of distinct features. The facts that 
no sudden changes in spectral shape occur around 0.4 K, and that no change in total signal 
amplitude is seen, in contrast to the results for CePd2Sn2 and CeCu2Sn2 (see below), argue 
against this interpretation. In the polycrystalline sample of Luke et al. (1995) (with an 
established AFM transition around 0.9 K) the relaxation rate rises sharply to significantly 
larger values (see fig. 132). For a pulsed beam this would have resulted in signal loss. 
Furthermore, with long-range order one expects the dynamic portion of the relaxation rate 
to decrease again as the critical region is left. This is not observed. The likely explanation 
is the one used by Luke et al. (1995) for their results on the single-crystalline sample, 
namely an increase of spin correlations which, however, remain dynamic. In consequence, 
the fascinating result is that a polycrystalline sample can also show frustration, most likely 
because monoclinic distortion has not occurred, or is too weak. 

In CePd2Sn2 an AFM transition with TN ~ 0.5 K has been established by Beyermann 
et al. (1991a,b) for polycrystalline material. The ~tSR data by Lidstr6m et al. (1996a) are 
fully compatible with this view. Since there is no significant nuclear depolarization in 
the Pd compound, the temperature variation of (exponential) relaxation rate )~ directly 
reflects the dynamics of Ce moments. For T > Tz~ one observes a critical power 
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law Z o( ( T -  TN) -0"4 over a wide temperature range. This is the typical behavior for a 
magnetic rare-earth compound. Below TN the sample signal is practically lost. Relaxation 
now exceeds the initial dead time of the (pulsed muon) spectrometer. 

In CeCu2Sn2 a magnetic transition occurs at TN = 1.6 K. The analysis of the gSR data 
(Lidstr6m et al. 1996a) in the paramagnetic regime is more difficult since relaxation is 
dominated by the static Cu nuclear dipoles. Using the electron-nuclear double relaxation 
formalism, a result similar to CePd2Sn2 was obtained, but with considerably less accuracy. 
At TN, the signal amplitude begins to decrease but only gradually. This indicates that the 
transition temperature is distributed over the sample. Variation in local stoichiometry is 
the likely cause. 

Summary: In CePt2Sn2, a significant difference occurs in the magnetic response 
(especially for gSR) between samples having the "correct" tetragonal structure and those 
with an additional monoclinic distortion. In the former, strong spin correlations develop 
below ~1 K but remain dynamic even for T --~ 0. This is likely due to frustration and 
prevents long-range magnetic order. If lattice distortion is present, the quasistatic limit 
of  correlations is reached and a disordered magnetic state is formed around 0.85 K. The 
temperature dependence of the relaxation rate at higher temperatures is identical in both 
samples and reflects the formation of the HF state. The gSR data on CePd2Sn2 and 
CeCu2Sn2 confirm their classification as Kondo AFM. 

9.3.1.13. CePd2Al3. This compound crystallizes in an hexagonal (P6/mmm) structure. 
Polycrystalline CePd2A13 (well annealed) shows a transition at TN = 2.7K into long- 
range ordered AFM according to neutron diffraction data by Kitazawa et al. (1992). 
The Ce moments are aligned within the basal plane with q = (00 ½). btSR data 
taken on similar samples exhibit a strong rise in ZF depolarization rate at TN, with a 
temperature dependence resembling the typical magnetization curve (fig. 136, Mentink 
et al. 1994a,b). 
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The static Ce moment determined by neutrons is ~0.4/~B, much lower than the moment 
calculated for the expected 1±1/2) CEF doublet (1.28~B). Mentink et al. (1994b) invoke a 
large exchange constant J and Kondo temperature T* to explain this substantial moment 
reduction. Surprisingly, single-crystalline samples do not exhibit any magnetic transition 
down to at least 0.3 K. It is thought that magnetic ordering depends on the perfection 
of the A1 sub-lattice which perhaps is disturbed by the single-crystal growing procedure 
(Mentink et al. 1994a). An early neutron diffraction study (Mitsuda et al. 1992) reported 
incommensurate magnetic ordering in a narrow range above 2.8K, but a later study 
disagrees (D6nni et al. 1994). In any case, one is forced to conclude that CePd2A13 is 
magnetically unstable and close to the boundary between a magnetic and a nonmagnetic 
ground state. This may be the underlying cause for the sample dependence of its magnetic 
properties. Additional support for this picture comes from the fact that isoelectronic 
and isostructural CeNi2A13 has a smaller lattice constant, leading to a lower magnetic 
transition temperature and the clear presence of IV behavior. 

The ~tSR spectra ofpolycrystalline CePd2A13 having the 2.7 K magnetic transition show 
no spontaneous spin precession below TN. The spectra are well reproduced by Kubo- 
Toyabe relaxation with a Brillouin type increase of depolarization rate on cooling. Bulk 
properties (on the same sample), in contrast, show no obvious anomalies around 2.7 K. 
This indicates that only very short-ranged static magnetic order can be present which 
only shows in a sensitive microscopic technique as gSR. Taking the value ~ACe ~ 0.4/A B 

from neutron scattering, the observed p~SR depolarization rate for T --+ 0 corresponds to 
a completely random orientation of frozen moments. Of course, it can not be guaranteed 
that the neutron data, which were taken on a different sample are applicable to the material 
used in the ~SR study. 

Summary: A magnetic ~tSR response at the established (by neutrons) N~el temperature 
of 2.7 K is observed only in polycrystalline, but not in single-crystalline samples. Where 
present, the magnetic gSR spectra indicate short-range order in contrast to the findings 
of neutron diffraction, which established simple, long-range AFM order. Whether this 
difference is based on sample dependence (which is pronounced in this system) cannot 
be decided at this point. 

9.3.1.14. CeRh3B2. The value of its Sommerfeld constant hardly classifies this 
intermetallic, which crystallizes in the hexagonal CeCo3B2 structure, as a HF compound, 
but ~ is clearly enhanced and electron correlations must be present. Because of its 
several unusual properties, it might be considered a class by itself. It has the highest 
magnetic ordering temperature (To = l15K) of any Ce compound devoid of other 
magnetic constituents and enters a FM state. This ordering is at a higher temperature 
than GdRh3B2 (90K), emphasizing that its f-electron structure is anomalous since, for 
example, it violates grossly the de Gennes systematics. The ordered moment is reduced 
(0.84/~B), but so is the Curie-Weiss effective moment (Maple et al. 1985) around room 
temperature (~I/~B). It has been suggested that anomalous d-band magnetism rather than 
anomalous f-band magnetism is acting in CeRh3B2 (Malik et al. 1985, Shaheen et al. 
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Fig. 137. ~tSR results for CeRh3B 2. Left: Temperature dependence of spontaneous precession frequency. The 
dashed line is a guide to the eye, the flail line indicates the expected behavior at low temperatures for 
simple ferromagnetic order. Right: Temperature dependences of the amplitudes (initial asymmetry) of the 
oscillating (a2) and non-oscillating (al) signals. The errors are less than the symbol size. Lines are guides to 

the eye. From Cooke et al. (1996). 

1985). Lawson et al. (1986) concluded from neutron diffraction data that no long-range 
order of  the local magnetic moments exist in ZF, but that the application of  a small field 
(~150 mT) induces order. 

A ZF-gSR study was undertaken by Cooke et al. (1996) but only rudimentary results 
are reported. Well above Tc the signal experiences relaxation that can be fully explained 
by the action of  the nuclear moments  on l l B, the influence of  Ce electronic moments being 
altogether suppressed by motional narrowing. On approaching Tc from above, the critical 
slowing down of  Ce moments causes strongly increased relaxation, the typical behavior 
of  a R ferromagnet. Below Tc spontaneous spin precession is observed but in addition 
to a substantial non-oscillating signal. Figure 137 shows the temperature dependences 
of  the spontaneous frequency (left) and relative amplitudes of  the two signals (right). 
It should be noted that the sum of  the two amplitudes (ax + a2) in the temperature 
range 4 0 K  ~< T ~< Tc does not account for the full signal strength (given by al at 
T ~> Tc). Below Tc a third (unobserved) signal with extremely rapid depolarization 
must be present. Interestingly enough, the amplitude of  the oscillating signal rises sharply 
below ~40 K and near 10 K the full signal strength is contained in the sum of  ai and a2. 
(Oddly, the authors do not comment  on the behavior of  signal strength at all). At low 
temperatures one might well conclude that unique magnetic order has been established 
throughout the sample since the ratio a2 : ax is about 2: 1, meaning al represents now 
the expected "1/3 signal". In fact, al below Tc could always be a "1/3 signal" if  one 
assumes that the muons producing the unobserved signal also sense long-range order but 
with a much wider static field distribution at the muon site than compared to the site 
producing the observable spin precession. It is further found that the relaxation rate of  
the non-oscillating signal (al)  diverges critically at Tc. This supports the notion (in the 
reviewers' view) that al is always the 1/3 signal, which by definition is only sensitive to 
dynamic depolarization. Relaxation of  the oscillating signal is one order of  magnitude 
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larger than that of the "al -signal", showing the dominance of the static field distribution. 
This static rate rises rapidly at lower temperatures. The maximum precession frequency 
(near 50K) corresponds to B~ = 13mT (see fig. 137, left), a rather low value, but in 
keeping with a moment around l~tB. 

The authors suggest that the drop in Bv below ~40 K is due to antiferromagnetic (with 
respect to the Ce moments) ordering of Rh moments (which are expected to be about 
one order of magnitude smaller than the Ce moments). They do not explain how this 
picture can account for the variation in signal amplitude shown in fig. 137 (right). To the 
reviewers, a change in magnetic structure without involving ordering of  additional ions 
is an equally likely scenario. 

In any case, either picture means that the magnetic state of CeRh3B3 is not a simple 
ferromagnetic one. Also, the authors state their data show that long-range order occurs in 
ZF in contrast to the findings of Lawson et al. (1986). This is true, but again, it neglects 
the details of the signal amplitudes. From those one extracts that below Tc, but above 
40 K, only 20-25% of the sample is magnetically ordered in a simple FM structure. The 
rest is likely to be in a highly disordered magnetic state. The FM fraction might be sample 
and field dependent. Unfortunately, no data with applied fields in the range of 150mT 
are reported. 

Summary: The gSR data available are rather incomplete, but are not compatible with the 
standard picture of a simple FM structure at all temperatures below Tc. Metamagnetism 
is a definite possibility. A change in magnetic structure around 40 K is shown to exist, 
but its exact nature is unknown. One suggestion is ordering of the Rh sub-lattice but no 
safe evidence is available. Additional ~tSR data, and also neutron scattering from single 
crystals (G.H. Lander, private communication), if available, are badly needed. 

9.3.1.15. Ce3Au3Sb4. This compound belongs to the class of "low-carrier-density" HF 
systems, which have recently attracted much interest, mainly due to the work of Kasuya 
and his group (see, for example, Kasuya et al. 1993b). For these materials, the non-4f 
reference compounds are semimetals or narrow gap semiconductors and the related 4f 
containing compounds are characterized by a low carrier density on the order of 10-2/(4f - 
atom). Despite the small number of conduction electrons available to form a correlated 
state with the local 4f moments one observes typical HF behavior such as a substantially 
enhanced Sommerfeld constant. 

Cubic (space group I43d) Ce3Au3Sb4 exhibits semiconducting resistivity down to at 
least 0.15 K. The Ce atoms are fully in the ionic 4f I state. Inelastic neutron scattering sees 
three CEF levels appropriate for Ce 3+ in tetragonal symmetry (the local symmetry of the 
Ce site). A huge peak in susceptibility and specific heat around 3 K has been attributed 
to a Kondo resonance within the narrow band gap (Kasaya et al. 1991, 1994). 

gSR studies have been undertaken by Amato (1995) and Amato et al. (1997b). The 
ZF-~tSR spectra are characterized by a Gaussian decay of polarization at all temperatures. 
From room temperature down to TM ~ 2.54K, the depolarization rate (a  ~-, 0.3 ~s -1 ) is 
small and practically temperature independent. It can fully be accounted by the action 
of the static nuclear moments of 121'123Sb. Electronic Ce moments clearly fluctuate 



gSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 351 

rapidly. Below TM the depolarization rate rises quickly and reaches a ~ 3 ~ts 1 for 
T ~ 0. Now the Ce moments have become effective. If they were fully frozen, the 
spectrum should be of the Kubo-Toyabe type with its typical "1/3 tail". This tail is 
not observed, however, and the authors conclude that slow moment fluctuations must 
still be present. No detailed analysis is given. There is no trace of spontaneous spin 
precession. 

The ~tSR data are compatible with either dense spin glass freezing or with the 
sudden condensation of a coherent Kondo state (for a discussion see, for example, 
Grewe and Steglich 1991) with slow, but dynamic spin correlations at ~2.5 K. The latter 
interpretation ties in with the specific heat data, especially in applied fields. The former 
could be explained in terms of the magnetic polaron model formulated by Kasuya et al. 
(1993a,b). 

Summary: ZF-p~SR sees a rise in relaxation rate below 2.5 K. Two explanations have 
been put forward: either the formation of a "nearly" frozen spin state or the sudden 
condensation into a coherent Kondo state. A fully static limit of spin correlations is not 
reached. 

9.3.1.16. Ce3Pd20Si6 and Ce3Pd20Ge6. These materials are among the heaviest 
HF compounds known, with y ~ 8 J/(mol K2). They crystallize in a cubic phase with 
the Cr23C6 superstructure where the Ce atoms occupy two crystallographic different sites 
denoted Ce-1 and Ce-2 (Takeda et al. 1995). Brief conference reports on ~tSR studies on 
the two materials were recently presented. 

Duginov et al. (2000) observed in the Si compound a marked increase of relaxation rate 
below 0.5 K indicating a magnetic transition point. Spontaneous spin precession is absent, 
the signal just shows a monotonic Gaussian decay of muon spin polarization, which 
remained unaffected by the application of LF up to 5 kG, meaning that spin dynamics 
remain present. A remanent local field of 2 G was observed after a field (4 kG) had 
been applied. These data are discussed in terms of superparamagnetic cubes of eight 
Ce-2 atoms which order ferromagnetically. 

Specific heat on the Ge compound shows a sharp peak at 0.7 K and a broad peak at 
2.1 K. The sharp peak is considered to signal AFM order, the broad peak is attributed to 
antiferro-quadrupolar ordering. The gSR measurements by Krishnamurthy et al. (1999c) 
on a single-crystal specimen (Sa II [110]) confirm the magnetic transition at 0.7K. 
Below this temperature they observe spontaneous spin precession with a Brillouin-like 
temperature dependence of frequency. The saturation field (T --+ 0) is B~ ~ 500 G. The 
spin lattice relaxation shows no irregularity at 2.1 K. The absence ofa  ~tSR response at the 
onset of quadrupolar ordering has been observed in other cases (see CeAg in sect. 5.2.2), 
but a change of slope in the temperature dependence of the muon spin relaxation rate has 
been reported in CeB6 (see sect. 9.3.1). 

It is apparent from these sets of data that the magnetic behavior (spin structure) 
is substantially different in Ce3Pd20Si6 and Ce3Pd20Ge6, which still calls for an 
explanation. 
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9.3.2. U intermetallics 
9.3.2.1. UGe2. This intermetallic is a strongly anisotropic FM with Tc = 52 K. The 
Sommerfeld constant is only slightly enhanced (y ~ 0.03J/(molK2)), nevertheless 
UGez is usually listed among HF compounds. Onuki (1993) argues on the basis of 
magnetoresistance and de Haas-van Alphen data that the 5f electrons in UGe2 are itinerant 
but strongly correlated. Also present are strong spin fluctuations. Based on these features 
a calculation of the Fermi surface was carried out (Yamagami and Hasegawa 1993). The 
result reproduces the electronic structure properties of UGe2 well. 

~xSR studies are mentioned within the context of a brief report by Yaouanc et al. 
(1999a) discussing "quasielastic magnetic excitations in strongly correlated compounds" 
(see paragraph on CeRu2Si2 above). Only data for the paramagnetic regime are mentioned. 
The temperature dependence of muon spin relaxation rate on approaching the magnetic 
transition is shown, but not commented on, except for the fact that its critical rise within 
the range 0.001 <~ ( T -  Tc)/Tc ~ 0.01 could be reproduced well by the model of 
Yaouanc et al. (1993a) for a ferromagnet with dipolar forces present. Most unusual is the 
strong dependence of the critical fluctuations on comparatively low longitudinal fields. 
A LF = 150 mT nearly fully suppresses the critical rise of relaxation rate. It is this feature 
(that is also observed in CeRu2Si2 and YbNiSn) that leads the authors to introduce their 
scenario of quasielastic magnetic excitations. A direct connection to the known electronic 
structure of UGe2 is not made. 

Summary: gSR on UGe2 shows an anomalous dependence on applied field of critical 
fluctuations above the Curie point. The presence of quasielastic magnetic excitations in 
the 10meV transfer energy range is claimed. 

9.3.2.2. UPt3, Ul-xThxPt3, U(PdxPtl-~)3. UPt3 is probably the most thoroughly studied 
HF compound. The properties of UPt3 are rather sensitive to impurities and crystal 
imperfections, as is the case for the majority of archetypal HF materials. Thus, as 
better and purer single-crystalline samples became available, the features exhibited by 
UPt3 changed and became much richer in detail. UPt3 is still the best candidate for 
unconventional (odd pairing) superconductivity. There is mounting evidence for this, but 
a final conclusion has not yet been reached. Also, UPt3 is a prime (and early) example of 
coexistence of magnetism and superconductivity as found in several Fermi-liquid systems 
with a superconducting ground state. Well below its Kondo temperature T* = 80K 
but also markedly above its superconducting transition (T~ ~ 0.5K) UPt3 enters into 
a weak AFM state (TN ~ 5 K). This was first established by the ~tSR study of Cooke 
et al. (1986). In that study, a small rise in relaxation rate was found, indicating as 
in comparable cases (such as CeRu2Si2, CeRu2), the development of a magnetic state 
characterized by extremely low (10 2-10-3/~B) nearly frozen moments that most likely are 
fairly itinerant. Application of LF largely suppresses this rise of rate, demonstrating the 
quasistatic nature of the spin system. Itinerant magnetism was considered essential for the 
coexistence with superconductivity until the discovery of UPd2A13 (and, to a lesser extend, 
UNi2A13). These two materials establish that also strong, localized AFM can coexist 
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(homogeneously) with superconductivity. As will be pointed out below, the presence 
of magnetism is a fundamental ingredient in several theoretical models addressing the 
peculiar superconducting properties of UPt3. 

It would be futile to try to list the complete literature of bulk measurements here. 
Reviews to be consulted are given, for example, by Sauls (1994), von L6hneysen (1994) 
and Taillefer (1994). Ultrasound and uniaxial stress data can be found in Adenwalla 
et al. (1990) and Boukhny et al. (1994a,b,c). They indicate a triplet superconducting- 
order parameter. 

The crystal structure of UPt3 is hexagonal (see fig. 138, left) which gives rise to strong 
anisotropy of physical parameters (Shivaram et al. 1986, Zhao et al. 1991, Keller et al. 
1994, Lussier et al. 1994, Fledderjohann and Hirschfeld 1995). Direct detection of the 
vortex flux lattice by neutrons was reported by Kleiman et al. (1992). Magnetic neutron 
scattering and related work will be mentioned in context below. 

The salient result of more recent work is the establishment of three superconducting 
phases (A, B and C) with a single tetracritical point, with a kink in critical field vs. 
temperature at this point. As an example we show fig. 138 (right), for fields applied 
perpendicular to the c-axis. The parallel orientation gives basically the same result (three 
phases with a tetracritical point). These features have become more pronounced the purer 
the compound and the more perfect the crystal. This is in contrast to U1 _xThxBel3 where 
impurities are essential (to be discussed in sect. 9.3.2.5). For ZF the phase diagram 
predicts two closely spaced superconducting transitions between 0.4 and 0.5 K. This is 
observed in good samples as can be seen in fig. 139 (left). 

Extensive neutron studies (Aeppli et al. 1988, 1989), which were instigated by the 
~tSR results of Cooke et al. (1986), revealed that static AFM correlations set in at 
TN = 5 K, with finite correlation range and a moment of ~0.02/~B. The finite correlation 
length could be the reason that ~tSR does not observe explicit spin precession. The 
magnetic order parameter grows as (TN-T) 1/2 for T~ < T < TN, after which it ceases 
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After Luke et al. (1993b). 

to evolve. This is taken as direct evidence that superconducting and magnetic order 
parameters are strongly coupled and that hence the same 5f electrons are responsible for 
superconductivity and magnetism. Several theoretical scenarios addressing the occurrence 
of the three superconducting phases (e.g., Joynt 1988, Machida and Ozuki 1989, 1991) use 
the presence of a symmetry breaking field to generate the splitting of T~ (see fig. 139, left). 
Hayden et al. (1992) and von L6hneysen et al. (1992) argue that the weak AFM below 5 K 
provides such a field. Hence the magnetism may be an important fundamental property 
o f  UPt3 .  

The connection between order parameters raises the question of whether the magnetic 
structure is affected by the onset of superconductivity. In neutron scattering (Aeppli et al. 
1989), a reduced (½ 0 1) Bragg intensity (by about 5%) is seen below Tc. This study used 
a sample with a broad single peak transition. In ZF-~tSR an additional rise in relaxation 
rate was observed by Luke et al. (1993a,b) connected with the superconducting transition. 
This study used single-crystalline samples with a well-split transition temperature (Tc_ and 
To+). The ZF data were analysed by double electron- (e -xt) nuclear (static Gaussian Kubo-- 
Toyabe) relaxation. In fig. 139 (right) the electronic relaxation rate ,~ is plotted against 
temperature in the range of onset of superconductivity. The data connect this additional 
rise, which is larger than that occurring at TN (not shown), definitely to Tc , that is, to 
the B-phase. The authors offer two possible explanations. Firstly, a reorientation of the 
AFM spins may have occurred. Such an effect had been suggested (Blount et al. 1990) 
as an explanation for the reduced Bragg intensity. Secondly, the lower superconducting 
phase may be a state with broken time-reversal symmetry that needs the presence of 
a corresponding symmetry-breaking field. It is this field that causes the faster muon 
spin depolarization. Using magnetic X-ray diffraction, Isaacs et al. (1995) find that a 
suppression of the antiferromagnetic scattering intensity in the superconducting phase is 
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due to a reduction in magnitude of the ordered moment with no change in symmetry. 
In their data no definite correlation to the split superconducting transition could be 
established, but they rule out the first of the explanations given by Luke et al. (1993b) 
(i.e., spin reorientation) for the source of the additional ~SR line broadening. Note here 
that magnetic X-ray scattering is very surface-sensitive. Isaacs et al. (1995) also report 
comparative neutron data and conclude that no significant difference between bulk and 
surface regions exist regarding the AFM spin structure. The presence of AFM in UPt3 
with TN ~ 5 K has been asserted by neutron scattering for samples of different quality 
without exception. Recently, Schuberth et al. (1992) reported large anomalies around 
18 mK in the bulk data of two single-crystalline samples. The authors conclude that 
these anomalies indicate additional forms of order within the heavy-quasiparticle system. 
Susceptibility measurements show that the sample remains superconducting below 18 mK. 
Although some possible modifications within the superconducting state are discussed, the 
exact nature of the specific heat anomaly remains enigmatic. No other data exist in that 
temperature regime. 

The development of AFM around 5 K is not always coupled to the observation 
of a change in ~SR relaxation rate in the best samples. Dalmas de R6otier et al. 
(1995) measured a single-crystalline sample of high quality (as documented by the very 
well resolved double peak structure for Tc shown in fig. 139 and an extremely low 
residual resistivity) and found in ZF-~SR a low, temperature-independent relaxation rate 
(compatible to the action of 195pt nuclear dipoles) from 30K on downwards. Any rise 
in relaxation rate around TN or Tc is absent within the accuracy of data for different 
orientations of the sample (see fig. 140). Neutron scattering performed later on the same 
sample (see Dalmas de R6otier and Yaouanc 1997) confirmed the usual AFM transition 
at 5 K. In addition, the presence of the magnetic transition could be seen by Knight shift 
measurements (Dalmas de R6otier et al. 1998a, 2000b). The presence of two magnetically 
independent regions (or domains) up to at least 115 K is claimed. 

More recently, Higemoto et al. (2000a) have repeated the ZF-relaxation study on a 
single crystal of UPt3 (with Sg II c) from 10 K down to 20.8 mK. The spectra exhibited no 
significant change throughout this temperature range, meaning that neither any indication 
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for spontaneous magnetization in the B phase, nor a precursor of long-range magnetic 
order (as suggested by the specific heat data of Schuberth et al. 1992) could be observed. 
To pin down the latter state even lower temperatures will be needed. 

The absence of  any change in the ~SR signal around 6 K where the onset of (weak) 
magnetism is verified by neutron data, leaves two explanations open. Either the muon 
occupies a site of high local symmetry where all contributions to the local field cancel 
(a likely candidate is the (0,0,0) site) or the AFM spins remain dynamic. Fluctuations in 
the range of 10-100 MHz would fully motional narrow any depolarization by the small 
uranium moments. The second scenario is now considered to be more likely since it also 
explains the absence of any signature of the magnetic state in NMR experiments (Kohori 
et al. 1990, Tou et al. 1996). Such slowly fluctuating moments would appear static in 
neutron scattering. The question of whether a slowly fluctuating field can also be the 
agent for symmetry breaking has not been addressed in detail to our knowledge. 

It remains a mystery in either scenario why the earlier (impure) samples showed the 
effect of spontaneous magnetization in the B phase. In the first case, distortions or 
disturbances of the hexagonal crystal lattice, which interfere with the perfect cancelation 
of field contributions from U neighbors surrounding the stopped muon, could be 
responsible. In view of the strong anisotropy of UPt3, this is a real possibility. It is also 
possible that only in a perfect crystal is the (0,0,0) site the muon stopping site (see also 
discussion on alloyed samples below). In the second case, impurities might slow down the 
fluctuation rate. A combination of both cases cannot be excluded. Be that as it may, these 
results show that one cannot always take the absence of increase in ZF%tSR relaxation as 
an indicator for the absence of AFM. (TF data are less conclusive in a superconductor, 
since the vortex lattice will cause additional relaxation below T~). Dalmas de R6otier and 
Yaouanc (1997) argued that the newer ~tSR data on UPt3 do not support models predicting 
a triplet Cooper pair. They also question the assertion by Luke et al. (1993b) that their 
observation of increased relaxation at To_ mirrors the symmetry breaking magnetic field. 
The problem is not resolved. 

In addition to the ZF%tSR data on UPt3 described there exist a large number of 
TF measurements under varying conditions that explore the superconducting vortex state. 
The main question of interest is the parity of the Cooper pairing. This subject is outside 
this review and we refer the interested reader to the articles by Schenck (1993), Uemura 
and Luke (1993), Heffner (1994), Luke et al. (1994a) and especially Amato (1997). We 
mention here that the data all support the notion that magnetism and superconductivity 
both have their origin in the 5f electron structure, meaning that the 3d electrons are not 
directly involved. 

A study of muon Knight shifts (in a minimum of 0.6T) in single crystals of UPt3 
was performed by Yaouanc et al. (2000b). Two signals with different Knight shifts are 
seen. The two signals are of comparable amplitude except in the range of 2 < T < 10K, 
where the higher-shift signal becomes more prominent, peaking in amplitude near 6 K. 
This is near the weak-AFM ordering temperature, which is not seen in low-field ~tSR 
of these samples. Additionally, the shift of the larger-shift signal increases significantly 
as temperature drops below 6 K. The interpretation of the existence of two sites in such 
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applied fields is not clear, but the authors suggest UPt3 is magnetically inhomogeneous, 
at least in applied fields. 

Although the three-region phase diagram of superconductivity and the AFM transition 
in UPt3 are not a consequence of impurity doping (as is the case in UBe13), the ground 
state of  UPt3 is nevertheless quite sensitive to alloying with impurities. A Fermi surface 
instability is found in U1 xThxPt3 for 0.01 ~< x <~ 0.1 at 6.5K which results in a 
commensurate AFM structure with an enhanced moment of  order 0.5#B (Ramirez et al. 
1986, Goldman et al. 1986, Frings et al. 1987). 

Heffner et al. (1989) studied polycrystalline Ul_xThxPt3 for x = 0.01 and 0.05 by 
~tSR. The data for x = 0.01 in the range of 4 to 22K are consistent with those of  
pure UPt3 although the lack of data for T ~< 4 K does not allow a definite conclusion 
as to an increase of  relaxation rate below 5 K. The situation is markedly different for 
x = 0.05. There, two spontaneous frequencies are observed below 6.5K coupled to 
a substantial loss in asymmetry. The results are summarized in fig. 141. The spectra 
are considered to contain three signals. One is not directly visible since it experiences 
relaxation in excess of  spectrometer dead time (~25 ns). This signal refers to the majority 
of  stopped muons (~80%). The higher of the two visible precession frequencies exhibits a 
temperature dependence that mirrors the growth of magnetic order parameter in a typical 
magnet. The saturation frequency (~8 MHz) is quite in keeping with an ordered moment 
of  ~0.5/~B. The relaxation rate is of  the same order as the precession frequency indicating 
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a very broad distribution of local field which is not easily conceived for a commensurate 
AFM spin structure. The authors suspect defect-induced perturbations. The low-frequency 
signal exhibits basically similar features. Clearly, more than one muon stopping site is 
likely to be involved, in contrast to the conclusion reached from the data by Dalmas de 
R6otier et al. (2000b) for pure UPt3. This is a strong hint that impurities may affect the 
interstitial position at which the implanted muon comes finally to rest. The unusual strong 
damping of the 8 MHz signal gives evidence that, in addition, imperfections can have a 
strong influence on the width of the field distribution, that is, they may well disturb the 
spin structure. All these features render support for the earlier discussion on the observed 
variations in gSR depolarization rates of  pure UPt3 as being impurity related. 

Bulk properties of  the system U(Ptl -xPdx)3 were first investigated by de Visser et al. 
(1987). The results of  more detailed studies in the range of low Pd concentration are 
given by Graf et al. (1999) for high-quality polycrystals. The upper superconducting 
transition (normal ~ A )  temperature decreases with Pd concentration, but the lower 
transition (A ~ B) is depressed more rapidly, leading to a larger separation between 
the two phase transitions. In consequence, for 0.004 < x < 0.006 only the A-phase 
is present. Superconductivity vanishes altogether at x = 0.006. Neutron diffraction 
on single crystals showed that around the Pd concentration where superconductivity is 
destroyed (x = 0.006) a crossover from small moment AFM (as in pure UPt3 with 
/~u ~ 0.02#B and TN = 6K) to larger moment AFM occurs (de Visser et al. 1997a). 
The latter state is restricted to x ~ 0.1. The moments rise with Pd concentration 
(#u = 0.11,0.35,0.62/~ for x = 0.01,0.02,0.05). The concentration dependence of 
the magnetic transition temperatures is shown in fig. 142. The small moment state has 
its transition near 6 K, as in pure UPt3. The transition into the large moment state is 
concentration dependent and peaks at x = 0.05, where it reaches the same value (~6 K) 
as the low moment transition. At Pd concentrations above x = 0.01 but below x ~ 0.05, 
both phases are reached consecutively as is demonstrated clearly by the ~tSR data to 
be discussed below. Near x = 0.05 the existence of the low-moment phase can no 
longer be detected. As stated, superconductivity and large-moment AFM are mutually 
exclusive. In a recent review, de Visser et al. (1998a) point out that the combination 
of specific heat and neutron diffraction data for U(Ptl-xPdx)3 renders strong evidence 
for a Ginzburg-Landau model leading to the double superconducting transition of UPt3 
by the action of a symmetry breaking field for which the weak AFM exchange is the 
probable candidate. 

ZF-gSR studies on polycrystalline material with x = 0, 0.002, 0.01,0.02 and 0.05 were 
performed by de Visser et al. (1997b, 1998b) and Keizer et al. (1999). The samples with 
x < 0.005, where only the small-moment AFM state (SMAF) exists, showed ZF%tSR 
spectra analogous to those of  Dalmas de R6otier et al. (1995) and Higemoto et al. (2000a) 
in high-purity UPt3, i.e., no change in relaxation rate around 6 K and a depolarization 
rate consistent with 195pt nuclear dipole relaxation (A ~ 0.07 gs-1). For 0.01 ~< x ~< 0.05, 
where the large-moment state (LMAF) comes into play, the ZF%tSR spectra in the ordered 
state consist of  two terms of equal amplitude: an exponentially damped spontaneous spin 
precession signal (including the non-oscillating "1/3-term") and a static Lorentzian Kubo- 
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Toyabe function. This analysis supersedes an earlier attempt described in de Visser et al. 
(1997b). A typical spectrum is shown in the top panel of  fig. 143. 

The transition temperatures agree well with the results plotted in fig. 142. The variation 
of  spontaneous precession frequencies with temperature is shown in the left lower panel o f  
fig. 143. The right lower panel shows the corresponding plot for the (static) Lorentzian 
Kubo-Toyabe relaxation rate (denoted here as ~.t~, which corresponds to the H W H M  
denoted as a in sect. 3.2.2). These results are curious: while )~KL roughly scales with the 
magnitude of  ordered uranium moment  as derived by neutron diffraction, the precession 
frequencies do not. The authors do not rule out problems with the data analysis, but in 
general this feature is not understood. In the paramagnetic state the ZF spectra are not 
significantly different from those of  pure UPt3. 

The two-signal analysis in the ordered state suggests two magnetically (but not 
necessarily crystallographically) different muon stopping sites, one with high local 
symmetry so that the various field contributions cancels. Knight shift measurements were 
carried out on a spherical single crystal o f  U(Pt0.95Pd0.05)3 for 10K~< T ~< 2 5 0 K  in 
TF = 6 kG (see also Schenck et al. 2000c). Two (closely spaced in frequency) signals 
originating from the sample were observed for Bex t II a, but only one for Bext II c. The 
angular dependence of  shift measured at 10K shows that the muon stopping site must 
have axial symmetry. As the most likely site, the (0,0,0) position (2a site) is suggested in 
accordance with the findings for pure UPt3. The two-signal spectrum is attributed to two 
spatially distinct regions of  different magnetic response as already mentioned above for 
the case of  pure UPt3. A comparison with bulk susceptibilities shows strong deviations 
from a linear behavior. Above ~115 K slow muon hopping sets in. 

Unfortunately, the exact spin structure of  the LMAF state is not known, but neutron 
diffraction demonstrates that the SMAF and the LMAF states are not closely related. The 
fluctuating nature is seen in the ~tSR data for the SMAF state, which contrasts with the 
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quasistatic gSR response in the LMAF state, and suggests to the authors that the formation 
o f  the SMAF state is not a true phase transition but rather a crossover phenomenon. The 
order parameter for the LMAF state is conventional. 

De Visser et al. (2000) have used TF-gSR in the PSI dilution refrigerator to more 
carefully study the region near x = 0.006 o f  the U(PdxPtl-x)3 phase diagram (see 
fig. 142) where the superconductivity disappears and the LMAF state appears. They 
follow the reduction o f  LMAF TN as concentration is reduced from 0.01, showing 
excellent agreement with straight-line depression extrapolating to zero near x = 0.006, 
exactly where superconducting T~ goes to zero as x increases from smaller values. Thus, 
the concentration where T~ = TN = 0 appears to be a quantum critical point where 
superconductivity switches over to L M A E  This is consistent with the LMAF interaction 
being responsible for the depression o f  Tc as Pd is added to UPt3, and allows the possibil i ty 
that the SMAF state is not antagonistic to superconductivity, and might even be involved 
in generating it, as suggested by spin-fluctuation-mediated superconductivity models. 
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Although there are some similarities between the ~SR data for the Pd and the Th-doped 
samples (in both cases larger-moment magnetism is induced and multi-component spectra 
are observed in the ordered state), distinct differences exist in details. Part of this is due 
to the fact that the Th-containing samples predated the availability of"high-quality" UPt3 
as the starting material. It would be desirable to repeat the study of Th-doped UPt3 with 
high-quality samples in order to draw a more direct comparison. 

Summary: UPt3 is the classic example where ~SR first discovered weak moment AFM 
which then was put on a firm basis by neutron diffraction, which showed it was of limited 
correlation length. Details of the shape of the magnetic ~SR signal appear to be impurity 
related. The magnetic phase appears to be connected to the lower superconducting 
phase (B-phase). It is proposed that the internal magnetic field in the B-phase provides 
the symmetry breaking field required in some models of unconventional (odd parity) 
superconductivity, for which UPt3 is the prime candidate. Samples of improved quality 
did not show the weak magnetic ~tSR response originally observed, but neutron diffraction 
verifies the existence of the magnetic state in these samples. It is probable that the 
uranium spins are slowly fluctuating. From muon Knight shift data it is concluded that two 
magnetically independent regions are present. The (0,0,0) interstitial site is the most likely 
muon stopping place. Muon hopping occurs for T > 115 K. ~SR data on pseudo-binary 
samples like (U, Th)Pt3 and U(Pt,Pd)3 confirm the formation of larger-moment AFM in 
certain ranges of doping. The larger-moment magnetic state is conventional, but its spin 
structure has not been determined. It is suggested that the formation of the low-moment 
state (i.e., in pure UPt3) is not a true phase transition but a crossover phenomenon. 
Clearly, the nature of the magnetism in UPt3 and related compounds is complex and 
not yet solved. 

9.3.2.3. UCus. This material, which crystallizes in the face-centered (F43m) structure, 
exhibits a quite unusual property. Based on results from neutron diffraction (Murasik 
et al. 1974a) one would classify UCu5 as a typical 5f AFM with TN = 15K and a 
sizeable localized U moment. Yet, caloric and transport measurements (Ott et al. 1985b) 
clearly show that a HF state develops well below TN. This is hard to comprehend within 
the generally accepted model for the formation of a HF state, since the all-important 
Kondo effect relies on fluctuations of the f moments to generate the heavy quasiparticles. 
Quasistatic ordered magnetism with a fairly large local moment seems inimical to that 
mechanism. The issue is not resolved. 

Neutron data show that the U sub-lattice orders ferromagnetically in the [111] planes, 
which are stacked antiferromagnetically. The ordered moments are aligned along the 
(111) direction. Murasik et al. (1974a) report /~ord = 0.9/~m while Schenck et al. (1990b) 
give /~ord = 1.55/~B. In any case, one deals with a substantial and typical uranium 
5f moment. It was pointed out by H. Nakamura et al. (1990), that the spin structure derived 
from the neutron data is not unique. The data set is also compatible with a 4k arrangement 
(see Rossat-Mignod 1987 for an introduction to multi-k structures). 

Specific heat and electrical resistivity results (Ott et al. 1985b, Lopez de la Torre et al. 
1995) not only show the formation of the HF state well below TN, but also establish a 
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second phase transition around 1 K. This transition is hysteretic but possesses no latent 
heat. Resistivity increases dramatically. It is only present in samples declared to be of 
"high quality". Neutrons see no change at 1 K (Schenck et al. 1990b, Metoki et al. 1995). 
In contrast, 63, 65Cu NMR frequencies change (H. Nakamura et al. 1994a, 1995). Because 
of the polarization-direction ambiguities in powder magnetic neutron diffraction a spin- 
reorientation transition is suggested. For example, a change from 4k to lk (but see the 
~SR results below). 

Barth et al. (1986b) first studied polycrystalline UCu5 by ~tSR. Their sample did not 
exhibit the 1 K transition. Well above TN = 15 K relaxation is dominated by the static 
field of Cu nuclear dipoles. The U moments fluctuate rapidly. On approaching TN the 
moments slow down, their depolarizing effect comes into play and the relaxation rate 
increases drastically, as is usual in strong paramagnets. It peaks at TN and then decreases 
again. At ~10 K, relaxation (for all three signals mentioned below) is low again (~0.5# -a) 
and shows no further temperature dependence. 

Below TN three signals are seen in ZF: 
(1) a spontaneous spin precession with vl (T --~ 0) = 19.8 MHz (Bu = 1.46 kG); relative 

amplitude ~57%; 
(2) a spontaneous spin precession with v2(T --+ 0) = 13.6MHz (B~ = 1 kG); relative 

amplitude ~ 17%; 
(3) a non-oscillating signal with relative amplitude of 26%. 
There is no interstitial site that would give rise to the three signals for either spin 
structure proposed. Sites with Bu = 0 exists, but then the two oscillating patterns remain 
unexplained. Oddly enough, a non-oscillating "1/3 signal" (which should be present in 
a magnetically ordered polycrystal) is never discussed. It is proposed that the muon 
occupies more than one site but the Vz-signal is still difficult to account for and so are 
the relative intensities. 

Also carried out were Knight shift measurements in TF = 0.3 T. It was found that the 
~tSR shift K~ scales perfectly with the bulk susceptibility Z. The linear relation Ku vs. Z 
however, shows a drastic change in slope at 20 K, which remains unexplained. 

A second experiment (Schenck et al. 1990c) used a polycrystalline sample exhibiting 
the 1 K anomaly. The same three signals as observed by Barth et al. (1986b) were found. 
Figure 144 (left) displays the temperature dependence of the two spontaneous frequencies. 
Overlayed is the variation of ordered U moment as derived from neutron diffraction. 
Neutrons give only one unique moment and it is disturbing that v~ follows its temperature 
dependence well, but not v2. This problem also has no explanation to date. The most 
amazing finding is, however, that neither frequency (vl, v2) changes within the limits of 
error around 1 K. This makes the assignment as a spin-reorientation transition extremely 
unlikely. ~tSR is highly sensitive to even minute changes in spin structure and the data 
imply that no variation in magnetic structure occurs. 

The 1 K transition is, however, noticeable in the ~SR data. It manifests itself as a 
sudden increase of depolarization and a changeover from Gaussian to Lorentzian shape 
(see fig. 144, right). Interestingly, the non-oscillating signal also changes. Seen by itself, it 
resembles the onset of weak random magnetism observed in some originally nonmagnetic 
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HF compounds (e.g., CeRu2Si2). The authors suggest that signal 3 is due to the presence 
o f  an electronic subsystem that develops first into the Fermi-l iquid quasiparticle state 
(nonmagnetic) and then produces the weak random magnetic order, while a second 
electronic subsystem produces localized A F M  order at much higher temperatures. The 
notion o f  two different, largely uncoupled f-electron subsystems has been discussed for 
some Ce compounds and appears even more likely for some U compounds. Yet, this 
picture is not easy to conceive in the present case. Why does the onset o f  order of  weak 
moments (the estimate is ~0.01/xB) so strongly influence the well established local A F M  
reflected in signals 1 and 2? Why is Lorentzian relaxation observed? Unfortunately, the 
absence o f  LF data does not allow determination o f  whether the Lorentzian shape is due 
to spin dynamics or to a special field distribution. At  the present time, the situation in 
UCu5 must simply be labeled as "not understood". This is true for the 1 K transition in 
particular but also for its magnetic and HF properties in general. 

Summary: In general, the electronic structure properties o f  UCu5 are still poorly 
understood and gSR has helped only in a l imited way. The presence o f  long-range 
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magnetic order is seen in the ~tSR spectra, but their shape cannot be reproduced on the 
basis of the proposed magnetic structure. The ~tSR data rule out a spin re-orientation as 
the cause of the mysterious 1 K transition and are suggestive of two 4f subsystems, of 
which one remains paramagnetic at TN but develops low-moment magnetism at 1 K. This 
scenario, though tempting, is not free of inconsistencies, even within the ~tSR data set. 

9.3.2.4. UCdu. This cubic compotmd orders (antiferro-) magnetically around 5K. 
The spin structure is not known. Neutron scattering is difficult (because of the high 
absorption by Cd) and only an upper limit of 1.5/tB for the U ordered moment could 
be given (Thompson et al. 1988). Specific heat and susceptibility data (Fisk et al. 1984) 
established UCdn as a moderate HF material (the Sommerfeld constant, for example, is 
0.25 J/(mol K2)) within the regime of magnetic order. 

The only direct information on the magnetic phase transition at TN = 5 K comes from 
a ~tSR study on polycrystalline material (Barth et al. 1986c) in TF, ZF and L E A  sudden 
loss of signal amplitude is observed at TN. Obviously, within the magnetic regime the 
muons are quickly depolarized due to a wide distribution of local fields. The crystal 
structure (BaHgn), though cubic, is complex and provides a large number of magnetically 
inequivalent sites. The authors argue that the moment on U must be around 1/~B in order 
to produce the required spread of field. 

The relaxation on approaching TN from above exhibits a power-law dependence, which 
means that the 5f spin fluctuation rate (1/r)sf behaves like 

(1/Z~)5f O( (T - TN) -x, 

with x = 0.4 -4- 0.1. This result is interpreted as a dependence 

(1/~')Sf o( v/T for T > TN, 

which corresponds to a prediction of spin fluctuation rate dependence within the Fermi- 
liquid state given by D.L. Cox et al. (1985). Applying LF up to 4kG had no influence 
on the relaxation rate, which puts (1/Z')5 f in the range of 10 GHz or above. 

Summary: ~tSR establishes a magnetic phase transition at 5 K, but the spin structure is 
not known. The U moment is around 1/~B. Paramagnetic relaxation mirrors the formation 
of the HF state. 

9.3.2.5. UBel3, U1-xThxBe13, U1 xThxBe13_yBy. Cubic (space group Fm3c) UBel3 is 
one of the few HF compounds that possesses a pure superconducting ground state (another 
example is U6Fe, see Luke et al. 1990c). ~tSR studies on polycrystalline material ruled 
out the presence of any magnetically ordered state with #ord > 10-3/~B (Heffner et al. 
1990, Luke et al. 1991). A recent single-crystal study (Dalmas de R6otier et al. 2000a) 
confirms this result. In ZF, a temperature-independent Kubo-Toyabe-type relaxation is 
observed down to 50mK whose static width A ~ 0.24gs 1 (e.g., fig. 146, right) can 
fully be accounted for by 9Be nuclear dipole fields for the most probable muon stopping 
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site (the so called "d" site, see Amato 1997). This, and other bulk measurements, put to 
rest the suggestion of a possible magnetic transition at 8.8 K (Kleiman et al. 1990). For 
more recent bulk measurements see de Visser et al. (1992). 

Knight shift measurements were reported by Sonier et al. (2000a). The muon stopping 
site is the (0, 0, l )  position half way between two neighboring U ions. This site splits 
in applied magnetic field into two magnetically inequivalent sites. The peculiar result 
is that below the superconducting transition temperature, the shift increases for one site 
and decreases for the other, as temperature is reduced. This result is explained with the 
assumption that the effective exchange interaction between the muon and the uranium 
moments becomes temperature dependent and anisotropic below ~6 K. As a possible 
interpretation for this behavior, the authors suggest that the Kondo screening alters the 
contact interaction with the muon. 

UBel3 is another candidate for unconventional superconductivity (Tc ~ 0.87 K). Results 
from TF-gSR measurements support such a claim. There is a remarkable absence of 
any increase in TF depolarization when superconductivity sets in, meaning that the 
magnetic penetration depth exceeds 104A (Luke et al. 1991). The new single-crystal 
study gives )~ = 12100A. Earlier, Einzel et al. (1986) had shown by magnetic induction, 
that the penetration depth varies as T 2. These results strongly point towards odd parity 
pairing. (The method used by Einzel et al. (1986) could be an interesting competitor for 
~tSR measurements of the penetration depth, but its general applicability has not been 
established.) 

Novel and unusual features develop when U is partially substituted by Th. First Tc 
begins to decrease with rising Th concentration, which is the expected behavior. Then, 
in the region 0.019 ~< x ~< 0.043, the superconducting state splits into two phases 
with an upper (To+) and a lower (Tc_) transition temperature. The situation is somewhat 
reminiscent of pure UPt3 but a tetracritical point does not exist. Beyond x = 0.043, only 
a single superconducting phase is present again. Figure 145 shows the phase diagram 
established by several bulk methods (see Heffner and Norman 1996 and references cited 
therein). ZF-~SR studies by Heffner et al. (1990) established that 
(a) an increase of relaxation, which indicates (as usual) the presence of weak magnetism, 

is only present in the two-phase region (fig. 146, left); 
(b) the onset of weak magnetism is coupled to T~_ (fig. 146, right); 
(c) the additional electronic contribution to the relaxation rate below Tc_ increases less 

than linearly with Th concentration; 
(d) the depolarization rates outside 0.019 ~< x ~< 0.043 are practically the same 

as those for pure UBel3, meaning they are independent of temperature (for 
0.05 K ~< T ~< 10K) and their sole source is the 9Be nuclear moments. 

Findings (c) and (d) in particular rule out the formation of local moments on Th 
or the formation of large moments on U atoms close to an Th impurity atom. The 
temperature dependence of the electronic depolarization rate reflects the behavior of a 
magnetic order parameter following a second-order phase transition. Since this holds also 
for the superconducting phase, the two parameters are coupled, as already discussed for 
UPt3. The magnetic moments involved are estimated to be ~3 • 10-3#B per U ion. 
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dependences (from top to bottom) of muon spin depolarization rate A, specific heat Cp and ac-susceptibility 
Z~o for x = 0.035. The superconducting transitions are To+ ,-~ 0. 5 K and T c_ ~ 0.4 K. From Heffner et al. (1990). 

The  strong response o f  the UBe13 system to impuri ty  doping p rompted  Felder  et al. 

(1989) to look into the behavior  o f  the pseudo-b inary  compounds  UBel3_yBy.  This 
study was later extended by B e y e r m a n n  et al. (1995). A weak  reduct ion o f  Tc with  
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B concentration emerged together with an unusual rise in the jump of specific heat at 
Tc having a maximum around y = 0.03. No evidence for a split of  superconducting 
transition was found. One possible cause for the increased jump in specific heat could be 
the development of magnetic order together with superconductivity. This scenario was 
ruled out by ~SR measurements on UBe12.97B0.03 (Heffner et al. 1991) that resulted 
in a temperature-independent ZF relaxation rate indistinguishable from that of pure 
UBel3. The ~tSR work was extended to U0.981Th0.019Be12.97B0.03. There, the same rise of 
depolarization rate around Tc as in U0.981Th0.019Be13 was observed. Doping with boron 
appears to have no influence on the magnetic behavior of UBe13 and also does not in any 
way affect the magnetism induced by Th doping. This weak magnetism hence is strictly 
coupled to the lower superconducting phase in the two-phase region of U1-xThxBe13. 
The coupling to To- is reminiscent of the findings of Luke et al. (1993b) in UPt3. But 
there, magnetism had set in already at much higher temperatures, only an additional, but 
unexplained change occurred at Tc_. In Ul_xTh~Be~3, the question arises whether the 
boundary line Tc- (see fig. 145) is just the onset of magnetic order within the already 
formed superconducting phase or whether it represents the transition into a different 
superconducting phase that has magnetism as a fundamental ingredient. The substantial 
specific heat connected with Tc- (Ott et al. 1984b) (as apparent in fig. 146, right), favors 
the latter scenario. The entropy of any order in a spin system with moments less than 
10-2#B is just too small. One might use a similar approach as in UPt3, concentrating 
on the weak AFM as provider of a symmetry breaking field. Other models work with 
a SDW transition, producing, for example, a loss of Fermi surface. We refer the reader 
to the review by Heffner and Norman (1996). Finally, we mention a recent measurement 
of muonic Knight shift in superconducting UBe12.91B0.09 by Heffner et al. (1997b). The 
results are interpreted as indicating the possible alignment of spin and orbital magnetic 
moments associated with the unconventional superconductivity in this system. 

Sonier et al. (2000b) extended their Knight shift study on pure UBe13 (Sonier et al. 
2000a) to U0.965Tho.035Be13, in the composition region of the mysterious second transition 
within the superconducting state (see fig. 145). This time the analysis is extended 
to deduction of anomalous behavior of the (local) susceptibility: it drops steeply as 
temperature decreases through Tel, as it should, but then levels off below To2, instead 
of going to zero. Unfortunately, the corresponding behavior in pure UBe13, which does 
not have the second transition, is not clearly displayed or described. 

Summary: ~tSR proved that pure UBe13 possesses no magnetic phase with moments 
> 10 -3/~B in its superconducting ground state. It then first saw the formation of weak static 
magnetism (~ord ~-~ 3 • 10-3#B) in the two phase regime of U1 xThxBe13. The magnetic 
state is concomitant with the lower superconducting phase and similar arguments as for 
UPt3 have been put forward regarding a symmetry-breaking field. A partial replacement 
of Be by B has no influence on magnetic properties, for pure UBe13 as well as for 
U1 _xThxBe13. 

9.3.2.6. U2ZnlT. This material, having a rhombohedral (trigonal) crystal structure (space 
group R3m) is another example of a well-established HF compound (Ott et al. 1984a) 
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with an AFM ground state. Superconductivity is not present. The magnetic transition 
temperature of  TN = 9.7 K, the spin structure consisting of antiferromagnetically coupled 
(along the c-axis) ferromagnetic (110) planes as well as the ordered U moment of 
/~ord = 0.8#B (aligned in the (111) planes), were all determined by neutron diffraction 
(D.E. Cox et al. 1986). 

The crystal structure of  U2Znl7 offers three possible g+ stopping sites, all resulting in 
B,  = 0 for the above mentioned spin structure (see Schenck 1993). Hence, one expected 
rather straightforward results in the ~SR study. Polycrystalline (Barth et al. 1986b) as well 
as single-crystalline (Barth et at. 1989a) samples were studied. They both gave similar 
results, but lead to a considerably more complex, as yet not understood, picture regarding 
the magnetic properties. 

At first glance, the ZF spectra for T < TN show the result expected for stopping sites 
where the contributions to the local field from neighboring moments cancel: One observes 
a monotonic (basically exponential) depolarization without the presence of spontaneous 
spin precession. The problem is the signal amplitude. About 30% of the stopped muons 
produce no observable gSR pattern. Those muons must experience a rather wide field 
distribution, which causes the loss of  their spin polarization in a time shorter than the 
initial dead time of the spectrometer (~  20 ns). A closer inspection of the features of  the 
observable magnetic tzSR spectrum indicates unusual properties there as well. We shall 
return to these problems after discussing the gSR response in the paramagnetic regime. 

Spectra taken in TF = 4 kG for i r > TN reveal four signals with different frequencies 
(fig. 147, left). Signal #1 comes mainly from muons stopped outside the sample but a 
small sample signal is likely to be contained within. Little can be said about the properties 
of  this sample signal, however, since a separation from the background signal could not 
be achieved under any experimental condition. Signal #2 shows an angular dependence 
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of frequency shift that is consistent with dipolar interaction by U moments aligned along 
the applied field. This is expected for the probable stopping sites. In contrast, signals #3 
and #4, which make up about 30% of the total signal strength, have paramagnetic 
frequency shifts with quite unusual angular dependence. It is usual to express this angular 
dependence as a sum over directional cosines. For signals #3 and #4 terms up to the eighth 
order are required. The dipolar coupling of the muon to surrounding moments for any 
interstitial site cannot produce terms of such high order. The authors conclude that an 
additional interaction must be present. One might consider a bond between the muon and 
the Zn ions, but for the time being this feature is simply termed "unexplained" in the 
literature. From the strength of signals #3 and #4, one concludes that they comprise the 
portion of the signal that is lost in the magnetically ordered state. It has been stated that 
a wide field distribution seen by the muons must be the underlying cause. For T ---+ 0 one 
expects the field distribution to be static. In this case one expects a recovery of signal 
for BL ~> 5A/y~ as discussed in sect. 3.2.3. Longitudinal field data showed this indeed to 
happen. From the dependence of signal amplitude on LF (up to 4.5 T) and temperature 
(in the range between 9.5 K and 3 K) the variation of the width of the field distribution 
with temperature was deduced. It is shown in fig. 147 (right). A field spread of ~1000 G 
for T << TN is found. This result cannot be reconciled with the spin structure together 
with the ordered moment magnitude derived by neutrons and the possible muon stopping 
sites mentioned above. 

We finally turn to the observable gSR signal below TN once more. It allows 
TF measurements since it arises from muon sites with B~, = 0 in an antiferromagnet (no 
bulk magnetization). The major contribution to this signal comes from the sub-signal #2. 
One finds that the angular dependence of frequency is unaltered when the temperature 
is lowered below TN. As stated, this angular dependence is consistent with a local field 
aligned by the applied field, which is the expected behavior in the paramagnetic regime, 
but contradictory to long-range AFM order, where a sub-lattice magnetization along the 
easy axis is present. The obvious conclusion is that signal #2 is associated with muons 
stopped in paramagnetic domains even below TN. Neutron diffraction may not be able 
to pinpoint the volume fraction that produces the Bragg pattern and hence may not be 
contradictory to the gSR result, but why even a single crystal should divide into an 
ordered and a paramagnetic portion is difficult to understand. This leaves the sample 
signal hidden under the background signal (#1) as the only one displaying the expected 
magnetic response. But its intensity is low and, as stated, its properties are not known in 
any detail. 

Summary: The gSR results remain largely unexplained. They suggest that at best a 
small portion of the stopped muons produce a signal in agreement with the magnetism 
detected by neutrons. The dominant ~tSR signal in the ordered regime is suggestive of 
in_homogeneous magnetism with coexistence of magnetically ordered and paramagnetic 
domains, even in single-crystal specimens. Furthermore, a part of the stopped muons 
experience a coupling of higher order than dipolar to their surroundings. This feature 
is also as yet not understood. Which of those astonishing details reflect truly intrinsic 
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magnetic properties remains to be seen, but a sample dependence was not found. The gSR 
results point toward the presence of more complex magnetism in U2Zn17 than generally 
accepted on the basis of bulk measurements and neutron data, and call for additional 
studies. 

9.3.2.7. U14Au51. This is a hexagonal (space group P6/m) HF compound (y = 0.3 
J/mol(U) K 2) with a magnetic transition TN = 22 K. It has been investigated several times 
by neutron diffraction. The more recent study (Brown et al. 1997) found a considerably 
more complex AFM structure than the original one (Dommann et al. 1990). Both agree, 
however, that different moments are present on the three distinguishable U lattice sites U1, 
U2, U3). The U3 site carries no moment at all, the other two have 2.28 (U1) and 
1.48~B (U2), respectively. 

A recent study by Schenck et al. (1998a) reports on ~SR measurements in both the 
paramagnetic and AFM phases. In the paramagnetic regime four components are seen 
in the TF spectra with different Knight shifts. From the angular dependence of shift 
two different muon stopping sites are deduced, one between two U3 ions (producing 
a single TF signal), the other near the center of a triangle between three U1 ions. 
The paramagnetic ~tSR data indicate that the U3 ions are nearly, but not completely 
nonmagnetic. The temperature dependences of the Knight shifts follow Curie-Weiss laws 
but need different Curie-Weiss temperatures, which do not agree with the values obtained 
by bulk susceptibility. The authors exclude a muon induced effect but argue that the 
gSR spectra do not weight the magnetically different U ions the same way as bulk 
susceptibility. 

In the AFM state below TN = 22 K two different spontaneous spin precession fre- 
quencies are observed. Both show the usual (Brillouin-like) dependence on temperature, 
but have significantly different T ---, 0 saturation values (4.4MHz or Bg = 0.32kG and 
28.5 MHz or Bg = 2.1 kG. The two frequencies correspond to the two different muon 
sites. The ~tSR spectral response in the AFM state could be fully explained on the basis 
of the spin structure derived by Brown et al. (1997), but not with the simpler one proposed 
by Dommann et al. (1990). If the improved neutron data on spin structure had not been 
available, this would have been another case of discrepancy between neutron and ~SR 
data. The work is a good indication that final agreement must always be obtained if the 
spin structure is truly understood. The data on U14Aus1 give additional weight to the 
notion that the spin structure of UzZnl7 is more complex than generally considered. 

Summary: The ~tSR data confirm a more complex spin structure recently derived 
by neutron diffraction. They also show that the U3 uranium site is not completely 
nonmagnetic but weakly magnetic. 

9.3.2.8. URuzSi2, URh2Si2 and related compounds. This series forms in the tetragonal 
ThCr2Si2 structure with space group I4/mmm (like CeCuzSi2). In URuzSiz the devel- 
opment of superconductivity (at T~ = 1.3 K) within an AFM state (TN = 17.5K) was 
observed for the first time in a HF material (Palstra et al. 1985, Maple et al. 1986, 
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Schlabitz et al. 1986, de Visser et al. 1986a,b). The broad interest in URu2Si2 is also 
due to neutron diffraction (Broholm et al. 1987) finding a rather small ordered moment 
(~0.02/~B) while the loss of entropy at Ty is large, a problem that remains tmsolved. 

Both polycrystalline and single-crystalline samples have been prepared successfully. 
The study of URu2Si2 is, however, plagued by sample-dependent inconsistencies. The 
most extensive study on the influence of  sample quality on magnetic properties was 
carried out by Fgtk et al. (1996) using neutron scattering, specific heat, electrical resistivity 
and magnetic susceptibility measurements. One of  the most striking findings of this 
work was the sample dependence of the temperature dependence of ordered magnetic 
moment as reflected by the integrated Bragg-peak intensity (see discussion below and 
fig. 148, right). Also, the original findings of Broholm et al. (1987) that the AFM of 
URuzSi2 is characterized by a sluggish onset around Ty and a reduced correlation length 
are in part a sample problem. These features are much less pronounced in high-quality 
single crystals (Mason et al. 1990, F5k et al. 1996), but the N~el temperature, the weak 
saturation (T ---+ 0) moment and the basic AFM spin structure seem to be intrinsic 
properties shown by all samples investigated. 

Broholm et al. (1987) and subsequently Mason et al. (1990) (neutron scattering) as 
well as Isaacs et al. (1990) (resonant photon scattering) showed the AFM spin structure 
to be of type I with a propagation vector q = (001) and the moments aligned along the 
c-axis. The ordered moment is given by Mason et al. (1990) to be 0.037/~B, while the 
others give 0.02/~B. Additional neutron studies (Buyers et al. 1994, Mason et al. 1995, 
Walker et al. 1993, 1994) have largely been used to disprove most of an equally numerous 
variety of theoretical explanations of the system (see, for example, Agterberg and Walker 
1994, Santini and Amoretti 1994, Monachesi and Continenza 1995, Brison et al. 1995, 
Sikkema et al. 1996). A clear and definite picture has not yet evolved. 

The simple AFM structure revealed by neutron scattering indicates that ZF-gSR 
should see a well-developed spontaneous spin precession signal below TN, but this was 
not observed. The original work by MacLaughlin et al. (1988) on a polycrystalline 
specimen only found a moderate rise in depolarization rate around TN together with 
a monotonic Gaussian decay of muon spin polarization. A later, more extensive study 
on good single crystals by Knetsch et al. (1993) gave essentially the same result (see 
fig. 148, left), but the rise at TN is sharper here than in MacLaughlin et al. (1988). 
There, the relaxation rate started to increase slowly somewhat above TN. It has been 
suggested, mainly because of discrepancies between neutron and caloric data (see, for 
example, F~tk et al. 1996) that the magnetic transition is actually a double transition, 
one around 17 K the other closer to 14 K. The ~tSR data, in particular those of I<haetsch 
et al. (1993), give no indication of such a property. More extensive single-crystal data 
have recently been reported by Dalmas de R6otier et al. (1998b). The dependence of 
relaxation rate below TN on crystal orientation, already apparent in fig. 148, is even more 
pronounced. The authors conclude that a temperature dependence of field distribution 
must exist that is markedly anisotropic. The width of the component along the c-axis rises 
faster as T decreases than the perpendicular component. This points towards a complex 
spin structure. 
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(1996). 

Remarkably, the temperature dependence of the relaxation rate does not follow a 
Brillouin-type dependence but increases monotonically as temperature decreases. This ties 
in with the result of Mason et al. (1990) and Isaacs et al. (1990) that the magnetic Bragg 
intensity grows linearly with decreasing temperature down to ~3 K where it saturates 
(fig. 148, right). The dependence seen by Fgtk et al. (1996) (see fig. 148, bottom left) in 
the annealed sample is not observed in ~SR. No change in relaxation rate can be detected 
at the superconducting transition temperature (T~ = 1.3 K, which agrees with neutron and 
photon scattering data), thereby excluding a change in long-range AFM order. 

The salient difficulty with the ~SR data is the absence of spontaneous spin precession. 
a first suggestion proposes that the muon occupies a site (1, ¼, ¼) where Bg = 0 and the 
observed relaxation only comes from local distortions of the perfect site symmetry. Such 
an argument has also been discussed in the case of UPb, but is seriously questioned 
nowadays. Here, it is fairly unlikely as well in view of the gSR results for URh2Si2 
(Dalmas de R6otier et al. 1994b). This isostructural compound is a localized-moment 
AFM with TN = 131K and ~ord = 1.95#B (Ptasiewicz-Bak et al. 1981). Below TN, 
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a single-frequency spontaneous spin-precession signal with vg(T --+ 0) ~ 41 MHz 
(corresponding to B~ -- 3kG) is seen, which excludes the (¼, 1 1 ~, ~) muon site. The 
change of relaxation rate on approaching TN from above shows typical power-law critical 
behavior. MacLaughlin et al. (1988) mention the possibility that the charged muon 
quenches the 5f moment in URu2Si2 on the nearest neighbor uranium sites. Invocation 
of muon-induced effects is always possible in desperation, but this idea seems unlikely. 
Note, for example, that the ~tSR results on URh2Si2 are fully compatible with the known 
(from neutron scattering) AFM spin structure. That neutron and photon scattering in 
URu2 Si2 have not correctly determined the magnetic structure is equally unlikely. Another 
argument is that locally the AFM structure is disturbed but over long correlation lengths 
it is maintained. In other words, there exists a certain random (perhaps weakly dynamic) 
disordered magnetic component in addition to the quasistatic ordered moment. With this 
argument, however, it is difficult to explain the smallness of the relaxation rate. Precise 
weak-LF data which could shed additional light on this problem have not been reported. 
Inelastic neutron scattering work mentions an anomalous damping of magnetic excitations 
with a component of momentum transfer along the c-axis as an intrinsic (i.e., not sample 
dependent) property (Mason et al. 1990). 

It is worthwhile to point briefly to a quite curious result obtained by Luke et al. (1994b). 
In their ZF-~SR study on a single-crystal specimen they saw a definite two-component 
structure of the signal in the magnetic phase. The predominant component, comprising 
~90% of signal strength, showed a behavior similar to that seen in the other gSR studies 
discussed (i.e., only a moderate increase of depolarization rate). The weak component 
showed spontaneous spin precession with v~(T --+ 0) ~ 8 MHz. The amplitude of this 
portion rises with decreasing temperature but does not exceed ~15% of muons stopped 
in the sample. The essential point is that this result implies inhomogeneous coexistence 
of superconductivity and magnetism (as definitely established in CeCu2Si2, with which 
it shares the crystal structure). All other work rather point towards a homogeneous 
coexistence (as, for example, in UPt3) but the general consensus is that even then the 
coupling between magnetic order and superconductivity is weak (in contrast to UPt3). 
A final conclusion cannot be drawn at this stage. 

We briefly mention the Knight shift study in the paramagnetic regime by Knetsch et al. 
(1993), mainly for a field applied parallel to the c-axis. Scaling with bulk susceptibility 
is found down to 50K, but below, this feature is lost. At 50K the susceptibility exhibits 
a broad peak, usually ascribed to a CEF splitting of the 3H 4 Hund's rule ground state. 
Several scenarios for this loss of scaling are offered (we refer to the original paper and 
to Amato 1997), none of which are very convincing. 

Since URu2Si2 is a weak AFM but URh2Si2 is a strong local moment AFM, it is 
tempting to study the series of pseudo-ternary compounds U(Rul_xRhx)2Si2. Dalmas 
de Rrotier et al. (1990a) looked at a powder sample with x = 0.35 by ZF-~SR at 
the ISIS pulsed muon facility. As shown in fig. 149 (left) they found around 40K a 
drop in signal amplitude (asymmetry) down to 1/3 of the high-temperature value and 
a peak in relaxation rate. This shows that this material has TN ~ 42 K (derived from 
the peak in relaxation rate) and most likely forms long-range AFM order (but the data 
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give no definite indication of the type of spin structure). Probably spontaneous spin 
precession develops for T < TN but is at a frequency beyond the detection range of 
the pulsed facility. The signal seen below TN is the "1/3 signal" then expected for a 
powder sample in the magnetically ordered state. The relaxation rate shows the typical 
critical behavior. Noticeable from the temperature dependence of the signal amplitude 
is the wide temperature range over which the drop in intensity occurs, indicating that 
magnetic order develops in a spatially inhomogeneous way. The corresponding behavior 
of pure URh2Si2 is different. The drop in amplitude is sudden at TN (but the relaxation rate 
does not peak as sharply). Yet, as we have seen, URuzSi2 is also plagued by a (sample- 
dependent) temperature range over which magnetism sets in. 

Partial replacement of the magnetic ion is also possible. Cywinski et al. (1995) 
report on ZF-~SR studies of U1 _xLaxRuzSi2 (with x = 0.25) and U1 _xYxRu2Si; (with 
x = 0.05). The spectra for the La-doped sample can be described at all temperatures 
by weak Gaussian depolarization. There is a drop in initial asymmetry between 30 
and 15K, down to 1/3. Again, this is taken as a sluggish entry into a magnetically 
ordered state. The magnetic signal is not  resolved, only the 1/3 fraction is seen. The 
Y-doped material behaves differently. In addition to the weak Gaussian depolarization 
(of nuclear origin) a much faster relaxing signal develops below -17 K, which indicates 
the presence of static random fields arising from 5f magnetic moments. Even for T ~ 0, 
however, this magnetic signal never comprises more than ~65% of total signal strength. 
Obviously, this material exhibits inhomogeneous magnetic behavior. From the static 
width of  the magnetic signal, the frozen 5f moments are estimated to be ~0.01~tB, that 
is, quite comparable to pure URu2Si2 (and so is the transition temperature). LF data 
definitely prove the static character of the depolarizing fields. The data are summarized 
in fig. 149 (right). 

Park et al. (1996) extended the study to x = 0.05 for La doping and x = 0.5 for 
Y doping. The 5% La sample showed muon spin depolarization behavior similar to the 
5% Y material. The onset of magnetic order occurs at 10K (5% La) and 14K (50% Y), 
respectively. The magnetic order parameter does not saturate down to 5 K (the lowest 
temperature measured), which is quite similar to the behavior of pure URuzSi2. 

Summary: The URu2Si2 system appears to be especially sensitive to impurities and/or 
crystal imperfections in the details of its magnetic behavior. This holds not only for the 
~SR response but for other methods as well. It is difficult to distill the true intrinsic 
properties and the material is not too well understood at this stage. In general, the gSR 
results are in agreement with neutron data on comparable samples as far as entering 
into the magnetic state and the development of  sub-lattice magnetization are concerned. 
gSR, however, sees considerably stronger local magnetic inhomogeneities than expected 
from the simple AFM spin structure given by neutron or photon scattering. Studies of 
mixed systems such as U(Ru,Rh)2Si2 and (U,Y)RuzSi2 strongly support the picture that 
impurities are primarily the cause of inhomogeneous magnetism. In contrast, the p~SR 
response of the local moment AFM URh2Si2 follows the expectations derived from the 
established magnetic strncmre and the second-order phase transition leading into it. 
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9.3.2.9. URh2Ge2. This moderately heavy (y = 0.3 J/(mol K2)) HF compound crystallizes 
in a hexagonal structure, but a decision on whether the ThCrzSi2 structure, with randomly 
distributed Rh and Ge atoms, or a CaBezGe2 structure is present could not be made 
(Dirkmaat et al. 1990). URhzGe2 shows strong anisotropy in its bulk parameters. It 
exhibits unusual magnetic properties that deviate markedly from those found in most 
other members of the uranium-122 series (simple AF stacking, see Nieuwenhuys 1995). 
While magnetic susceptibility displays a distinct maximum at 8 K, neutron scattering did 
not detect any magnetic ordering (Ptasiewicz-Bak et al. 1981, 1985), and also in specific 
heat only a shallow maximum around 10K is seen. Dirkmaat et al. (1990) concluded from 
the combination of various bulk data that there is no magnetic order, no superconductivity 
and no coherent state present down to 35 mK. 

A brief report of a [tSR study using a single crystal "as cast" (Nieuwenhuys et al. 1998) 
describes the observation of a substantial rise of depolarization rate around 15 K, but no 
spontaneous spin precession pattern below this temperature. The increased relaxation rate 
was fully suppressed by a LF = 0.2 T. At all temperatures the shape of the ZF spectra 
could be reproduced by a power-exponential decay of polarization. The power decreases 
fromp ~ 1 at 30K and above, t o p  ~ 0.5 at 15K and below. The authors conclude 
that URh2Ge2 enters a highly disordered, spin-glass-like magnetic state at the spin 
freezing temperature of  ~13 K. This spin-frozen state produces a widely distributed, static 
interstitial field. The compound is termed a "random bond" spin glass. 
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Neutron diffraction on the same crystal (Suellow et al. 1997) showed the development 
of dynamic magnetic correlations around 16 K. The magnetic reflections are aligned along 
the c-axis, as is common for the 122 materials. ~SR, in contrast, could not detect any 
differences in the behavior of relaxation rates parallel and perpendicular to the c-axis. 
The (½, 0, 0.1) position was deduced as the muon stopping site from recent Knight shift 
measurements on the single-crystalline sample (Nieuwenhuys et al. 2000). Simulations 
of the p~SR signal for random and Ising (moments aligned along the c-axis) spin-glass 
states show that the isotropic behavior requires random anisotropy for the U moments. 

The magnetic properties of URh2Ge2 have also been discussed by Mydosh (1999) in 
terms of disorder and magnetic frustration. He points out that the system could be close 
to a T = 0 quantum critical point (see sect. 9.4). 

Summary: ~tSR shows that URh2Ge2 undergoes spin freezing at 13K and enters a 
highly disordered spin-glass-like state. This result is in keeping with neutron diffraction, 
which failed to detect long-range magnetic order, but sees the development of magnetic 
correlations below 16K. p~SR, in contrast to the neutron result, suggests random 
anisotropy for the short-range correlated U moments. 

9.3.2.10. UNi2Al3 and UPd2Al3. These materials share a hexagonal crystal structure 
(space group P6/mmm). They are special in the respect that they show coexistence 
of superconductivity and fairly large local moment (on the order of 1/~B) AFM. The 
discovery of these materials (Geibel et al. 1991b) contradicted the notion that small 
moments are a prerequisite for coexistence of superconductivity and AFM (as is the case 
in UPt3). Startlingly, the superconducting transition temperature of UPdzA13 is the highest 
of all known HF compounds (around 2 K) despite the fact that the material enters the 
magnetically ordered state at much higher temperature (TN ~ 14 K). The same situation 
prevails in UNizA13 but is less extreme (T~ ~ 1 K, TN ~ 5 K). 

We first discuss UPd2A13 as the more straightforward case. Susceptibility and specific 
heat have been presented by Geibel et al. (1991b) and also by Caspary et al. (1993). 
Superconducting properties were specifically measured by Dalichaouch et al. (1992). 
Non-uniform superconductivity of FFLO type (see discussion on CeRu2 in sect. 9.3.1.1) 
has been suggested (Gloos et al. 1993) but is still under debate (Haga et al. 1996). 
Anisotropy of susceptibility and He2 for single-crystalline specimens are discussed by 
Sato et al. (1997). Neutron diffraction (Krimmel et al. 1993) sees simple commensurate 
AFM order with a propagation vector q = (0 0 ½). A following study by resonant magnetic 
phonon scattering (Gaulin et al. 1994) showed a distinct anomaly in the order parameter 
at l l.8K, i.e., below TN = 14.5K. This result was interpreted as indicative for at 
least two AFM phases sharing a common periodicity (of the same q) as determined 
by neutrons. In addition, the correlation length was found to be long (~1500A), in 
contrast to the results (less than 500A) for URuzSi2 or UPts. Bulk magnetic data (Grauel 
et al. 1992) also identified three magnetic phases, but only in the presence of a sizeable 
field (0.4 T) applied within the a - b plane. These authors developed a CEF model 
based on a stable U 4+ configuration that is in agreement with specific heat, the single- 
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crystal susceptibility and the incoherent inelastic neutron scattering data (Krimmel et al. 
1996, Bernhoeft et al. 1998). This, as well as the inelastic magnetic neutron scattering 
studies of  Metoki et al. (1998) and Sato et al. (1996), reports a gap at T~, giving 
strong support for a "two component" model of coexistence of superconductivity and 
magnetism. In any case, the presence of an AFM state below TN = 14.5 K that exhibits 
a sizeable /~ord is well-established by various methods, but details of the magnetic state, 
its formation and structure are still under some debate. Gaulin et al. (1995) remark that 
sample inhomogeneities could be responsible and point out the fact that magnetic photon 
scattering has the advantage of response to a single microcrystal which is likely to be 
perfect. Yet, one also must keep in mind that this method preferentially samples the 
layers close to the surface. In their original neutron work, Krimmel et al. (1993) report 
reduced Bragg peak intensities below Tc. This result was contradicted by Kita et al. (1994). 
Also Gaulin et al. (1995) see no change in AFM order parameter to within 2% when 
entering the superconducting phase, and Petersen et al. (1994) see no effect on the magnon 
spectrum in crossing T~. 

The ~tSR study on polycrystalline material by Amato et al. (1992a,b) detected no 
spontaneous spin precession. Above and below TN a non-oscillating, moderately relaxing 
signal was seen. An example of a spectrum for T << TN is shown in fig. 150. The muon 
must occupy a site of high symmetry where the local field produced by surrounding 
U moments cancels. The remaining relaxation rate exceeds the value expected from 
nuclear dipole fields of 27A1 and reflects defects in the AFM structure as discussed for UAs 
(see sect. 5.2.1). For this reason, the ~tSR data will not give information on a possible 
second transition if  periodicity is maintained. In general, a full cancelation of internal 
field is possible only for simple AFM spin structures. Above TN, the relaxation becomes 
weaker and the depolarizing influence of 27A1 nuclear fields dominates. An appropriate 
muon stopping site is the interstitial position (the b site) between two U atoms along 
the c axis (see inset to fig. 150). TF measurements on a single crystal confirmed this 
assignment via the angular dependence of Knight shift (see Amato et al. 1997a). 

Between 0.08 K and 2.5 K the muon spin relaxation rate ()~ = 0.42 ~ts -1) is temperature 
independent, meaning that the onset of superconductivity has no detectable influence here 
as well. In TF data the situation is different. A first increase in depolarization rate (together 
with a change from Gaussian to Lorentzian shape) is observed at TN, but another sharp 
increase occurs at T~ (Feyerherm et al. 1994b, W.D. Wu et al. 1994b). The latter reflects 
the enhancement of internal magnetic field distribution due to the formation of the flux- 
vortex lattice. The data confirm that all muons stopped in the sample are subject to the 
increased relaxation, meaning that the coexistence of superconductivity and ordered local 
magnetism extends uniformly over the sample as a whole, in contrast to the situation in 
CeCu2Si2. 

Feyerherm (1995) studied the angular dependence of the (nuclear) muon spin 
depolarization rate at high temperatures (295 K) in ZF. The simple cosine dependence 
observed indicates that the muon occupies the interstitial b site (insert to fig. 150). In 
order to reproduce the amplitude of the angular dependence one has to know the direction 
of the electric field gradient (EFG) at the site occupied by the 27A1 nuclei° Neither a 
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Fig. 150. ZF-p, SR spec~um of UPd2A13 at 80mK, fitted to an exponential decay of muon spin polarization. 
The negative initial polarization is an artifact of  measurement geometry. The inset shows the unit cell with 

prominent interstitial sites. The muon occupies the b site. From Amato et al. (1992b). 

radial gradient directed towards the muon nor an axial gradient parallel to the crystalline 
c direction gave a fully convincing result. A combined action of axial and radial gradients 
is needed. This problem will be taken up once more within the paragraph on isostructural 
UNi2A13. 

An AFM has no macroscopic magnetization and even small fields can enter the sample. 
In addition, corrections for demagnetizing fields are small. Furthermore, in the present 
case, the implanted muons do not sense a residual field from the ordered U moments. 
These facts allow the measurement of Knight shifts below TN. The ~SR frequency 
shift is then a measure of the local susceptibility of 5f electrons. Figure 151 shows 
such data around and below Tc. One notices that Kll is positive while K± is negative. 
In both cases, however, the shift is reduced in absolute value in the superconducting 
state. The diamagnetic shift due to partial flux expulsion is estimated to be much 
smaller and should be negative, independent of field orientation. The authors relate 
the observed change in shift for T < T~ to the singlet pairing of f electrons in the 
superconducting state. In consequence, this change in shift is practically isotropic. The 
remaining shift, which is strongly anisotropic, must be ascribed to the 5f electrons giving 
rise to the local antiferromagnetism which, according to the ZF data, is unaffected in the 
superconducting state. In short, the results of  frequency shift data in the ordered state 
provide strong evidence for the existence of two distinct 5f electron subsystems, a notion 
later supported by inelastic neutron scattering data (see above). The isotropic portion 
reflects an itinerant electron state creating the heavy-quasiparticle system that finally 
enters the superconducting state. The anisotropic portion is correlated to localized electron 
states, which leads to the local moment magnetism. Theoretical models concerning the 
existence of duality in the 5f electron system have been put forward by Kuramoto and 
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Miyake (1990) and Caspary et al. (1993). In general, this picture, though tempting, should 
still be regarded as provisional. 

Further results from TF%tSR studies on UPd2A13 concern superconducting properties 
that are outside this review. We mention the approximately isotropic London penetration 
depth (~ 5000~t) and the ratio T+/Tv ~ 10 .2 (TF being the Fermi temperature) which 
is one order of magnitude larger than that for simple metallic BCS superconductors 
(W.D. Wu et al. 1994b). 

Isostrucmral UNizA13 has lower magnetic and superconducting transition temperatures 
(Ty ~ 5 K, Tc ~ 1 K) and exhibits a considerably more complex AFM structure. 
Susceptibility deviates from Curie-Weiss behavior up to 300K (Geibel et al. 1991a). 
Other references given for measured bulk properties of UPdzA13 contain results for the 
Ni compound as well. Single-crystal susceptibility and specific heat are also presented 
by Mihalik et al. (1997). Single-crystal neutron diffraction (Schr6der et al. 1994b) finds 
incommensurate AFM order below 4.6 K and 5.2 K (sample dependent) with a small 
ordered moment (/+ord ~ 0.2/~B). This is consistent with the failure to detect magnetic 
order by neutron diffraction of powder samples (Krimmel et al. 1995). 

ZF-gSR both on single-crystalline (W.D. Wu et al. 1994b) and polycrystalline (Amato 
et al. 1992b) material showed the presence of spontaneous spin precession below 
~5K. W.D. Wu et al. (1994b) noted that the spectral shape resembles that seen 
in the incommensurate SDW system (TMTSF)zPF6 (Le et al. 1991) suggesting an 
incommensurate spin arrangement, which since has been confirmed by the neutron 
data of Schr6der et al. (1994b). This result prompted Amato (1997) to attempt a 
fit to the magnetic vSR spectrum of UNi2A13 with Bessel function oscillations as 
appropriate for incommensurate spin structures. The fit, shown in fig. 152 (left), 
needs two Bessel functions with amplitude ratio 2/1 and respective cutoff frequencies 
vl(T ---+ 0) ~ 2.78MHz and v2(T ~ 0) ~ 0.62MHz, in addition to a relaxing 
"1/3 signal". These frequencies show a temperature dependence expected for a normal 
magnetic transition (see fig. 152, right). 

Measurements of the angular dependence of paramagnetic Knight shift together with 
the dipolar field calculations for the proposed orientation of U moments along the a axis 
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(Schr6der et al. 1994b) implies that the muon rests on the interstitial site with coordinates 
(x,x, ½) for x ~ 0.08. This is a posit ion close to the b site (x = 0) occupied in UPdA13 (see 
fig. 150.) More recently, Schenck et al. (2000a) have determined the local susceptibili ty 
tensor from Knight shift measurements on a single crystal. Comparison with bulk data 
shows agreement above ~ 1 5 0 K  but marked deviations below this temperature in the 
basal plane. A disturbance by the muon is claimed for this behavior. The data could 
be reproduced by muon influence on the CEF Hamiltonian. The calculations are based 
on the assumption o f  a highly localized 5f  wave function for a U 4+ ion and on the 
determination o f  the muon site from TF relaxation rates. As an improvement to the earlier 
site determination, it was found that about 30% of  the implanted muons occupy the d site 
at low temperatures but none i f  T > 200 K. The majori ty o f  muons were found to be in 
a tunneling state involving six m sites around the b site, which is the muon stopping site 
in isostructural UPd2A13. It is suggested that zero point motion prevents the localization 
o f  the muon at any single m or k site. Hence, one has to consider a muon wave fimction 
which extends over several neighboring sites. It should be pointed out that a similar ring 
diffusion exists in GdNi5 (see sect. 5.4.3). Long-range muon diffusion appears to be absent 
up to room temperature. 

Amato et al. (2000) return to the question o f  the EFG acting on the 27A1 nuclei which 
had been discussed by Feyerherm (1995) for UPd2A13 (see above). They find that a fit 
to the relaxation rates o f  UNi2A13 in lower transverse fields (0.01 to 0.1 T) requires the 
additive combination of  F0, the (known) inherent EFG possessing the local symmetry 
o f  the A1 site and o f  F~,  a muon generated EFG for nuclei close to the muon stopping 
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site. The total EFG thus has neither the A1 site symmetry nor the cylindrical symmetry 
of F~ expected for a point charge calculation. A satisfactory reproduction of the field 
dependence of relaxation rate for different crystal orientations could be achieved with an 
appropriate tensor representation. 

The complex magnetic spectra of UNi2A13 prevent muon studies of the superconducting 
state similar to those performed for UPd2A13. Thus ~tSR is restricted to the properties 
of the magnetic state. It confirms the incommensurate ordering of relatively small 
U moments. Clearly, the 5f electrons in UNi2A13 are considerably less localized than those 
in UPd2A13, a result in keeping with the deviation from Curie-Weiss behavior already 
mentioned. The likely cause is the reduction in unit cell volume when Pd is replaced by 
Ni. This increases the (5f-ce) hybridization as discussed earlier for the CeTSn system. 

Summary: Information from ZF%tSR data on the magnetic properties of UPd2A13 is 
fairly limited, because the internal field cancels at the muon stopping site due to 
high local symmetry. Nd change in ~tSR magnetic response is seen on entering the 
superconducting phase, in accordance with other data. Measurements in TF definitely 
prove the homogeneous coexistence of magnetism and superconductivity over the whole 
sample volume. In addition, the ~t-Knight shift gives strong support for the model of a dual 
5f electron structure, i.e., the presence of an itinerant (superconducting) and a localized 
(magnetic) subsystem everywhere. Inelastic neutron scattering data also support a two- 
component model (Krimmel et al. 1993). For UNi2A13 the magnetic ~tSR data fully agree 
with the proposed incommensurate AFM spin structure. They also support the notion of 
a less-localized 5f magnetic moment when compared to the Pd compound. 

9.3.2.11. UNi4B. This HF compound has the same hexagonal crystal structure (CeCo4B, 
of CaCu5 type) as UNi2A13 and UPdzA13. It does not exhibit coexistence of supercon- 
ductivity and AFM, but just possesses an AFM ground state with a fairly high transition 
temperature of TN = 20 K. Its spin structure is quite anomalous. According to neutron 
data (Mentink et al. 1994c) only 2/3 of the uranium moments order and form a hexagonal 
structure in the basal plane. The moments' directions are within this plane and the planes 
are ferromagnetically stacked in the c direction. The moment size is fairly large (2.2/~B). 
The remaining 1/3 of the moments remain disordered, probably due to frustration. The 
situation is illustrated in fig. 153. The U sites labeled (1) and (2) carry the disordered 
moments. Magnetic and transport data are reported by Mentink et al. (1995, 1996) 
especially in view of the complex magnetic structure. Specific heat results can be found in 
Mentink et al. (1997) and the field-temperature phase diagram in Mentink et al. (1995). It 
is interesting that the Kondo temperature T* -- 7 K is well below TN. Thus, the magnetic 
state is well-developed and stable. Nevertheless, Mydosh (1999) argues that the behavior 
of UNi4B might be the result of the system being close to a T = 0 quantum critical point 
(see sect. 9.4) in combination with geometric frustration. 

The ZF ~SR study by Nieuwenhuys et al. (1995) on a single-crystal specimen provided 
no surprises. When orienting the sample with its b axis parallel to the muon beam 
(parallel to the initial muon spin orientation) no spontaneous spin precession signal 
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was seen. This verifies that all ordered spins are oriented fully within the basal plane. 
Turning the c axis into the beam produced a weakly damped spontaneous spin precession 
signal having v~(T ~ 0) ~ 5 MHz together with a rapidly depolarizing non-oscillating 
signal. In fig. 153 (right), several reduced magnetic parameters are plotted against 
reduced temperature. The agreement between precession frequency, depolarization rates 
and ordered moment is impressive. 

The stopping site of the muon is not known. The most probable site is the so-called 
3f site (½, 0, 0) surrounding the disordered U moment inside the hexagonal structure. 
A dipolar field calculation gave approximately the observed spontaneous precession 
frequency. Other possible sites give much higher frequencies. 

TF measurements were also performed for T > TN. The 3f site is not highly symmetric 
with respect to the U magnetic structure. The low symmetry was verified but a precise 
site determination was not possible. The Knight shift is negative and roughly proportional 
to the bulk susceptibility. Finally, the ZF-~SR data showed no irregularities around 10 K 
where magnetic susceptibility exhibits a second maximum. This is in agreement with 
neutron data and rules out an extra magnetic phase transition or spin reorientation. 

Summary: The ~SR data are fully consistent with the spin structure established by 
neutrons, even though it is very complex. No change in magnetic structure (as suggested 
by susceptibility) occurs around 10 K. 

9.3.3. Other heaoy-fermion compounds 
9.3.3.1. PrInAg2. Specific heat, magnetic susceptibility and neutron scattering (Galera 
et al. 1984) carried out on this Kondo-lattice material indicate a non-Kramers doublet (F3, 



~tSR STUDIES OF RARE-EARTH AND ACTINIDE MAGNETIC MATERIALS 383 

which is nonmagnetic) as the CEF ground state. On the other hand, the large Sommerfeld 
constant of ] / ~  6.5 J/(mol K 2) and a specific heat anomaly around 1 K prompted Yatskar 
et al. (1996) to suggest that PrInAg2 may be a system with an unusual nonmagnetic path 
to heavy-fermion behavior. 

The gSR study by MacLaughlin et al. (2000b) revealed a muon spin relaxation rate 
independent of temperature between 0.1 K and 10K. This rules out a magnetic origin 
(spin freezing or a conventional Kondo effect) for the specific heat anomaly. The observed 
relaxation rate can fully be explained by l lSIn and hyperfine enhanced (Andres and Bucher 
1971) 141pr nuclear moments. These findings provide strong evidence against the presence 
of any Pr 3÷ moment in the CEF ground state, which was an essential ingredient of the 
model used by Yatskar et al. (1996). The gSR data indicate, however, the presence of an 
indirect exchange coupling between neighboring Pr 3+ ions with a strength corresponding 
to 0.2 K. The authors point out that this coupling needs to be taken into account for a 
complete theory of a nonmagnetic Kondo effect in PrInAg2. 

9.3.3.2. Sm3Se4 (andSm~Se3). The Sm3X4 series (X = S, Se, Te) forms in the cubic Th3P4 
structure (space group I43d) and shows semiconducting behavior with charge gaps on the 
order of some eV. It has been thoroughly studied in the context of valence fluctuations (see 
Holtzberg 1980 for details). All Sm sites are crystallographically equivalent but randomly 
occupied by either Sm 3+ (4f5; J=5 /2 )  or Sm 2÷ (4f6; J = 0 )  ions, in the overall ratio of  
2:1. No crystallographic transition and no charge ordering transition occurs (meaning that 
no Sm3+/Sm 2+ superlattice is created). The two charge states hop or tunnel between sites 
with a strongly temperature-dependent rate. 

The relatively large Sommerfeld constant (0.79 J/(mol K2)) of Sin3 Se4 points towards 
the formation of heavy quasiparticles and, despite the fact that all Sm3X4 compounds 
are non-metallic, they have been discussed as low-carrier-density HF systems. Optical 
measurements on Sm3Se4 (Batlogg et al. 1976) placed the 4f level inside the gap 
(-4 eV width) about 0.7 eV below the bottom of the conduction band. Hence, conduction 
electrons do not play an essential role in the valence fluctuations. 

The DC-susceptibility of Sm3Se4 (Fraas et al. 1992) shows a cusp around 0.7 K and a 
dependence on magnetic history at low temperatures. The authors discuss their findings 
in terms of the Kondo effect. Unfortunately, the 77Se NMR signal becomes unobservable 
below ~125 K because of increasingly fast relaxation (Takagi et al. 1993a)o The time 
window is more favorable for ~tSR (Takagi et al. 1993b, 1997). 

The left-hand panel of fig. 154 presents the basic gSR results in ZE Above ~20K one 
observes exponential relaxation that is little affected by strong longitudinal fields. It must 
be of electronic origin, the nuclear contributions from 778e and 147, 149Sm being rather 
small. In consequence, moments on Sm 3+ ions (Sin 2+ is diamagnetic) with moderately 
fast dynamics must be the source. Possibly this reflects the charge hopping process. 
Below 10 K the signal is analyzed in terms of two components, one showing exponential 
relaxation with little change in rate, the other Gaussian relaxation whose rate rises rapidly 
with decreasing temperature. The volume portion (signal amplitude) of the latter increases 
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together with its rate but saturates between 50-60% for T ---+ 0. The exponentially relaxing 
portion is correspondingly reduced. 

The Gaussian shape of the additional relaxation indicates the development of a strongly 
disordered magnetic state with moments around 0.03/~B. The authors note that the onset of 
this relaxation corresponds to the appearance of a broad and sizeable anomaly in specific 
heat (Furuno et al. 1988) and to the development of the dependence of X on magnetic 
history. 

Considering the possibility that dense spin-glass-like magnetism has formed, the linear 
dependence of C(T) and its rather large slope could be explained as being due to magnon- 
type excitations below the spin freezing transition as discussed in general by Maletta and 
Zinn (1989). This view then generates doubts as to the presence of the Kondo interaction 
and the formation of a HF state. 

There are unexplained inconsistencies in the gSR data. Firstly, no effect is seen around 
0.7 K where susceptibility sees a cusp. Secondly, the spin-glass fraction is temperature 
dependent and never reaches 100% of sample volume. Around 40% of the sample remains 
in the paramagnetic state it had occupied as a whole above 10K. It is true that only 
2/3 of the Sm ions (i.e., the Sm 3+ ions) contribute to muon spin depolarization, but 
since charge order does not take place, they are randomly distributed throughout the 
sample. Hence, temperature-dependent, in.homogeneous magnetism must be present. The 
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authors do not comment on that feature. Two different samples were measured, one was 
a pressed powder, the other solid, polycrystalline material. No fundamental difference 
between the two was observed. The powder sample showed a somewhat more sluggish 
rise in (Gaussian) depolarization rate and a slightly smaller volume fraction of the spin- 
glass-like state. But no clear evidence for a connection to sample quality could be found. 

For comparison a brief study of Sm2 Se3 was carried out. This compound is isostructural 
to Sm3 Se4 and also semiconducting, but all Sm ions are in the 3+ state (and 1/9 of the sites 
vacant). No spin-glass-like rise in relaxation rate was seen. The depolarization function 
retained exponential shape down to lowest temperature (~0.1 K) and also saturates (for 
T --+ 0) at a rather low rate (0.65 ~s-1). LF data confirm that most of the depolarization 
is due to dynamic Sm 3+ moments. Overall, the data for Sm2Se3 correspond to the high- 
temperature behavior in Sm3Se4. It appears that valence fluctuations help induce the 
formation of a (strongly disordered) magnetic state. 

Summary: The formation of a spin-glass-like state is observed for a part of the sample. 
The cause for this inhomogeneous magnetism remains unknown. The presence of spin 
glassy magnetism allows the interpretation of the low-temperature behavior of Sin3 Se4 in 
terms of magnon-type excitations in contrast to the HF scenario. A final resolution has 
not been achieved. 

9.3.3.3. Sm3Te4. This compound (which has many properties in common with Sm3Se4) 
has also been discussed as a low-charge-carrier-density HF system (Ahlheim et al. 1992). 
In ZF-gSR (Amato et al. 1997b), again two-component spectra are observed below 
~10 K (a weak, nearly temperature-independent exponential plus a strong, temperature- 
dependent Gaussian relaxation). The relative amplitude of the Gaussian signal, which 
here as well is taken as an indicator for the formation of a highly disordered magnetic 
state, reaches only about 25% at very low temperatures. No explanation is suggested. 
The rate for T -+ 0 is about the same as in Sm3 Se4 and hence the size of the quasistatic 
moment must be similar (0.03-0.04/~B), but, in contrast to Sm3Se4, it shows a small but 
distinct peak at ~1 K (see fig. 154, right). In this temperature regime, specific heat sees 
two sharp maxima, originally interpreted as magnetic in origin (Ahlheim et al. 1992). Yet, 
in ~tSR there is no additional rise in rate below the peak and it is unlikely that any well- 
developed magnetic structure is now present. It is thus concluded that the 1 K anomalies 
do not involve charge ordering. 

Summary: The gSR properties of Sm3Te4 are roughly, but not in detail, similar to those 
of Sm3 See, meaning in particular that an inhomogeneous spin-glass-like state is formed. 
Thus, the notion of HF-like behavior is put into question on the same grounds as for 
Sm3Se4. The transition around 1 K does not involve charge ordering, but otherwise 
remains unexplained. 

9.3.3.4. Yb4As3. This material is metallic, albeit with a low density of conduction 
electrons. This makes the system more likely a low-carrier-density HF compound, as is 
suggested by specific heat and resistivity data (Ochiai et al. 1993, Kadowaki and Woods 
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1986). It crystallizes in the inverse Th3P4 structure (same space group, I43d, as the normal 
Th3P4 structure) with a 1:3 ratio of randomly distributed, dynamic Yb 3+ and Yb 2+ ions 
at high temperatures. Only the former ion carries a magnetic moment, while the latter 
has a closed 4f shell. At 290 K a first-order charge transition is found. 

A single-component relaxation is observed in the preliminary ZF-~SR data of 
Amato et al. (1997b). Spin precession is absent and the spectrum can be described at 
all temperatures by nuclear- (Gaussian Kubo-Toyabe) electronic (exponential) double 
relaxation. The electronic rate exhibits a sharp rise around 2 K from the high-temperature 
value of ~0.03 ~s -1 to the T --+ 0 saturation value of 0.14 ~ts -1. This ties in with a 
distinct rise in X below 2 K, originally attributed to isolated Yb 3+ impurity atoms (Ochiai 
et al. 1993), but later shown by M6ssbauer spectroscopy to be intrinsic (Bonville et al. 
1994) and connected to the presence of local magnetization which remains constant down 
to lowest temperatures. Thus, some magnetic state develops, presumably connected to 
small moments and substantial spin disorder. The ~SR data indicate that magnetism in 
Yb4As 3 is weak compared to Sm3X4 (X = Se, Te), which excludes a discussion of the 
linear term in specific heat in terms of magnon-type excitations. An association with a 
heavy-quasiparticle state is more likely here. If  so, with low charge carrier density, the 
mass enhancement would be enormous. 

Summary: ~tSR shows the formation of a weak magnetic state below 2 K. The data are 
not adverse to the scenario of a low-charge-carrier-density HF system. In general, the 
issues concerning this class of HF materials are still largely unexplored and certainly 
more detailed ~SR data are needed. 

9.3.3.5. YbBiPt and Y0.5 Ybo.sBiPt. This (complex) cubic (space group F43m) system has 
a remarkably high Sommerfeld constant of ~8 J/(mol K 2) below 0.2 K. AC-susceptibility 
points towards some form of magnetic order around 0.4 K and specific heat peaks near 
that temperature as well (Fisk et al. 1991). An Yb moment of ~3/~B was deduced from 
susceptibility below 10 K. 

~SR investigations were first carried out on a powder sample (Amato et al. 1992c) 
and later on a specimen made from a mosaic of small crystals, together with a similar 
sample of Y0.sYb0.sBiPt (Amato et al. 1993c). Small differences were seen between the 
two samples of pure YbBiPt. The ~SR spectra revealed no spin precession over the 
temperature range of interest. The spectra could be fully described by a relaxation function 
containing a fast (f) and a slowly (s) decaying component: 

Gf(t) = exp[-)~ft] for T > 0.4K, 
G(t) =AfGf(t)+As exp[-~,st] with Gf(t) = exp[-ozt  2] for T ~< 0.4K. 

As indicated, the fast component changes shape at the critical temperature of  0.4 K 
established by susceptibility. In addition the rate crf increases substantially when going 
to lower temperatures (see fig. 155) in keeping with the notion that a magnetic state is 
formed. The amplitudes Af and As are temperature dependent as well. This is also shown 
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Fig. 155. Temperature dependences of the relaxation 
rates of (a) the "fast" and (b) the "slow" component 
and (c) of the corresponding signal amplitudes of 
the ZF%tSR spectra of YbBiPt (for explanation see 
text). From Amato et al. (1993c). 

in fig. 155. Above ~0.9 K the slow component dominates, but below the fast component 
rises in proportion reaching roughly 2/3 amplitude. 

Originally (Amato et al. 1993c), these results were interpreted as the development of  
dense spin-glass-like domains interspersed between domains that keep their paramagnetic 
state down to lowest temperatures. The suspected cause for this inhomogeneous behavior 
was marked magnetic frustration. In a subsequent publication (Heffner et al. 1994) the 
authors point out that the ~tSR spectrum could also be understood in terms of  an ISDW 
spin structure throughout the sample. They base this interpretation on the example of  
Cr.85Mo.15 (Telling et al. 1994), which shows comparable behavior. The rather sluggish 
rise of  of would be in keeping with such an interpretation. A final decision as to the 
precise nature of  the magnetic state cannot be made. Multiple stopping sites as the cause 
for the two-component relaxation were ruled out by TF measurements (see Amato et al. 
1997a). Using the model o f  randomly oriented moments a value of  fiord = 0. 1/~B was 
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estimated, a substantial reduction from the moment derived from X at higher temperatures, 
showing the action of the Kondo effect. This size of moment is also in keeping with the 
results from neutron scattering, which puts a limit of #ora ~< 0.25/~B (Robinson et al. 
1994). Unfortunately, that small magnitude of Yb moment has thus far precluded any 
definite determination of spin structure. 

Above TM = 0.4K the (exponential) relaxation rates are still comparatively large. The 
authors point out that this means unusually long Yb-spin correlation times (on the order of 
103 (kTM/h)-l). The expression (kTM/h) -1 is a common estimate for the spin-correlation 
time in a conventional magnet. 

The results for Y0.sYb0.sBiPt are only marginally different from those of the pure 
sample. The transition temperature TM is slightly lower and so is the saturation (Gaussian) 
relaxation rate. Both effects can well be explained by the dilution of magnetic ions 
and mean that #ora has not been affected. More unusual is the fact that the relative 
amplitude Af is essentially temperature independent below 1 K at 45%. This is not 
commented upon but clearly means that the magnetic state is not the same in detail. 

Summary: gSR results agree with the notion that YbBiPt enters a magnetic state 
around 0.4 K. Whether one dens with an inhomogeneous spin-glass-like state or with 
a homogeneous ISDW spin structure is not clear at this stage. The ordered moment 
involved is comparatively small (0.1/~B) making a definite decision on spin structure 
difficult. Dilution of the magnetic ion with 50% Y changes neither the formation of a 
magnetic state nor the ordered moment involved, but details of the spin order appear to 
be different. 

9.3.3.6. YbPdSb. Transport, bulk magnetic and caloric measurements (Le Bras et al. 
1995, Suzuki et al. 1995, Bonville et al. 1997) clearly show that cubic YbPdSb is a Kondo- 
lattice compound. CEF interaction puts a F8 quartet lowest on which the Kondo coupling 
acts with a strength of T* ~ 7 K. 

It also exhibits at low temperatures a substantial Sommerfeld constant (~3 J/(mol K2)), 
which puts the material definitely into the HF regime. The magnetic behavior is less 
clear cut and strongly sample dependent. Some specimens show a first-order AFM 
transition around TN = 1 K. In others, long-range spin order is absent altogether, but 
strong magnetic correlations are present at low temperatures (determined, for example, 
by inelastic neutron scattering (Suzuki et al. 1995). From M6ssbauer spectroscopy on 
a sample that underwent magnetic order, the strength of the exchange coupling was 
deduced to be TRKKY ~ 6K (Le Bras et al. 1995). Hence, one is faced with the 
situation T* ~ TR~y. In the frame of the Kondo necklace model this puts the material 
just at the borderline between the magnetically ordered and the spin-liquid (i.e., Pauli 
paramagnetic) phases. Magnetic instability is no surprise in this context. In the spin-liquid 
state dynamically coupled AFM spin pairs are formed by the Kondo interaction, meaning 
that the pair-bond fluctuates at random through the lattice. Dynamic spin correlations are 
then definitely expected. The M6ssbauer hyperfine field allows estimation of the Yb 3+ 
moment involved: ~l.3/~B. 
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gSR measurements were performed down to 5 0 m K  on a sample not showing a 
transition into an AFM state. This allows study of  the dynamics of  magnetic correlations 
down to T -+ 0, the declared aim of  the study by Bonville et al. (1997). At high 
temperatures (100K and above) the spectra are o f  the static Gauss|an Kubo-Toyabe 
type. The field distribution width A/ya = 0 .19mT is typical for nuclear dipolar fields 
as the cause for depolarization. The effect o f  electronic Yb 3+ moments is negligible 
due to motional narrowing. The muon stopping site is not definitely known. A most 
likely candidate is the 1 1 1 (~, g, g) interstitial site. Dipolar field sums based on this site give 
A/7~ ~ 0.14 mT for the nuclear moments involved, which compares favorably with the 
experimental result. 

At low temperatures the depolarization rate rises sharply and could satisfactorily be 
reproduced by a dynamic Gauss|an Kubo-Toyabe function down to lowest temperatures. 
At 50 mK values o fA/za  = 4.9 mT and 1/T ~ 3 MHz were found. The magnitude o f  A/7~ 
definitely proves that now electronic moments are the depolarizing agent. The correlation 
time ~" increases with cooling below a few Kelvin and reaches saturation around 0.3 K. 
Figure 156 depicts the situation in detail. The initial rise of  r can be well described by 
an activation law with EA/kT = 0.75 K. It is speculated that this barrier might represent 
the energy needed to break a pair of  AFM-coupled Yb 3+ spins (Bonville 1997). 

One expects a field distribution width o f  A/yg ~ 100roT for a moment o f  1.3/~B on 
the Yb ions. This is more than an order o f  magnitude larger than the value observed. 
To resolve this discrepancy, the authors invoke the model first used by Uemura et al. 
(1994) which has previously been discussed in this review in the context o f  the low- 
temperature spectra o f  CePtzSn2. It assumes that the local field acts on the muon only 
during a f rac t ionf  < 1 o f  the time. I f  simple scaling holds (which is by no means clear) 
then the ratio o f  observed to expected field width results i n f  = 0.05 and in an actual value 
of  1 / r  = 60 MHz in the low-temperature limit. This rate is interpreted as arising from 
local field fluctuations induced by the dynamic bonding of  AFM spin pairs well inside the 
spin-liquid state. One might assume that this state is formed around 1 K where r starts 
to increase substantially. It is interesting to note that this is about the temperature where 
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other samples enter into the quasistatic ordered AFM spin state. As in CeNiSn one might 
suspect that the persistence of spin fluctuations for T --+ 0 which, on account of  their 
independence from temperature are likely to be quantum fluctuations, are the underlying 
reason that AFM order does not set in. 

Summary: YbPdSb is magnetically unstable. The ~tSR data on a sample that does not 
develop long-range AFM order show that the material enters a spin-liquid state instead. 
This state is characterized by dynamic short-range correlations whose fluctuation rate 
becomes temperature independent below 0.3 K at the comparatively low value of 60 MHz. 
Probably one deals with quantum fluctuations that are interpreted here as local moment 
fluctuations induced by the dynamics of  fluctuating bonds of Kondo spin pairs. 

9.3.3.7. YbAuCu4. In this cubic (fcc, space group F43m) intermetallic, the g b  3+ sub- 
lattice orders magnetically near 0.6K according to specific heat (Rossel et al. 1987) 
and around 1 K according to 17°yb  M6ssbauer spectroscopy (Bonville et al. 1992b). An 
AFM structure is commonly assumed since Op = -11 K, but its exact nature is not 
known. The Curie moment for T > 100K is 4.4/~B, close to the Yb 3+ free ion value. 
The M6ssbauer data give #ora = 1.47/~B for T ~ 0. The cubic CEF interaction splits 
the J = 7/2 multiplet into a F7 doublet as ground state, followed by a F8 quartet and a 
F6 doublet. Inelastic neutron scattering puts the F8 at 45 K and the F6 at 80 K above the 
F7. The pure F7 moment is 1.0/~m and thus /~ord is reduced by Kondo interaction. 

~SR spectroscopy was performed on a polycrystalline ingot that had 10% metallic Cu 
as impurity phase (Bonville et al. 1996). The ZF spectra for T < 2 K showed simple 
exponential decay (exp[-)~zt]) of muon spin polarization. Spontaneous spin precession 
was not observed. )~z rises sharply below ~0.7K and peaks at 0.4K. Around this 
temperature the signal amplitude begins to drop down to roughly 1/3 of  its high- 
temperature value. All these findings are in keeping with the notion of a magnetic 
transition into an ordered state around 0.5 K. The measurements were carried out at 
the ISIS pulsed muon facility and suffer from the usual restrictions of  pulsed beam 
temporal resolution, which may well have prevented the observation of spontaneous spin 
precession. No specific information as to the nature of  the AFM state can be drawn 
from the ~tSR data available. A simple AFM spin structure is possible. Supplementary 
measurements with LF = 20 mT resulted in no visible change of )~z. Depolarizing action 
in this temperature range is clearly dominated by fluctuating Yb 3+ moments, which also 
show the expected critical slowing down on approach to TN. Because of the limitations 
in spectral resolution, the authors rather concentrate on the temperature regime above 
T* ~ 20 K where the Kondo lattice state is formed. There the ZF spectra are governed 
by electron-nuclear double relaxation. Of interest is the electronic part (,~) which can be 
obtained separately in LF = 20 mT. The authors define a ~tSR dynamical width F~SR by 

~z 2 -1 = 2AeF~SR, 

where Ae is the muon-4f  coupling matrix, which reduces to a scalar in cubic symmetry. 
It depends, of course, on the muon stopping site which is not known. Theoretically 
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Fig. 157. Comparison of the temperature dependence of experimental values of F~s ~ (solid symbols) and FQ 
(open symbols) for YbAuCu4 with model calculations. Left: Predictions based on the Korringa interaction 
(k-f exchange) only with a coupling strength of IJkfn(EF)l = 0.37 (solid and broken lines). Cubic CEF splitting 
is taken into account. Right: Predictions of the NCA formalism of Kondo interaction with a Kondo scale of 
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a trigonal distortion of the Yb site due to the presence of a stopped W with a B~ term of -1.75 and -2.35, 
respectively. The muon-4f coupling constant A e was set to 208 MHz in all cases corresponding to the calculated 

value for the "4d" interstitial stopping site. After Bonville et al. (1996). 

the "4d" site with coordinates (3, 3, 3) is the most likely candidate. For this site one 
finds Ae = 208 MHz. F~SR is equal to the neutron quasielastic linewidth FQ in case 
o f  a Lorentzian shaped excitation spectrum (a common assumption) and in the absence 
o f  CEF splittings o f  the J multiplet. The CEF interaction affects F~sR, which is to be 
modified using the appropriate Curie and Van Vleck susceptibilities in a summation over 
the CEF levels (Dalmas de Rrotier et al. 1996). 

FQ depends linearly on temperature if  spin dynamics are solely determined by k - f  
exchange between the conduction and 4f  electrons. This is the well-known Korringa 
relaxation. FgsR will exhibit deviations from strict linearity if  the CEF interaction is taken 
into account. The comparison between measured values o f  F~sR and FQ (from Severing 
et al. 1990) and the Korringa model is depicted in fig. 157 (left). The agreement for FQ is 
poor, especially at low temperatures. For F~SR deviations are also present but less severe. 
A second set o f  calculations included the Kondo interaction within the Non-Crossing- 
Approximation (NCA) developed by D.L. Cox et al. (1985). It leads, as mentioned already 
on another occasion, to a v/T dependence. The comparison with this model is shown in 
fig. 157 (right) as the solid and broken lines. FQ is well reproduced, but F~SR deviates 
badly, except at rather high temperatures. The calculations used cubic symmetry for the 
Yb 3+ site. A stopped ~t + in the vicinity is known to cause lattice distortions. The NCA 
calculations were repeated for tetragonal site distortions o f  different strengths (dash-dotted 
and dotted lines in fig. 157, right). Now the agreement with the experimental values 
o f  FL~sR is much better, but still not perfect. In any case, this result demonstrates the 
importance o f  lattice distortions by the muon for parameters that depend crucially on 
local symmetry, such as the CEF splitting. 
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Whether the NCA model is a proper description of Kondo interaction in the present 
case could be questioned since Kondo temperature and CEF splittings are roughly equal. 
In addition, magnetic correlations have been completely neglected. It is true that the 
discussion is of a temperature range far above TN, but on the other hand, it is known 
(see, for example sect. 5.3) that gSR senses such correlations far into the paramagnetic 
regime. 

In conclusion, we mention that comparisons between ~tSR relaxation rates and neutron 
quasielastic linewidths have also been made (though less elaborate) for CeRuzSi2 and 
CePt2Sn2 as discussed earlier. 

Summary: The available gSR data show the presence of a magnetic transition arotmd 
0.5 K, but give no additional insight into the nature of the magnetic state, which is not 
precisely known. A thorough comparison of gSR relaxation rates and neutron quasielastic 
widths with theoretical calculations including the Kondo coupling and CEF interaction 
were made. The ~tSR data needed the inclusion of local lattice distortion by the stopped 
muon. Residual deviations of experimental data point towards the need for extension of 
the model for the Kondo coupling. 

9.3.3.8. Yb2Cu 9. This compound has a complex cubic structure (AuB5 type) and one of 
the largest Sommerfeld constants (]/ = 0.6J/(mol(Yb)K2)) found in HF compounds of 
Yb (Jaccard et al. 1980). It is suspected to be close to a magnetic instability. At ambient 
conditions it is nonmagnetic, but high-pressure resistivity data point towards a possible 
magnetic ground state (Spendeler et al. 1994). Superconductivity has not been found. 

A preliminary report (Amato et al. 1998) presents ZF- and LF%tSR data down to 
0.1 K. The ZF spectra are characterized by nuclear-electronic double relaxation. The 
nuclear part can be suppressed in LF = 20 G. No magnetic transition was observed. Below 
~10 K, the electronic relaxation rate increases monotonically with decreasing temperature. 
Application of LF = 200 G also suppresses electronic relaxation, indicating rather slow 
dynamics of the spin system. From the field dependence of relaxation rate the spin 
fluctuation frequency was found to be v4f(T ~ 0) ~ 2.7MHz. It appears that this is 
another case where spin correlations develop at low temperatures, but persistent slow spin 
dynamics prevent the formation of an ordered magnetic state (see CeNiSn in sect. 9.2 for 
comparison). 

Summary: gSR data indicate the formation of spin correlations at low temperatures which, 
however, remain dynamic on approach to T -+ 0. A magnetically ordered state is thus 
not reached. 

9.3.4. Conclusions: heaoy fermions 
The main impact of ~tSR studies on HF materials is the realization that a pure Fermi- 
liquid ground state with only Pauli paramagnetism is the exception rather than the rule, 
even when superconductivity is present. Many systems form weak magnetic states at low 
temperatures, which in the majority of cases could only be detected by ~tSR. This weak 
magnetic state consists of quasistatic moments on the 4f or 5f ion having extremely low 
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magnitude (10 2-10 3~B ) and being randomly oriented (or at least exhibiting a highly 
disordered spin structure). It should be emphasized that the small moments are not a 
"muon induced effect". In cases where ~tSR first detected a moderately low moment (some 
10-2~tB), neutron diffraction later confirmed these findings. 

Another strength of gSR is that it can easily and reliably measure volume fractions 
when more than one (magnetic) state is present. This feature has been instrumental in 
demonstrating that both, homogeneous and inhomogeneous coexistence of superconduc- 
tivity and magnetism can be present. The former requires the combined existence of a 
more itinerant and a more localized portion of the f electron structure. This feature appears 
to be more pronounced in the 5f systems. A firm theoretical basis is missing at this stage. 

It is often found that the magnetic ~tSR signal is not compatible with the spin structure 
derived by neutron or photon scattering. In some cases improved neutron data or data 
analysis relieved the discrepancies. It must especially kept in mind that ~SR responds to 
very short magnetic correlation lengths which are not easy to detect by neutrons. Also, it 
appears that in a fair number of cases the local symmetry of spin arrangement differs from 
the long-range features. In other words, additional disorder not detected by the scattering 
data is present. On the whole the differences between neutron and gSR point towards more 
complex magnetic properties than otherwise anticipated. This holds even for compounds 
with strong local magnetism. 

gSR also demonstrates that cases exist where strong paramagnetic spin correlations 
are formed and they remain dynamic even in the limit T --+ 0. This behavior in turn 
suppresses the development of long-range magnetic order. It may well have its origin in 
magnetic frustration. 

Important contributions have also been made by gSR in elucidating the superconduct- 
ing properties of HF materials. This aspect is not covered in this review. We just point 
out that the weak magnetic state may be a fundamental ingredient for unconventional 
superconductivity, one of the most exciting aspects of HF behavior. 

9.4. Non-Fermi-liquid behavior 

9.4.1. General considerations 

Archetypal properties of the Fermi-liquid (FL) state in HF systems are a large Sommerfeld 
constant ¥ of low-temperature specific heat together with a correspondingly enhanced 
Pauli susceptibility (see fig. 103), both being only weakly dependent on temperature. 
Furthermore, the FL contribution to the electrical resistivity has the form Ap ec T 2 
(see Grewe and Steglich 1991 for more details). In recent years, several examples of 
HF materials have been discovered that show rather dramatic deviations from those 
established FL properties. A first survey was given by Maple et al. (1994). For example, 
in some materials there is a logarithmic divergence of C/T = y for T ~ 0 and a 
linear dependence of Ap with T. The microscopic origin of this NFL behavior is still 
not uniquely solved and in fact it is not obvious that in all cases the same mechanism is 
at work. On the whole, this special field of HF compounds is still in its infancy. 
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One possible scenario for NFL behavior has been put forward by D.L. Cox (1987, 
1993). It evokes the single-ion two-channel Kondo effect which, under certain conditions 
of local symmetry (a twofold degeneracy apart from Kramers degeneracy), applies to 
Ce 3+ materials. In U compounds the quadrupolar Kondo effect may be present due to 
the large ionic quadrupole moment of the U 4+ ion, which is the generally present ionic 
state. A recent summary on the multichannel Kondo mechanism and its connection to 
NFL behavior has been given by D.L. Cox and Jarrell (1996). This model describes in 
effect an anomalous screening of magnetic moments. Andraka and Tsvelik (1991) as 
well as von L6hneysen et al. (1994) and yon L6hneysen (1996a,b), relate NFL behavior 
to a collectioe property of the magnetic lattice: the near degeneracy of a magnetic and 
nonmagnetic ground state. This occurs when the Kondo interaction is just slightly larger 
than the RKKY interaction, i.e., somewhat below the critical hybridization strength gc, 
(see fig. 105). In this situation, there will be a T = 0 critical point that separates the 
magnetically ordered state from one with no long-range order. Quantum fluctuations 
around this critical point are responsible for creating NFL properties. Bhatt and Fisher 
(1994) as well as Dobrosavljevi6 et al. (1992) pointed out that disorder in the lattice of 
magnetic ions may cause a distribution P(TK) of Kondo temperatures, which in turn may 
produce NFL properties. This scenario is known as "Kondo disorder" and its implication 
on transport and magnetic properties of a HF material has recently been discussed in 
detail by Miranda et al. (1996). Such a disorder is, however, not present in all cases. 

NFL behavior appears in transport and bulk magnetic parameters and is not directly 
revealed to ~tSR, but the underlying magnetic instability makes NFL materials an 
interesting class for ~tSR studies. These instabilities can be initiated by either driving 
an originally nonmagnetic HF compound into the weak magnetic regime by alloying, or 
vice versa an originally magnetic HF material into the nonmagnetic regime. An alternate 
to alloying is the application of hydrostatic pressure. Thus far, few systems have been 
studied by ~tSR and the results must largely be considered preliminary. Further work is 
still in progress. 

9.4.2. Non-Fermi-liquid materials 
The compounds to be dealt with in this section are: 

(1) CeCu6_xAux (4) Ce(Cul_xNix)2Ge2 (7) CePtzSi2 

(2) UCus_xPdx (5) CeCo(Ge3_xSix) (8) UzPtzIn 

(3) Yl-xUxPd3 (6) CevNi3 

The first 5 materials are pseudo-binary or ternary compounds based on established HF or 
Kondo-lattice materials. The last 3 are independent intermetallics on their own for which 
NFL behavior has been claimed. 

9.4.2.1. CeCu6_xAu x. The parent compound CeCu6 is a HF material with FL properties 
and a nonmagnetic, non-superconducting ground state (see previous section). It is close 
to a magnetic instability and replacing Cu in part by a related ion with larger radius (e.g., 
Au, Ag) drives CeCu6 towards magnetism via lattice expansion (von L6hneysen 1995). 
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Fig. 158. The onset of magnetism in CeCu6_xAUx: Temperature dependence of specific heat C/T (left), and of 
bulk susceptibility M/B (right) for various Au concentrations. After von L6hneysen (1996a). 

In fig. 158, the temperature dependences of C/T (=g) and the low field (0.1T) 
magnetization over field (M/B = Z) are shown for 0 ~< x ~< 0.5. Figure 159 (left) presents 
the corresponding variation of TN. The critical concentration for the onset of magnetism 
is Xc ~ 0.1. As has been discussed for CeCuxNil_xSn, lattice expansion by alloying 
reduces the 4f-ce hybridization and with it the hybridization strength g (see fig. I05), 
thereby stabilizing magnetic moments, which then interact via the RKKY exchange. In 
fig. 158, the NFL behavior at the critical concentration (a logarithmic dependence of V) 
is clearly visible for C/T, as is the presence of magnetism for x ~> 0.3. Neutron scattering 
(Schr6der et al. 1994a, Stockert et al. 1997) finds incommensurate sinusoidal modulation 
of the Ce moments in CeCu6_ x Cux. The wave vector changes from q = (100) for x = 0 and 
0.1, where only short-range correlations exist, through (0,79 0 0) for x = 0.2, to (0.5 00) 
for x = 0.5, where long-range order has set in. The ordered moment rises from 0.02/~B at 
x = 0.2 to 0.5-1#B at x = 0.5. There is strong similarity in behavior with CeNil-xCuxSn 
around its critical concentration that is apparent from a comparison of fig. 158 (left) and 
fig. 113 (right). 

The fundamental importance of  lattice expansion as the initiator of magnetism in 
CeCu6 xAux has been proven by Bogenberger and von L6hneysen (1995) via pressure 
measurements. They applied hydrostatic pressure to CeCus.TAU0.3, thereby reducing its 
magnetic transition temperature. The data give TM --+ 0 for p ~ 8 kbar. Around this 
critical pressure NFL behavior is observed (see fig. 159, right). 

Amato et al. (1995b) studied CeCusAu (x = 1) and CeCus.9Au0.] (x = 0.1, the critical 
concentration) by FSR using single-crystalline specimens. In the former material, the 
ZF spectra clearly establish the AFM transition at TN ~ 2.3 K by the appearance of  
spontaneous muon spin precession (see fig. 160). The depolarization of the spontaneous 
precession signal can well be described by a J0 Bessel fimction. As discussed in sect. 3.7, 
(see eq. 53) this spectral shape is typical for incommensurate magnetic order. The ordered 
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moment deduced is /Zord ~ 0.8#B/Ce. The ~tSR and neutron data are thus in full 
agreement. FL behavior is more or less re-established in the limit x ~ 1 and hence 
CeCusAu may be considered a separate HF compound with a magnetic ground state 
exhibiting a sizeable magnetic moment. 

For x = 0.1, no difference in the ZF spectra could be detected when compared to the 
data of pure CeCu6 down to 20inK. As shown in fig. 161, the magnitude of the static 
width zl is indistinguishable for the two compounds, a finding that excludes the occurrence 
of a magnetic transition or even markedly enhanced correlations between/~ce. This result 
is fully supported by the neutron data of Stockert et al. (1997). For x ~< xc ~ 0.1, one 
would have expected that even the purely nuclear damping changes when Cu is replaced 
by Au which has a considerably smaller nuclear moment. It is known, however, that for 
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small concentration the Au ions only occupy specific Cu sites (Ruck et al. 1993) that are 
not in the nearest surroundings of  the stopped W. Using the established g+ stopping 
site (Amato et al. 1997a), a dipolar sum calculation gives a decrease of  A of 0.4% 
for CeCus.9Au0,1 including the effect of  lattice expansion. This is beyond experimental 
resolution. 

The compound CeCus.sAu0.5 (i.e., x = 0.5) was studied with ZF-gSR by Chattopadhyay 
et al. (1995) down to 50mK. The sample consisted of a mosaic of  arbitrarily oriented 
single-crystalline platelets. A magnetic transition was observed at Ty = 0.95 K. Below 
this temperature the gSR signal consisted of a very rapidly and a slowly depolarizing part. 
The former is interpreted as a heavily damped spontaneous spin-precession signal with a 
depolarization rate so large that not even the first full oscillatory cycle is visible, but the 
fits give a consistent variation in frequency with temperature (see fig. 162). For T ~ 0 
the values are v~ ~ 1.5 MHz and ~ ~ 5 ~ts -1. The measurements were performed at the 
ISIS pulsed muon facility and hence suffer from limitations in temporal resolution. It is 
quite possible that the true signal is also a J0 Bessel function damped spin precession 
as seen in CeCusAu. In any case the high depolarization rate points towards a wide 
distribution of internal field as expected for the incommensurate spin structure derived 
from neutron scattering. The ~SR and neutron data can be considered to be in agreement. 
At temperatures somewhat above TN only the weakly damped signal reflecting the effect of  
nuclear dipoles is seen. This corresponds to pure CeCu6 and shows that the Ce moments 
fluctuate with a very high rate. As stated, these fluctuations should be different in the 
two materials because the neutron data indicate that the (wave vector of  the) ordering 
is different. Unfortunately, gSR cannot give any information because of full motional 
narrowing. 

The two-chaimel Kondo effect can be ruled out as the source for NFL behavior for 
CeCu6_xAux because of symmetry arguments (D.L. Cox 1993). A distribution of irk is 
a possibility in systems with structural disorder, even when, as in the present case, the 
4f  ion lattice remains undisturbed. An indicator of  Kondo disorder is a local variation 
of susceptibility X (Miranda et al. 1996). A test for its occurrence is a measurement of  
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the static TF-gSR relaxation rate ~r (~t + linewidth) as function o f  temperature, which is 
then plotted us. the bulk susceptibility. In the case o f  uniform X, one expects ~r to be 
proportional to X. The result o f  such a study is presented in fig. 163 for CeCus.9Au0.1 
together with corresponding data for UCu4Pd. As will be discussed in the paragraph on 
UCus_xPdx, the data for UCu4Pd show that the disordered susceptibility is characterized 
by short-range correlations. It supports the notion that Kondo disorder is instrumental 
in the NFL behavior o f  that system. In CeCus.9Au0.1 the non-proportionality between cr 
and X, the absolute value of  ~, and its temperature dependence are much weaker than 
for UCu4Pd. Substantial Kondo disorder can only be inferred if  the spatial correlation 
is o f  long range. Such a feature is, however, not indicated by any other property o f  the 
alloy. Hence, a distribution o f  Kondo temperatures is not likely to be the mechanism of  
NFL behavior in the CeCu6_xAux system (Bernal et al. 1996), which leaves the T ---+ 0 
quantum phase transition as the most probable cause (von L61meysen 1996a,b, 1997). 

9.4.2.2. UCu5 xPdx. The path to NFL behavior in UCus xPdx is opposite that of  
CeCu6 _xAu,. Here, the parent compound UCus is a HF system with an established, strong 
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AFM ground state (but with some unusual and ill-understood features). We have already 
discussed its properties and ~SR data in the previous section. Replacing Cu in part by 
Pd quickly destroys the AFM ground state (which is stable only for x < 0.75) together 
with promoting NFL behavior (Andraka and Stewart 1993). Bernal et al. (1995) argued 
in connection with NMR results that the temperature dependence of the specific heat 
and susceptibility in UCus_xPdx can be explained consistently by "Kondo disorder", i.e., 
a sizeable distribution P(T~) of Kondo temperatures (Miranda et al. 1996). gSR studies 
have been reported for x = 1.0 and 1.5 (Bemal et al. 1995, 1996, MacLaughlin et al. 1997, 
1998). In ZF a static Gaussian Kubo-Toyabe relaxation is observed for both samples. 
They show practically the same static width of A = 0.23 ± 0.03 ~s -1 over the temperature 
range from ~50 K to ~3 K. No signs of spontaneous spin precession could be found. The 
width A can fully be explained by the field of nuclear moments on Cu. The data put an 
upper bound of ~0.01~B on any static moment of U. Since the other magnetic data show 
the presence of sizeable moments on U, the gSR result means that these moments must 
fluctuate rapidly (rate > 1012 s -1) to lose all depolarizing influence. 

Transverse field ~tSR was performed on two samples of UCu4Pd in Br = 5 kG between 
4 and 300K. They gave identical results. The data from one of the samples has already 
been presented as a plot of transverse-field Gaussian damping rate cr (~t + linewidth) vs. 
bulk susceptibility Z in fig. 163. The ~+ linewidth reflects the static distribution of local 
fields. As discussed for the case of CeCus.9Au0.1 one expects ~r to be proportional to Z 
if Z were uniform throughout the material. A detailed analysis performed both for the 
limit of long-range correlations and short-range correlations confirms that a distribution 
of X dominates the ~t + linewidth in UCu4Pd. The extremely low limit on the static 
U moment from ZF%tSR further proves that the observed NMR linewidth of Cu must 
arise from a distribution of Knight shifts. Combination of NMR and ~tSR linewidth data 
were in satisfactory agreement in the short-range correlation limit, but not for the long- 
range limit. In conclusion, the results for UCu4Pd indicate considerable susceptibility 
inhomogeneity characterized by a correlation length of the order of the lattice constant. 
Two possible scenarios are suggested by MacLanghlin et al. (1998). Either crystalline 
disorder (e.g., site exchange between Cu and Pd) or a periodical modulation of local 
U moment susceptibility. The latter feature has never been observed in the absence of 
spin-modulated long-range magnetic order. This is excluded by the ZF%tSR data, but the 
authors point out that no argument exists against local susceptibility modulation in the 
absence of long-range magnetic order in principle. Crystalline disorder faces the difficulty 
that recent neutron data (Chau et al. 1998, taken on one of the samples also used for ~SR) 
have been interpreted as consistent with crystalline order. MacLaughlin et al. (1998) lean 
toward an interpretation in terms of residual crystalline disorder (i.e., disorder below the 
detection limit of  the neutron scattering result). The system is then characterized as a 
nominally ordered compound with disorder-driven NFL behavior, gSR spectroscopy is 
highly sensitive to the resulting small local magnetic disorder. 

A recent publication (MacLaughlin et al. 2000a) stresses that the inhomogeneity of the 
U-ion susceptibility in UCu4Pd as derived from TF%tSR data is in good agreement with 
disorder-driven NFL mechanisms. The inhomogeneity is remarkably independent of the 
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exact amount of  structural disorder. LF measurements lead to values of  1/T1 an order of  
magnitude faster than those derived from the single-ion Kondo-disorder model and thus 
suggest a cooperative NFL phenomenon, which can be treated in terms of a Griffiths 
phase model of  correlated spin clusters (Castro Neto et al. 1998). It is fiarther found that 
no more than a few percent of  uranium spins can be in a spin frozen state above 0.1 K 
in UCu4Pd. 

The situation concerning the local susceptibility is not fnndamentally different in 
UCu3.sPdl.5. The agreement with NMR in the short-range correlation limit is not as good 
as for UCu4Pd, but still much better than for long-range correlations. In this material 
considerable crystalline disorder should be present and the result is more straightforward. 

In a moderately short review paper, Bernal (2000) briefly discusses TF-gSR combina- 
tion with NMR as a probe of NFL behavior in UCu4Pd. This covers the same ground, 
but in less depth, as MacLaughlin et al.'s (1996) review. Much more detail on the gSR 
is found in MacLaughlin et al. (2000b). 

In summary, the ~SR results together with the NMR data imply that a broad distribution 
of Kondo temperatures is present in UCu5 xPdx supporting a disorder-driven NFL state. 
This need not be connected to marked crystalline disorder. A cooperative rather than a 
single-ion mechanism appears to be present. Only a small portion of moments is spin 
frozen in UCu4Pd, if  at all. 

9.4.2.3. YI-xUxPd3. The compound Y08U0.2Pd3 within this series was the first material 
on which the typical NFL properties were established (Seaman et al. 1991, 1992, Andraka 
and Tsvelik 1991). The alloy system Yl-xUxPd3 differs from the ones discussed before 
since the f element lattice is now disordered. The two-channel quadrupolar Kondo effect 
has been promoted as the source of its NFL behavior (Seaman et al. 1991, Maple et al. 
1995), because of the large ionic quadrupole moment of U. On the other hand, the gSR 
data (W.D. Wu et al. 1994a) prove in particular that magnetic instability is a major 
ingredient in this series as well and may be instrumental in producing NFL properties. 
In particular, Andraka and Tsvelik (1991) argue that the behavior of  the system is 
inconsistent with any single-impurity interpretation and that the system has a quantum 
phase transition at T = 0. A contrasting view is put forward by Maple et al. (1996), who 
favor single-ion effects. The experimental problem with this alloy series is the possibility 
of macroscopic concentration fluctuations. Long-range magnetic order for x = 0.45 is 
claimed from neutron data by Dai et al. (1995). Bull et al. (1998) give an overview of 
the neutron work on this system. Their interpretation is devoid of any discussion on the 
influence of disorder but they provide evidence for collective NFL behavior. 

ZF- and LF%tSR studies by W.D. Wu et al. (1994a) cover polycrystalline materials with 
x = 0.1, 0.2, 0.4 and UPd4. The latter might be considered the case of  x = 0.75, if  one 
assumes that Y0.25 is replaced by a vacancy concentration of 0.25, which is reasonable 
since the cubic Pm3m (Cu3Au) structure is maintained. The compound UPd3 (x = 1) has 
the hexagonal (P63/mmc) structure and is a localized f-moment magnet (see sect. 5.4.2). 

For x = 0.75 and 0.4, spin glass (SG) type magnetism was found. The ~tSR relaxation 
function at low temperatures is of  the Kubo-Toyabe type with the typical recovery to ao/3 
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Compound HWHM (as) (~ts l) T~ (K) a Spin glass fraction (%) 

UPd 4 41 12.5-1=1 1.6 -90 
Yo.6Uo.4Pd3 22 11.04-0.5 1.6 -90 
Yo.sUo.2Pd3 0.5 1.04-0.5 1 39±5 
Y0.9UoAPd3 -0.1 0 ~I <10 

at late times. Decoupling can be achieved in LE Nuclear moments cannot account for the 
observed strong depolarization rate and the correspondingly large decoupling fields. The 
~SR spectra thus prove the existence of a frozen electronic spin system. A concentrated 
spin glass leads for T << Tg to a static Gaussian Kubo-Toyabe function while a dilute spin 
glass is characterized by a Lorentzian Kubo-Toyabe relaxation (see sect. 8). The system 
Y1 xUxPd3 lies between these limiting situations and W.D. Wu et al. (1994a) have used 
a phenomenological intermediate relaxation function of the form 

G~(as, a, 3.,p, t) = [½ + ~(1 - (ast) a) exp(-(ast)a/a)] exp[-()~t)P], (81) 

where as is the HWHM of the distribution of the static random field and )~ is the dynamic 
relaxation rate if  the full static limit is not reached. A spin glass with Gaussian field 
distribution corresponds to a = 2 and p = 1, with Lorentzian distribution to a = 1 
and p = 1/2. W.D. Wu et al. (1994a) claim that eq. (81) can be derived for a mixed 
Gaussian/Lorentzian field distribution on a microscopic basis, but their proof to our 
knowledge has not been published. Crook and Cywinski (1997) have provided numerical 
simulations supporting the claim. The values of  as and Tg derived from those fits are 
summarized in table 14. 

Also listed in the table is the spin glass fraction. In UPd4 a drop in a0 was seen 
and interpreted in accordance with magnetization data as arising from the development 
of long-range magnetic order in roughly 10% of sample volume. The spin glass signal 
(eq. 81) in Y0.sU0.2Pd3 well below Tg has only ~40% of the signal amplitude seen at 
T >> Tg In this alloy a sizeable volume fraction remains in the paramagnetic state without 
spin freezing. This effect is even more pronounced in Y0.9U0.1Pd3, where the spin glass 
signal is hardly discernable at all, even at temperatures as low as 0.02 K. Also, the width 
of field distribution (as) drops rapidly for x = 0.2 and 0.1. For these concentrations 
NFL behavior was established. 

In summary, the tendency towards magnetic ordering diminishes quickly for a 
decreasing uranium concentration, simultaneously promoting NFL properties. W.D. Wu 
et al. (1994a) discuss their results on the weakening of magnetic properties via partial 
spin glass order in terms of a competition between exchange coupling and CEF splitting 
ACEF. A well-developed CEF will produce a nonmagnetic ground state (F3) followed by a 
magnetic excited state. I f  z~cEr is small, the two states will mix and an induced-moment 
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spin glass of the type seen in PrP results (see discussion in sect. 9.2 on this subject). The 
theory of Sherrington (1979) holds quantitatively for UPd4. 

Maple et al. (1995) summarized the information available for Yl-xUxPd3 in the 
magnetic phase diagram shown in fig. 164. 

9.4.2.4. Ce(CUl_xNix)2Ge2. CeCu2Ge2 shows incommensurate AFM order below 
TN ~ 4.2K, while CeNizGe2, which has a smaller unit cell volume, is nonmagnetic 
with typical Fermi liquid properties. The considered mechanism for the suppression of 
magnetism is the increased hybridization between 5f and conduction electrons due to 
volume reduction. The pseudo-ternary system Ce(CUl _xNix)zGe2 offers the possibility 
to trace the crossover from local AFM via HF band magnetism to nonmagnetic behavior. 
NFL behavior has been reported for higher Ni concentrations (i.e., in the concentration 
range where magnetism vanishes). Details of the magnetic phase diagram derived 
from bulk data can be found in Steglich et al. (1996). ~tSR data on the "master HF 
compound" CeCuzGe2 whose N6el temperature drops sharply with pressure have briefly 
been reviewed in sect. 9.3.1. 

Preliminary gSR data on Ce(Cul _xNix)2Ge2 are contained in two recent conference 
report (Klaul3 et al. 1999e, Krishnamurthy et al. 1999b). The former authors studied 
single-crystalline samples with x = 0.1, 0.2, 0.5, 0.8, 0.9. For the low Ni concentrations 
(x = 0.1,0.2) a reduction in TN was observed (3.1K and 1.5K, respectively). The 
x = 0.5 sample showed relaxation behavior below 3.1 K, which points towards a spin- 
glass-like state. The highly doped compounds (x = 0.8 and 0.9) showed no sign of 
magnetic order down to 0.02K. Krishnamurthy et al. (1999b) measured samples with 
x = 0.5, 0.7, 0.8. Their results are fundamentally similar to those of Klaug et al. (1999e), 
except that somewhat different magnetic transition temperatures are given. For x = 0.5 
no spontaneous spin precession is observed for T < TN, which corresponds to the 
failure of neutron diffraction to observe magnetic reflections and indicates a spin structure 
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generating a broad distribution in internal field. Decoupling data lead to a static field at 
the muon site of  the order of  0.05 T (at 2 K). Weak magnetic order was still seen for 
x = 0.7 (TN ~ 2.2K). The sample with x = 0.8 showed only temperature-independent 
weak relaxation (~ ~ 0.05 ~s -1) of  nuclear origin. The ~tSR data of  both studies exclude 
any form of magnetism (strong or weak, LRO or SRO) for x ~> 0.8. The generation of 
NFL behavior in this concentration range due to the presence of a quantum critical point 
is a realistic possibility. 

9.4.2.5. CeCoGe3 xSix. CeCoGe3 crystallizes in the tetragonal BaNiSn3 structure where 
two Ce sites can de distinguished. It is an AFM with TN = 21 K. Ordered magnetism 
can be suppressed by replacing Ge with Si (see Millis 1993 and Eom et al. 1998 for 
details). Around the critical Si concentration for the disappearance of magnetism (xc ~ 1) 
one also observes NFL behavior. Kondo disorder is considered the main cause for the 
NFL features, but the weakening of RKKY interaction is thought to be important as 
well. 

~tSR spectroscopy was performed on powder samples of  CeCoGe3_xSix for x = 1.1, 
1.2 and 1.5 (Krishnamurthy et al. 1999a, 2000a), i.e., near the critical concentration. 
Relaxation spectra taken in ZF for all compounds in the temperature range between 
1 K and 0.034 K were fitted to a two-term relaxation function. Each term contains a 
static Kubo-Toyabe function of nuclear origin (59Co) double relaxing with an exponential 
relaxation of electronic origin (Ce ions). The parameters of  the spectrum are the 
amplitudes AI and A2, the field widths A1 and A2 and the relaxation rates ;.1 and )~2. The 
two terms are thought to arise from two different muon stopping sites. For the x = 1.1 
compound the amplitudes A ~ and A2 are found to be independent of  temperature down to 
~ 1.2 K where a loss of  signal strength occurs on further cooling. Similarly, the rates )q and 
)~2 are constant in temperature down to ~1.2 K. Below, ~1 rises sharply and 3~2, after a brief 
rise slightly above 1.2 K, decreases monotonically. The electronic relaxation ~1 could be 
decoupled in strong LF (-0.1 T) pointing towards a broadly distributed quasistatic internal 
field from Ce ions at site 1 around 0.03 T, which is considered an indicator for AFM with 
TN = 1.2 K. The local field at site 2 is significantly lower. Both relaxation rates ()~1 and X2) 
show a linear temperature dependence below TN, the former rising, the latter decreasing. 
These observations are discussed in terms of ingrowing disorder in the AFM state ()q) 
and Korringa type relaxation (;.2). No magnetic transition was observed for the x = 1.5 
compound down to 34 mK. A logarithmic dependence of muon spin-lattice relaxation is 
seen below 1.5 K and it is suggested that this feature can be considered the signature 
of  NFL behavior. There is no documentation for such a conclusion to the reviewers' 
knowledge, and the authors give no reference. Sengupta and Georges (1995) have derived 
power-law dependences of  spin-lattice relaxation rates for comparable conditions. 

9.4.2.6. C87Ni 3. This intermetallic, in contrast to the NFL materials discussed thus far, is 
a stoichiometric compound. It exhibits HF properties with 7 ~ 1.5 J/(mol K 2) and an AFM 
ground state (TN = 1.9K, Sereni et al. 1994). In its hexagonal Th7Fe3 crystal structure, 
with space group P63mc, three different Ce sites, labeled Cei (one atom/unit cell, with 
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trigonal symmetry), Cei i  and Cem (both three atoms, monoclinic) can be distinguished 
(Roof et al. 1961). Under applied pressure TN is rapidly reduced (Umeo et al. 1996a,b). 
AFM vanishes at Pc m 0.32GPa and NFL behavior appears around 0.46GPa (see 
fig. 165). Beyond ~0.62 GPa, FL behavior is restored. The measured bulk properties were 
found to be in agreement with the predictions of the self-consistent renormalization theory 
of spin fluctuations for HF systems near an AFM instability (Moriya and Takimoto 1995, 
Umeo et al. 1996b). 

The electronic structure of Ce7Ni3 is challenging even at ambient pressure. The 
competition between RKKY and Kondo interactions suggests a phenomenological two- 
component model of the kind first applied to CeA12 (Bredl et al. 1978). Trovarelli et al. 
(1995) suggested that Cei is responsible for AFM order, Cell for the HF behavior and Celn 
for the IV contributions. Very recent neutron data (Kadowaki et al. 2000) show a single-k- 
type magnetic structure with an incommensurate modulation vector below 1.8 K involving 
all three Ce sites, but with largely different moments (0.46, 0.7 and 0.1#m respectively). 
Below a second transition at 0.7 K commensurate ordering appears in addition to the 
incommensurate structure. Metamagnetism is observed in an applied field. 

~tSR studies of this compound are mainly available as brief preliminary reports 
(Takabatake et al. 1998b, Kratzer et al. 1999, 2001). Single-crystal specimens were used 
with measurements being carried out in different crystalline orientations. All data are fully 
consistent with a magnetic transition at TN = 1.85 K. The ZF relaxation rate for T > TN 
(fig. 166, left top) shows critical behavior (i.e., follows a critical power law) typical for a 
second order transition. The critical exponent was found to be w ~ 1. One further notices 
a distinct dependence of  relaxation rate on crystal orientation, meaning that magnetic 
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anisotropy persists, leading to non-isotropic paramagnetic spin fluctuations in the vicinity 
of TN. Knight shift studies were carried out between 3 K and 300 K in a transverse field of 
6 kG (Schenck et al. 2001). Two signals, one with positive, the other with negative Knight 
shift were observed. Both show a simple cosine angular dependence but with opposite 
phases (see fig. 166, left bottom). These results were interpreted in terms of two muon 
stopping sites. Both are tetrahedrally coordinated b sites. Their nearest neighbor shells 
are identical (1 Ce~ and 3 Ceiii ions), but the next nearest neighbor shell (3 Ni ions vs .  

3 Ceii ions) are different. The relative occupation of the two sites by the muon varies with 
temperature and, surprisingly, depends also on the orientation of the crystalline axes with 
respect to the applied field Bapp. Below 80 K the muon Knight shifts follow a Curie-Weiss 
behavior down to 3 K which is in striking contrast to bulk susceptibility. This behavior 
is not understood, yet above 100 K the Knight shifts scale with bulk susceptibility. There 
is indication that muon dynamics set in around 60 K probably starting out with jumps 
between the two b sites. Measurements of the Knight shifts (in a lower transverse field of 
250 G) close to TN showed the presence of critical divergence below ~3 K. The relative 
separation between the two frequencies (as shown, for example, in fig. 166, left bottom) 
increases from 20% at 3 K to 37% at 2 K. 

Below TN heavily damped oscillatory muon spin precession signals are seen for 
c I S~ (see fig. 166, right top). A fit with a single Bessel-type oscillatory signal (in 
accordance with the incommensurate spin structure) was unsatisfactory. A phase shift near 
180 ° remained. The fit shown in fig. 166 (right top) includes a monotonically decaying 
fast Gaussian relaxation which, however, has no theoretical base. The likely conclusion 
is that a more complex spin arrangement than a simple incommensurate modulation 
exists. The two muon stopping sites are an additional complication, but as stated, their 
immediate neighborhood of magnetic ions is identical and differences are expected to 
be small. Independent of these problems one easily derives the temperature dependence 
of the precession frequency (fig. 166, right bottom). It reflects the order parameter of 
a second-order phase transition. The saturation field is roughly 0.15T, a low value, 
but in agreement with the comparatively small Ce moments detected by neutrons. No 
significant change in spectral shape was seen around T~ = 0.7 K. If  this second transition 
exists at all, then the spatial arrangement of Ce spins around the muon changes only 
very little. The inset to fig. 166 (right top) reveals that spontaneous spin precession is 
not seen for c [[ S~ and the spectrum can be fitted to a simple exponential decay of 
muon spin polarization. This confirms that the moments are oriented predominantly in 
the c direction. 

In summary, the gSR results indicate a more complex spin structure at ambient pressure 
than that derived from neutron scattering data. Spin disorder is substantial and exceeds 
what one would expect from the known magnetic structures. Even the ~tSR results in 
the paramagnetic regime are not fully understood. Strong anisotropies in spin dynamical 
properties are present. A study of local magnetic properties near the pressure-induced 
magnetic instability (where also NFL behavior is observed) needs high-pressure ~tSR 
data below 2 K. These temperatures are outside the operating range of the existing high- 
pressure spectrometers. 
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9.4.2.7. CePtzSi2. The specific heat (C(T)) and electrical resistivity (p(T))  o f  this 
tetragonal compound (space group P4/nmm) show Fermi-liquid behavior between 10 K 
and 4 K  with a Kondo temperature T* = 7 0 K  (Ayache et al. 1987, Gignoux et al. 1988). 
At  low temperatures, however, these quantities show temperature dependences more 
typical for NFL behavior. Since the formation o f  a NFL state is quite often coupled to 
magnetic instabilities, it was suggested that a possible collapse o f  magnetic susceptibility 
in the c-plane below 4 K (visible only after serious background corrections) is indicative 
of  some metamagnetic behavior (Gignoux et al. 1988). 

ZF%tSR measurements (Dalmas de R6otier et al. 1997) on a single crystal oriented 
with the c-axis parallel  and perpendicular  to the beam only showed a weak, temperature- 
independent depolarization rate down to 50 mK, arising from nuclear dipolar fields. Since 
no electronic relaxation signal is discernible, the proposed metamagnetic  behavior is not 
an intrinsic property and must be ruled out as the source o f  NFL behavior o f  C(T) and 
p(T) at low temperatures. In fact, no tendency towards magnetic order has been found 
and one may question whether CePt2Si2 is a NFL system in the first place. The observed 
characteristics in C(T) and p(T) may then have a different, as yet unknown, origin. 
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9.4.2.8. U2Pt2[n. This intermetallic crystallizes in a structure related to the tetragonal 
U3 Si2 type (showing a superstructure which leads to the space group P42/mmn). It is a 
Pauli paramagnet with strongly enhanced electronic specific heat (7 ~ 0.4 J/(mol K2)) at 
low temperatures. Tracing the ordering temperatures across the 2:2:1 series in relation 
to the Kondo necklace model led Nakotte (1994) to suggest that U2Pt2In lies close to 
the magnetic/nonmagnetic border and hence is likely to exhibit NFL behavior. Recent 
caloric and transport data (Estrela et al. 1999) established indeed NFL behavior for 
the temperature range between 0.1 K and 6 K. These authors also report briefly on 
~SR measurements on a single-crystalline specimen. The ZF spectra could be fitted 
to a combination of Gaussian (from static In nuclear moments) and exponential (from 
fluctuating U moments) relaxation. Above 10 K only 1/4 of the expected signal amplitude 
was observed. No comments are made concerning the missing fraction. Below 10 K the 
signal amplitude rises and approaches the expected magnitude at low temperatures. Also 
seen is a rise in relaxation rate indicating the slowing down of U spin fluctuations. Around 
10 K susceptibility (for B II c) exhibits a weak maximum. No indication for the formation 
of(even weak moment) static magnetic order is present in the ZF-pSR data down m lowest 
temperatures (0.3 K). The authors point out, however, that no information on the muon 
stopping site is available and hence the possibility that the muon rests at a position where 
all local field contributions cancel cannot safely be excluded. 

Summary: U2PtzIn is an intermetallic close to a magnetic instability. It exhibits 
NFL behavior below ~8K. ~tSR sees no evidence for static magnetic order (for 
T ~> 0.3 K), even in the low moment limit. The ~tSR spectra are not understood in detail, 
especially at higher temperatures (>10K). The absence of static magnetism suggests a 
quantum critical point as the likely cause for NFL behavior. 

9.4.3. Summary: NFL compounds 

The question of what drives a HF system into NFL behavior remains unsolved at 
this stage. The two most fundamental approaches are the proximity to a quantum 
critical point and a disorder-based distribution of Kondo temperatures (Kondo interaction 
strengths). They are not mutually exclusive in alloyed compounds. [xSR can make 
important contributions to both scenarios. It is well suited to track down the conditions 
where the quantum critical point occurs, especially if one deals with a spin freezing 
transition (spin glass behavior) rather than a true magnetic phase transition. The former 
then evokes advanced models like the Griffiths phase scenario. ~tSR is also perhaps 
the best method to get information on the behavior of spin dynamics on approach to 
a quantum critical point. If carefully analyzed it may help to decide whether a multi- 
channel Kondo effect is present (another ingredient which can in principle lead to 
NFL properties). Regarding disorder-driven NFL behavior, ~SR offers the possibility 
of measuring the local (interstitial) susceptibility, which, when compared to the bulk 
susceptibility, renders information on the all important local spin disorder. The field is 
certainly still wide open. 
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9.5. Intermediate valence 

The theory of intermediate valence (IV) forms the starting point for the treatment of 
HF materials. IV represents the limiting situation of a very strong coupling parameter g 
in strongly correlated electron materials, as can be seen from fig. 105. Kondo insulators 
in particular possess IV behavior at high temperatures as an essential ingredient. They 
form a borderline case. We have discussed them earlier as a separate class of materials. 

Few p~SR studies on the subject of intermediate valence exist, although IV is a 
common phenomenon in lanthanide intermetallics, especially for lanthahides positioned 
at the beginning (Ce), in the middle (Sm, Eu), and at the end (Tm, Yb) of  the series. 
The likely reason is that charge properties by themselves are not reflected in the ~tSR 
signal (although the corresponding change of magnetic moment is). Also, a rather 
good understanding of this class of materials had already been developed by the time 
modern ~SR spectroscopy became truly effective. Without doubt, other local probes, 
especially M6ssbauer spectroscopy (see Potzel et al. 1993 and references cited therein) 
are much better suited for studies of microscopic properties of IV states in lanthanides 
and actinides. 

Very early work (Wehr et al. 1981, 1984) deals with Knight shift measurements on a 
few well-established IV systems. Recently, a (still preliminary) study with the declared 
goal to test the ~tSR response in a properly classified IV compound (EnPdAs) has appeared 
(KlauB et al. 1997a). 

A compound that is often considered a good case of IV and which has been studied by 
~SR is Sm3Se4. Because of its distinct Kondo properties (Takagi et al. 1993a,b, 1997), 
the authors rather view Sm3 Se4 as a low-carrier-density HF material. The same holds for 
Yb4As3. We have thus included these compounds in the section on HF materials (see also 
table 11). 

9.5.1. CeSn3 (and LaSn3), CePd3. The compounds have the cubic AuCu3 structure, for 
which the basic ~SR properties have been discussed in sect. 5.2.3. The study by Wehr 
et al. (1984) is solely concerned with Knight shift measurements performed with the 
stroboscopic method. The observed Knight shifts K~ = B~/Bapp (see sect. 3.2.1) are on 
the order of 100ppm, that is quite small. CeIn3 is a localized 4f paramagnet containing 
the trivalent ion and serves as a standard for comparison. Its shift follows quite closely 
the Curie-Weiss-like bulk susceptibility Z, as expected. The same is true for CeSn3 above 
~200 K. Buschow et al. (1979) report for CeSn3 an effective moment from susceptibility 
larger than the free-ion moment of Ce 3+. Below 200 K, the susceptibility drops, which 
is considered the signature of  IV behavior. For T < 200 K the proportionality between 
K~ and X is no longer maintained; the reduction in Kg being stronger (see fig. 167). 
One possible explanation is the appearance of an additional negative shift related to the 
IV state. A similar anomaly occurs in the NMR Knight shift, but the difference in Z has the 
opposite sign (Malik et al. 1975, MacLaughlin 1981). In the susceptibility data presented 
by Tsang et al. (1984) a sharp rise is seen (for a discussion, see also Liu 1993), which is 
not reproduced by K w. Recently, Kim and Cox (1998) have attempted to give a theoretical 
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Fig. 167. Temperature dependence of  the muon 
Knight shift of  CeSn 3. The solid line represents 
the variation of  bulk susceptibility with tempera- 
ture. After Wehr et al. (1984). 

explanation of the muonic Knight shift in CeSn3 together with some anomalous NMR 
Knight shifts. We refer the reader to the original paper for details. 

The behavior of Kg for CePd3, which is considered to be in the IV state already at 
room temperature, is somewhat different. The shift is negative and much smaller. Within 
the limits of error no temperature dependence is noticeable. The authors propose that the 
anomalous reduction in K~ and its negative sign arise from an enhanced d character of 
the conduction electrons in the eg sub-band (Liu et al. 1981). This effect might also be 
the cause of the too-small Knight shift in CeSn3 below 200 K when compared to bulk 
susceptibility. 

9.5.2. Cel xThx. This system crystallizes in the fcc structure and undergoes an 
isomorphic phase transition around Ts = 150K (Shapiro et al. 1977). The transition 
involves a reduction in unit cell volume of 16% and is of first order for x < 0.26 and 
of second order otherwise. For T > Ts one observes Curie-type susceptibility. At Ts the 
magnitude of X drops by 60% and 2' then remains essentially independent of temperature 
(Lawrence et al. 1975). 

gSR Knight shift measurements were carried out between 300 K and ~60 K by Wehr 
et al. (1981), again employing the stroboscopic method in applied fields of 0.7T for a 
polycrystalline sample with x = 0.26. Also measured was Lao.74Tho.26 for comparison. K~ 
is positive in Ce0.74Th0.26 and follows 2" at all temperatures, that is, through the transition. 
Notably, no anomaly like that in CeSn3 (see above) is apparent in the IV regime. The shift 
in the La material is independent of temperature and close to zero. 

The behavior of the transverse field relaxation rate 3, (see fig. 168) is quite interesting. It 
rises sharply when Ts is approached from above and drops markedly at Ts. It then remains 
about constant. The La compound exhibits a temperature-independent small relaxation 
rate which has its origin in the nuclear dipole fields of 139La (~100% abundant). The 
variation of rate in Ce0.74Th0.26 mirrors the behavior of the dynamics of the local field 
produced by moments on Ce. Close to Ts critical slowing down occurs (for T > Ts), 
but motional narrowing again becomes effective for T < Ts. The microscopic origin of 
those fluctuations cannot be extracted from the ~tSR data. The authors discuss normal 
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paramagnetic fluctuations of the 4f moment and charge fluctuations connected with the 
IV behavior. They consider the latter more likely and use ultrasonic measurements that 
were also carried out for support. Those measurements show a behavior of fluctuation 
rates around Ts quite similar to those extracted from the ~tSR data. 

9.5.3. EuPdAs (and NdPdAs). The metallic compound EuPdAs crystallizes in the 
hexagonal NizIn structure. The Eu mean valence changes in a first-order transition 
at ~170K from +2.15 around 300K to +2.35 below 100K. M6ssbauer spectroscopy 
established a very low valence fluctuation rate WF ~< 100MHz (Michels et al. 1992, 
1995) over the whole temperature range. Around 5 K a magnetic transition occurs. Eu 2+ 
has the same 4f 7 configuration as Gd 3+. It is an S-state ion with a large effective spin 
moment of--7.9#B. For Eu 3+ the moment vanishes due to its J = 0 state. This extreme 
difference in magnetic moments is expected to lead to a distribution of  the magnetic 
coupling to the muon via dipolar and contact interaction. From model calculations, Klaug 
et al. (1997a) first deduced a most probable muon site and then (using dipolar summation) 
the presence of a resolvable difference in Knight shift (about 1% in TF=0.1 T applied 
along the c-axis) above and below the 170K transition. If  the two charge states were 
static one would observe a ~tSR spectrum containing two precession frequencies ~ .  In 
the dynamic case (VVF ~> V~) only a single precession frequency would be seen but with 
a broadened linewidth in the limit of not-too-fast relaxation rates. The time window for 
such dynamic effects extends down into the MHz range for TF%tSR and probes a range 
not accessible to M6ssbauer spectroscopy. 

As a reference system, isostructural NdPdAs was also investigated. This compound 
contains Nd 3+ ions which lead to Curie-Weiss behavior with #curie = 3.47#B, close to 
the free ion value. A transition into a FM state takes place at ~15K. 
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An overview of the temperature dependence of depolarization rates in ZF and TF 
(0.02 T) for both the Nd and the Eu compounds is presented in fig. 169. The Nd material 
itself shows some usual behavior: the relaxation rate in it begins to rise at 200 K due to 
the approach to a magnetic phase transition (although depopulation of CEF levels may 
play a role). The magnetic state was not explored. The fact that the depolarization rate 
in TF is virtually the same proves that the local fields are in the fast-fluctuation limit. 

In EuPdAs the ZF depolarization rate around room temperature is considerably larger 
than in NdEuAs. This is mostly due to the larger moment on Eu. The rate shows little 
variation with temperature except below ~10K when the 5 K  magnetic transition is 
approached. The difference in the temperature range where the rise of  relaxation rate on 
moving towards a magnetic transition takes place is typical for a non-S-state and a S-state 
ion. Compounds containing the Gd 3+ ion also tend to exhibit a nearly constant relaxation 
rate in the paramagnetic regime until rather close to the transition. This difference most 
likely has its roots in the strong single-ion anisotropy of non-S-state 4f  ions. 

In TF a single precession frequency was observed. The signal is strongly damped, 
mainly due to inhomogeneous line broadening since a polycrystalline sample was used. 
This severely restricts the evaluation of the Knight shift. It could well be that a two- 
frequency pattern is simply not resolved. At the first-order transition a slight irregularity in 
TF relaxation rate is observed, presumably coupled to the change in unit cell volume. The 
variation of relaxation rate with the strength of the applied TF (measured up to 0.7 T) at 
200 K showed the quadratic dependence expected from the valence fluctuation modeling. 
The initial slope, however, is too low for dominant dipolar coupling and the isotropic 
Fermi contact interaction is probably substantial. This then makes comparisons to model 
calculations using dipolar sums (as discussed above) much less reliable. A quadratic 
fit to the field dependence of the relaxation rate returned a valence fluctuation rate of  
VVF ~ 0.8 gS 1. The authors consider this an estimate, but the value is in agreement with 
the M6ssbauer data and reflects at least the order of  magnitude. 
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9.5.4. Smo.9Lao.lS. This pseudo-binary cubic (NaC1) compound of intermediate valence 
is metallic in its ground state, but turns into an insulator under moderate pressure at low 
temperatures (Wachter et al. 1995). The metal-insulator transition is thought to arise via a 

condensation of excitons formed by 4f holes and conduction electrons. One consequence 
of this type of exciton formation should be a strong suppression of paramagnetism 
leading essentially to diamagnetism. While such a scenario could definitely be established 
for the corresponding compound Tm0.45Te0.55 (Wachter and Jung 1994), bulk magnetic 
measurements on Sm0.9La0.1S turned out to be difficult due to its extremely small 
paramagnetic moment. For this reason, a ~tSR measurement was undertaken (Schenck 
et al. 1997c), concentrating on the variation of Knight shift with applied pressure. 

A mosaic sample of small single crystals was used, which were oriented for 
measurements under ambient conditions, but not for those under high pressure. Over the 
temperature range from 300 to 6K pressures up to 8kbar in a transverse field of 0.6T 
were applied. An angular scan of Knight shift at 30 K under ambient pressure verified the 

1 1 (~, ~, ¼) muon stopping position typical for NaCl-type compounds (see sect. 5.2.1). For 
this position, the Knight shift is solely due to the isotropic contact field, even for a single- 
crystallinesample. The Knight shift scales with bulk susceptibility only for T > 100K. 
Under pressure a collapse of shift is seen around 7kbar for T > 30K (see fig. 170) and 
hence not restricted to the insulating phase as demanded by theory. Schenck et al. (1997c) 
are doubtful whether this collapse reflects the behavior of bulk magnetic response. They 
argue that it may rather be caused by a severe weakening of the RKKY interaction between 
4f and conduction electrons for Sm atoms close to the muon stopping site, when volume 
reduction exceeds a critical, temperature-dependent value. 

I0. Conclusions 

We hope to have demonstrated to the readers that gSR has developed into a major tool for 
microscopic studies of magnetism and that its application to 4f- and 5f-magnetic materials 
is broad and multifaceted. In fact, the amount of data revealed by our literature search 
surprised us. This is even more astonishing when considering that we have not discussed 
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the many important studies of superconducting properties of high T~ and HF compounds. 
In this field the search for unconventional superconductivity has become a major focus 
of recent ~tSR research. 

In general, the prime impacts of ~tSR on lanthanide and actinide magnetism have been 
fivefold: 
(1) The muon senses small variations (i.e., minor spin canting) even in otherwise well- 

established spin structures. It is mandatory that the ~tSR magnetic parameters and 
their temperature and/or pressure dependences be consistent with the findings of other 
methods, in particular with neutron scattering data. This task is far from completed 
in a number of systems studied thus far, and the ~tSR results indicate in these cases 
that the magnetic structure is not understood in all details. 

(2) ~tSR spectroscopy has a high sensitivity to small moment magnetism. It can detect 
quasistatic magnetism caused by moments as low as 10-3/2B or less. This has been 
seminal in Kondo-lattice and HF systems, showing that magnetism is often present 
where it was not expected. It appears that pure nonmagnetic ground states are the 
exception in these materials, even when they exhibit superconductivity. 

(3) The muon is a highly local probe. Hence ~tSR is a technique particularly well suited 
for detecting and studying short-range-ordered magnetism. Typical applications are 
the magnetic properties of strongly frustrated magnetic systems and spin freezing in 
combination with the low-moment magnetism mentioned above. The latter feature is 
a new aspect revealed by ~tSR in the field of strongly correlated electron systems. 

(4) The muon samples the volume of the material studied uniformly. This gives 
microscopic insight into systems exhibiting simultaneously more than one cooperative 
state. The prime example is the coexistence of magnetism and superconductivity. 
Here, the pertinent question is, whether these two states coexist on a microscopic 
scale or whether the material splits into different volume fractions, each showing 
only one of the two states. Two findings are especially important. Firstly, the cuprate 
superconductors (e.g., the "1 2 3" compounds) move from localized AFM to supercon- 
ductivity through a coexistence regime (with short-range-ordered magnetism) when 
varying the carrier concentration. Secondly, in some HF materials (most notably UPt3) 
superconductivity and small moment magnetism coexist on a microscopic level and 
the internal magnetic field generated by the magnetic state is considered a decisive 
ingredient in several models of unconventional superconductivity. 

(5) ~tSR possesses a unique time window for spin dynamical processes and is also 
sensitive to spin excitations with very low energy transfer. The frequency range 
of spin fluctuations monitored by ~tSR extends to comparatively low values (i.e., 
1 MHz or less under favorable conditions). One important outcome is that ~tSR is 
able to connect the absence of magnetic order in various highly correlated electron 
systems to the presence of persisting spin fluctuations even as the temperature 
approaches zero. Either frustration or Kondo interactions (or both) are likely the 
driving forces. Furthermore, ~tSR can make the important distinction between static 
and dynamic spin-glass-order, and, in combination with its high sensitivity to very 
short-ranged magnetic correlations, is a prime tool to detect inhomogeneous spin 
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freezing. The muon spin relaxation rate responds strongly to the development of 
spin correlations, particularly in the realm of critical slowing down near a second- 
order phase transition. ~tSR was able to show, especially in strongly anisotropic 
magnets, that spin correlations persist very far (often up to 5. TM) above the transition 
temperature. It also has become a tool to study longitudinal spin fluctuations in the 
true critical regime and has given new insight into various universality classes of 
phase transitions. The field of slow spin dynamics in ordered spin systems is not yet 
fully explored at this stage and new insights will surely emerge as time passes. 

As has been said at the beginning, ~tSR is not a good technique to detect the 
delocalization of f electrons in anomalous lanthanide and actinide materials. Yet, the 
formation of small-moment magnetism is clearly connected to a hybridization of 
f-electron states and in that sense ~tSR detects magnetic non-localized electron states 
with high sensitivity. 

In summary, we believe it is fair to say that ~tSR, especially within the last decade or 
so, has helped to shape our understanding of the many facets of magnetism involving 
rare-earth and actinide ions. New features have emerged and we are fully convinced that 
this will continue in the future. One particularly promising aspect is the commissioning of 
the new low-energy muon facilities which allow thin films and multi-layers to be probed 
by ~tSR. We are looking forward to this. 
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EPR electron paramagnetic resonance T c magnetic Curie temperature 
F ferromagnetism TEP thermoelectric power 
HP high pressure TIP temperature-independent paramagnetism 
HT high temperature T N magnetic N6el temperature 
ICF interconfiguration fluctuation TsF magnetic spin-fluctuation temperature 
IV intermediate valence VF valence fluctuation 
LAPW linearized augmented plane-wave X element of 3rd, 4th or 5th main group 
LMTO linear muffin-tin orbital XAS X-ray absorption spectroscopy 
LSD local spin density F experimental linewidth 
LSDA local spin-density approximation y electronic specific-heat coefficient 
LT low temperature 6 isomer shift 
MM metamagnetism O paramagnetic Curie temperature (Weiss 
NP normal pressure constant) 
P paramagnetism /~B Bohr magneton 
R residual ~sm(exp) experimental magnetic saturation 
SG space group magnetization 
SIC self-interaction correction X magnetic susceptibility; absolute 
T transition metal electronegativity 

TB-LMTO- tight-binding linear muffin-tin orbital 
ASA atomic sphere approximation 

1. Introduction 

Equiatomic intermetallic compounds RTX (R = rare earth or actinide metal; T = transition 
metal; X = element of  the 3rd or 4th main group) have attracted considerable interest in 
the last two decades due to their greatly varying physical properties (Parth6 and Chabot 
1984, Szymta and Leciejewicz 1989, 1994, Szytuia 1991, 1998, Gignoux and Schmitt 
1997). Today more than 1000 RTX compounds are known (Villars and Calvert 1991). 
They crystallize in more than 40 different structure types (Foruasini and Merlo 1995). 

With the actinides as R component the compounds with uranium have most intensively 
been investigated (Sechovsky and Havela 1988, Fournier 1985, Fournier and Tr66 1985). 
Here, the various magnetic properties strongly depend on the energy of  the uranium 
5f electrons with respect to the Fermi level as well as the strength o f  hybridization of  
the uranium 5f states with the conduction electrons. Within the series o f  rare-earth RTX 
compounds those with cerium, europium, and ytterbium display the largest variety of  
physical properties. Due to their peculiar electron configuration, these compounds are 
possible candidates when searching for mixed valence, i.e. Ce 3+ [Xe]4f 1 vs. Ce 4+ [Xe]4f °, 
Eu 2+ [Xe]4f 7 vs. Eu 3+ [Xe]4f 6, and Yb 2+ [Xe]4f 14 vs. Yb 3+ [Xe]4f 13. The cerium 
compounds have most intensively been investigated in the past and their various magnetic 
and electrical properties have been summarized in detail in several papers (Fujita et al. 
1992, Takabatake et al. 1990, Endstra et al. 1993). Most EuTX europium compounds have 
been studied in the last decade and these results have recently been reviewed (P6ttgen 
and Johrendt 2000). 
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In this chapter we focus on the ytterbium-based compounds. Besides mixed valency 
(Yb 2+ or yb3+), these ytterbium intermetallics can also display heavy-fermion or Kondo- 
like behavior. Structural phase transitions accompanied by a valence change (Yb 3+ in 
the low-temperature and Yb 2÷ in the high-temperature modification) have recently been 
observed for ct- and [3-YbPdSn (Kul3mann et al. 1998a) and ct- and [3-YbAgGa2 (Grin et 
al. 1995), while stable trivalent ytterbium occurs in the ZrNiAl-type compounds YbNiA1 
(Schank et al. 1995) and YbPtSn (Katoh et al. 1997, P6ttgen et al. 1999a, Kaczorowski 
et al. 1999) which order antiferromagnetically below TN = 2.9 and 3.5 K, respectively. 

The crystal chemistry of the YbTX compounds and the various physical properties 
and spectroscopic data (magnetism, electrical conductivity, specific heat, Ln~ spectra, 
M6ssbauer spectroscopy) are critically reviewed in the present article. Additionally we 
comment on the synthesis conditions and the chemical bonding within the YbTX com- 
pounds. We have written this article from the viewpoint of a solid-state chemist who is 
interested in the interdisciplinary field of inorganic and physical chemistry, elucidating 
structure-property relations of intermetallic compounds. 

2. Syntheses 

The synthesis conditions for ternary intermetallic ytterbium compounds mostly resemble 
those discussed earlier for the EuTX intermetallics (P6ttgen and Johrendt 2000). We 
therefore give only some technical details in this chapter and refer to the original literature 
for additional information. The main problem for the synthesis arises from the low boiling 
temperature (1466K) of ytterbium which is the by far lowest in the rare-earth series. 
In a quasi open system like an arc-melting furnace (P6ttgen et al. 1999b), significant 
evaporation can irreversibly affect the synthesis conditions. To give an example: for the 
synthesis of YbPtSn (Katoh et al. 1997, P6ttgen et al. 1999a, Kaczorowski et al. 1999) 
by arc melting, ytterbium would evaporate (b.p. 1466K) before platinum melts (m.p. 
2045 K). Such difficulties can be overcome if the elements are reacted in sealed inert, 
refractory metal tubes, e.g. niobium, tantalum or molybdenum in a high-frequency furnace 
(P6ttgen et al. 1999a). Such container materials, namely tantalum, have been reviewed 
by Corbett (1983). An effective method is the reaction of pre-reacted transition metal 
alloys with ytterbium. This technique was recently utilized for the synthesis of YbPtSn 
(P6ttgen et al. 199%). In a first step, a relatively low-melting PtSn alloy was prepared by 
arc melting and subsequently this alloy was reacted with ytterbium in a sealed tantalum 
tube resulting in a singl e phase YbPtSn sample. 

In some cases it is also possible to react the elements in glassy carbon crucibles 
in a water-cooled sample chamber in a high-frequency furnace. This method has been 
described in detail by Kul3mann et al. (1998b). An advantage of this preparative technique 
is the direct observability of the reaction through an observation window. 

The techniques described above have mainly been used for compounds with the 
X = element from the third and fourth main group. For the synthesis of pnictides some 
other techniques can also be applied. Phosphides (von Schnering and H6nle 1994), 
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arsenides, and bismuthides can be synthesized directly from the elemental components 
in evacuated sealed silica tubes. In order to avoid side reactions with the silica tube, an 
aluminium oxide container can be used as inner crucible material. In this way YbPtP 
(Wenski and Mewis 1986a) was prepared. This solid-state synthesis can sometimes lead 
to inhomogeneous products, if reaction layers form an unreacted material and prevent 
diffusion. In such cases, repeated grinding, pressing and reannealing is necessary. 

Another method is the reaction of the elemental components in fluxes (Jolibois 1910, 
Vigouroux 1905, Kaner et al. 1977, and ref. therein). Such fluxes may be low-melting 
metals (Cu, Bi, Sn, Pb) or halide mixtures (low-melting eutectics). In any case, a possible 
incorporation of silicon from the silica tube should be kept in mind. 

An important problem for the synthesis of intermetallic ytterbium compounds is 
certainly the purity of the elements. Today, ytterbium is commercially available in pure 
form as sublimed ingots. It is desirable to use only larger metal pieces in order to reduce 
surface contaminations. The use of ytterbium powders (too large surface) should be 
avoided. The main experimental difficulties may arise from a contamination with the 
sesquioxide Yb203 (Bonrath et al. 1966) which exhibits paramagnetic behavior down 
to 3 K. The contamination of diamagnetic or Pauli-paramagnetic samples with Yb203 
could irreversibly affect the magnetic measurements, as discussed in detail for YbAuIn 
(Zell et al. 1981). 

3. Crystal chemistry and chemical bonding 

In the present section we focus on the crystal chemistry of the various YbTX compounds. 
These results are summarized in separate groups for the different X components, i.e. 
aluminides, gallides, indides etc. The basic crystallographic data, i.e. lattice parameters 
and residuals, are listed in the various tables. For the atomic parameters of those 
compounds where the crystal structures have been refined, we refer to the original 
literature. Some compounds have the transition-metal site occupied by lithium or another 
element of the third, fourth or fifth main group; these equiatomic compounds have 
also been included in the present review, since they exhibit similar structural features. 
Besides the crystal chemistry we also focus on the chemical bonding in these interesting 
materials. We review the results presented in the literature, but we have also performed 
new calculations on some selected compounds using the TB-LMTO-ASA method. Details 
about the computational methodology have been given by Andersen (1975), Andersen and 
Jepsen (1984) and Andersen et al. (1985), and computational details for the compounds 
are given in the respective subsections. 

3.1. Equiatomic aluminides YbTAI 

So far, nine equiatomic ytterbium aluminides have been reported (table 1). In the 
pseudobinary system YbGa2-YbA12 (Beck and Girgis 1985, Iandelli 1987) equiatomic 
YbGaA1 occurs with the Cain2 structure, where the gallium and aluminium atoms 
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Table 1 
Lattice parameters and residuals for YbTA1 (T=Ga, Co, Ni, Cu, Rh, Pd, Ag, Pt, Au) 

457 

Compound Type SG a (pm) b (pm) c (pm) V (ran 3) R-value Ref. 

YbGaA1 MgCu 2 Fd3m 786.5 a a 0.4865 - 1 

YbGaA1 Cain 2 P63/mmc 451 a 714.5 0.1259 1,2 

YbCoA1 MgZn 2 P63/mmc 529.8 a 846.6 0.2058 - 3 

NP-YbNiA1 ZrNiA1 P62m 695.2 a 376.9 0.1578 - 4 

NP-YbNiA1 ZrNiA1 P62m 694.9 a 377.1 0.1577 - 5 

HP-YbNiA1 MgZn 2 P63/mmc 529.3 a 851.8 0.2067 - 6,7 

NP-YbCuA1 ZrNiA1 P62m 692.6(3) a 398.6(1) 0.1656 - 9 

HP-YbCttA1 M g C u 2  Fd3m 766.0 a a 0.4495 6,8 

NP-YbCuA1 ZrNiA1 P62m 692.2 a 399.3 0.1657 - 10 

YbRhA1 TiNiSi P n m a  676.1(1) 412.6(1) 789.3(2) 0.2202 0.0164 11 

YbPdA1 TiNiSi P n m a  681.9(2) 435.0(1) 780.1(2) 0.2314 0.025 12 

YbPdA1 TiNiSi P n m a  680.79(3) 434.73(2) 778.89(3) 0.2305 - 13 

YbPdA1 YiNiSi Pnma 681.8 435.0 779.5 0.2312 - 14 

YbAgA1 MgZn 2 P63/mmc 566.3(I) a 908.7(3) 0.2524 0.027 15 

YbPtA1 TiNiSi Pnma 676.7 434.8 770.5 0.2267 - 5 

YbPtA1 TiNiSi P r i m a  676.9(2) 434.8(1) 769.0(2) 0.2263 16 

YbPtA1 TiNiSi P n m a  675.11(5) 433.84(3) 767.36(5) 0.2248 13 

YbAuA1 TiNiSi P n m a  719.67(7) 447.94(4) 771.35(6) 0.2487 - 17 

YbAuA1 TiNiSi P r i m a  721.0(2) 448.8(1) 773.2(2) 0.2502 0.053 18 

YbAuA1 TiNiSi Prima 719.8 447.8 771.6 0.2487 14 
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1. Beck and Girgis (1985) 
2. Iandelli (1987) 
3. Oesterreicher (1971a) 
4. Rossi et al. (1983b) 
5. Schank et al. (1995) 
6. Tsvyashchenko and Fomicheva (1987a) 
7. Tsvyashchenko and Fomicheva (1987b) 
8. Tsvyashchenko and Fomicheva (1987c) 
9. Dwight et al. (1968) 

10. Mattens et al. (1980a,b) 
1l. Cardoso Gil et al. (1999) 
12. Cordier and Henseleit (1993a) 
13. Hulliger (1995) 
14. Schank et al. (1994) 
15. Fornasini et al. (2000) 
16. Cordier et al. (1993) 
17. Hulliger (1993) 
18. Cordier and Henseleit (1993b) 

s ta t is t ica l ly  occupy  the  i n d i u m  p o s i n o n s  o f  the  Cain2 type  (space  g roup  P63/mmc). 

N o  l o n g - r a n g e  o rde r ing  has  b e e n  o b s e r v e d  dur ing  X - r a y  exper imen t s .  The  ga l l i um and  

a l u m i n i u m  a toms  f o r m  p u c k e r e d  h e x a g o n a l  layers  w i t h  s t ronger  in t ra layer  and  weake r  

in ter layer  bond ing .  T he  y t t e r b i u m  a toms  are loca ted  b e t w e e n  the  p u c k e r e d  layers.  In  fig. 1 

we p re sen t  the  L i G a G e - t y p e  s t ruc ture  o f  Y b C u G e  as an  example  o f  an  o rde red  va r i an t  o f  

the  Cain2 type.  Bes i de s  the  CaIn2- type  phase ,  a M g C u 2 - t y p e  (fig. 2) phase  YbGaA1 has  

also b e e n  obse rved .  In  the  YbGa2_xAlx  sys tem,  the  h e x a g o n a l  Cain2 p h a s e  exis ts  in  the 

r ange  0 ~< x ~< 0.87, wh i l e  the  cub ic  M g C u 2 - t y p e  p h a s e  ( space  g roup  Fd3m) is s table  in  the  

r ange  1.47 ~<x ~< 2.0. B o t h  p h a s e s  coexis t  in  the  r ange  0.87 ~<x ~< 1.47. The  Cain2 p h a s e  
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Fig. 1. Crystal structures of YbCdT1, YbPtP, YbHgPb, YbCuGe, and YbCuSb. The ytterbium, transition-metal 
and p-group-element atoms are drawn as large grey, solid, and open circles, respectively, throughout the chapter. 

The two- and three-dimensional [TX] polyanions are emphasized. 

has two formula units (Z) YbGaA1 per unit cell, while Z = 8 for the cubic phase. The cell 
volume per formula unit of 63 ~3 for the hexagonal phase is slightly larger than that for 
the cubic phase (61 ~3). This is most likely due to small homogeneity ranges or a partial 
change of the ytterbium valence. 

The ordering of the gallium and aluminium atoms in the cubic MgCu2-type phase was 
not studied. This is also the case for HP-YbCuA1 discussed below. In the cubic YbGaA1 
structure the gallium and aluminium atoms form a three-dimensional tetrahedral network 
in which the ytterbium atoms fill cages. Chemical bonding in MgCu2-related intermetallic 
phases was investigated recently on the basis of extended Htickel calculations (Johnston 
and Hoffmann 1992, Burdett 1995). 

The aluminides with nickel and copper as transition-metal component show a very 
interesting behavior. At normal pressure conditions, YbNiA1 (Schank et al. 1995, Rossi et 
al. 1983a,b) and YbCuA1 (Mattens et al. 1982) crystallize with the hexagonal ZrNiA1 type 
(Krypyakevich et al. 1967, Jacob et al. 1987, Zumdick et al. 1999) (fig. 3), a ternary 
ordered version of the Fe2P structure (Rundqvist and Jellinek 1959) (space group P62m). 
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YbPdBi (MgAgAs type) 

Z 

t xup'Y 

YbFeSi (PbFCI type) 

z X YbCuAI (MgCu 2 type) YbCoAI (MgZn 2 type) 

Fig. 2. Crystal structures of YbPdBi, HP-YbCuA1, YbFeSi, and YbCoA1. The two- and three-dimensional [TX] 
polyanions are emphasized. 

The crystal chemistry of the ZrNiAl-type ytterbium compounds is discussed in more detail 
in sect. 3.6 for the respective stannides, since most of them have been investigated by 
single-crystal techniques. Both YbNiA1 and YbCuA1 undergo a reconstructive phase tran- 
sition under an applied constant pressure of 7.7 GPa (Tsvyashchenko and Fomicheva 
1987a-c). HP-YbNiA1 crystallizes with the structure of the hexagonal Laves phase 
MgZn2 (fig. 2) which is more dense than the ZrNiA1 type. This is readily visible from 
the cell volumes per formula unit of 52.6A 3 (NP-YbNiA1) and 51.7it 3 (HP-YbNiA1). 
HP-YbCuA1 (56.2 A 3) adopts the structure of the cubic Laves phase MgCu2. Interestingly, 
HP-YbCuA1 has a larger cell volume than HP-TmCuA1 (Tsvyashchenko and Fomicheva 
1987a), indicating that the ytterbium valence is smaller than three. This is also evident 
from the smaller volume of 55.2 ~3 per formula unit for NP-YbCuA1. 

Mattens et al. (1977, 1980a,b) assumed the Fe2P-type structure for NP-YbCuA1, while 
Dwight et al. (1968) indicated the ZrNiA1 type, assuming an ordering of the copper and 
aluminium atoms on the iron and phosphorous sites. At this point it is worthwhile to note 
that such an ordering is only evident from small changes of the intensities in the X-ray 
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YbPdTI (Fe2P type) YbAgGe (ZrNiAI type) 

Fig. 3. Crystal structures of YbPdT1 (Fe2P type) and YbAgGe (ZrNiA1 type). The three-dimensional [PdT1] 
polyanion is outlined at the left-hand side while the trigonal prisms arotmd the germanium atoms are emphasized 

at the fight-hand side for YbAgGe. 

powder patterns. The lattice parameters of YbCuA1 were determined as a function of 
temperature (Mattens et al. 1980a,b) in order to investigate the influence of the ytterbium 
valence on the structure. Furthermore, thermal expansion measurements show that the 
thermal expansion coefficient of YbCuA1 is a linear function of temperature with a very 
large negative coefficient (Pott et al. 1981). An anomaly occurs with a maximum at 22 K, 
most likely due to a temperature-driven valence change. 

The aluminide with the lowest electron count, YbCoA1, crystallizes with the MgZn2 
structure (Oesterreicher 1971 a) (space group P63/mmc). Also, the cell volume of YbCoA1 
is larger than that of TmCoA1, indicating partially divalent ytterbium. In the YbCoA1 
structure we observe a tetrahedral network of cobalt and aluminum atoms. The large 
cages formed by this three-dimensional [CoAl] network are filled with the ytterbium 
atoms (fig. 2). With iron as the transition metal a product of unknown structure occurs 
(Oesterreicher 1971b), 

The four aluminides YbPdA1 (Schank et al. 1994, Cordier and Henseleit 1993a, 
Hulliger 1995), YbRhA1 (Cardoso Gil et al. 1999), YbPtA1 (Schank et al. 1995, Hulliger 
1995, CorNer et al. 1993) and YbAuA1 (Schank et al. 1994, Cordier and Henseleit 1993b, 
Hulliger 1993) adopt the orthorhombic TiNiSi structure (Shoemaker and Shoemaker 
1965) (space group Pnma), a ternary ordered version of the KHg2 (CeCu2) type (Duwell 
and Baenziger 1955, Larson and Cromer 1961). The KHg2 type is frequently designated 
also as CeCu2 type, mainly in the physics literature. The CeCu2 structure has been 
described in a setting which is different from that of the earlier reported KHg2 structure. 
Parth6 and Gelato (1984) have shown that the two structures are identical. As an example 
we present in fig. 4 the YbPdA1 structure. The palladium and aluminium atoms build 
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YbZnGe (KHg 2 type) 
xup 

Z (~DJ 

xu~pY 

YbCoC (YCoC type) 

X 

L. 
yup z x up 

YbPdAI (TiNiSi type) HT-YbAuSi (EuAuGe type) 

Fig. 4. Crystal structures of YbZnGe, YbPdA1, YbCoC, and HT-YbAuSi. The linear -CoC- chains of YbCoC 
and the three-dimensional [TX] polyanions are emphasized. 

a three-dimensional [PdA1] polyanionic network which consists of puckered Pd3A13 
hexagons. The Pd-A1 distances within and between these hexagons vary from 256 
to 286 pm. The shortest contacts are only slightly longer than the sum of Pauling's single 
bond radii of 253 pm (Pauling 1960) for palladium and aluminium, indicating a significant 
degree of covalent Pd-A1 bonding. The shortest A1-A1 contacts between the Pd3A13 
hexagons of 304pm are already 18pm longer than in fcc aluminium (Donohue 1974), 
where each aluminium atom has twelve neighbours at 286pm. Between the puckered 
Pd3A13 hexagons we observe Pd2A12 parallelograms in which the more electronegative 
palladium atoms (ZVd =4.45 eV; XAI = 3.23 eV, Pearson 1988) show a maximal separation 
(fig. 4). The ytterbium atoms fill the large channels within the [PdA1] network. 

Chemical bonding in TiNiSi-related intermetallic compounds was investigated in recent 
years (Nuspl et al. 1996, Landrum et al. 1998, Hoffmann and P6ttgen 2000) on the 
basis of extended Hackel calculations. The influence of the electron count was discussed 
in detail by Nuspl et al. (1996). The theoretical results are confirmed by single-crystal 
refinements on various TiNiSi-type compounds (Nuspl et al. 1996, Hoffmann and P6ttgen 
2000, Dascoulidou-Gritner and Schuster 1994, P6ttgen 1996a). 
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Fig. 5. Electronic density of  states (DOS) di- 
agrams for (top) YbPdA1 and (bottom) YbPdR 
Solid lines: total DOS; dark gray shaded areas: 
Pd contributions; light gray shaded areas: A1 or P 
contributions. The energy zeros are taken at the 
Fermi level. 

The electronic structure of EuPdGa with TiNiSi-type structure was investigated by 
the TB-LMTO-ASA technique (P6ttgen and Johrendt 2000). The results reported for the 
EuTX compounds may safely be applied to the ytterbium compounds. Main features are 
strong covalent bonds within the [Zig] ~ polyanions and rather electrostatic interactions 
between the positively polarized Yb and the T/X  atoms. This requires the Yb atoms to 
be the most electropositive component in order to provide electrons to the T - X  bonds 
in the sense of an extended Zintl concept. With regard to the electropositive character 
of aluminium in YbPdA1, the question arises whether the formulation of a [PdA1] d- 
polyanion is justified. To elucidate this, we have performed first-principles LMTO 
(Andersen 1975, Andersen and Jepsen 1984, Andersen et al. 1985) calculations, and in the 
following we compare briefly the electronic structures of YbPdA1 and YbPdP (sect. 3.8), 
both adopting the TiNiSi structure. Their electronic density-of-states (DOS) plots are 
shown in fig. 5. The total DOS curves are quite similar, and also their decompositions 
in contributions of Pd (dark grey area) and A1/P (light grey area) reveal no fundamental 
differences. The orbital energy orderings are essentially the same: low-lying 3s states of 
P and A1, followed by the 3p states in the same energy range as the palladium 4d levels. 
In the vicinity of the Fermi energy the DOS is dominated by the 4f and partially occupied 
5d states of ytterbium in both cases. The higher electronegativity of phosphorus becomes 
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Fig. 6. Calculated valence electron charge density 
of YbNiA1 (hexagonal ZrNiAl structure) within the 
(001) plane. The hexagonal unit cell is indicated. 

apparent in the DOS of YbPdP by the larger energy range (-12 eV) compared with 
YbPdA1 (-8 eV) and a higher contribution of P 3p states to the valence band. From the 
P and A1 partial DOS curves in fig. 5 it is clear that almost all P 3p (bonding) states 
are filled and phosphorous is nearly p3- in YbPdP, whereas the A1 3p states are filled to 
a smaller extent, but sufficiently to form negatively polarized aluminium in YbPdA1. In 
both compounds the Pd and A1/P levels form the valence bands and the Yb states are only 
partially filled, consequently the formulation Yb~+[PdX] ~- remains valid for X =A1. 

The evidence for covalent T-A1 bonding can also be visualized in real space by the 
valence charge density distribution; as an example, this is shown for YbNiA1 with hexag- 
onal ZrNiA1 structure in fig. 6. The accumulation of charge is clearly discernible between 
A1 and Ni with the charge density shifted to the more electronegative nickel atoms. 

YbAgA1 (Fornasini et al. 2000) was studied by single-crystal techniques. This 
aluminide crystallizes with the hexagonal MgZnz-type structure, as does YbCoA1. No 
long-range ordering was evident from the X-ray data, although a large degree of short- 
range ordering might be expected. Such mixed occupancies are frequently observed for 
similar intermetallic silver compounds (P6ttgen and Johrendt 2000), and the nature of 
this phenomenon is not yet known. Finally we should consider the electron count of 
YbAgA1 which is the same as for the gold compound. Furthermore, the metallic radii 
of silver and gold are almost the same. The gold compound, however, crystallizes with 
the orthorhombic TiNiSi type. 

3.2. Equiatomic gallides YbTGa 

So far, eight YbTGa gallides have been reported. They all crystallize with orthorhombic 
structures. For YbNiGa the CeCu2- (KHg2)-type structure with a statistical occupancy 
of nickel and gallium atoms at the copper (mercury) position was initially reported 
(Debray 1973). In a recent paper (Trovarelli et al. 2000), however, the ordering of 
the nickel and gallium atoms was established on the basis of a precise single-crystal 
investigation. YbNiGa adopts the TiNiSi-type structure. The same holds true for the 
gallides YbRhGa (Hulliger 1996), YbPdGa (Rossi et al. 1983a) and YbPtGa (Adroja et 
al. 1994, Hovestreydt et al. 1982). The crystal chemistry and chemical bonding in these 
gallides is comparable to the aluminides discussed above. 

The gallides YbCuGa, YbAgGa, and YbAuGa have repeatedly been reported (Adroja 
et al. 1997, 1990, Malik et al. 1987a,b), however, only with respect to their physical 
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Table 2 
Lattice parameters and residuals for YbTGa (T =Ni, Cu, Zn, Rh, Pd, Ag, Pt, Au) 

Compound Type SG a (pm) b (pm) c (pm) V (nm 3) R-value Ref. 

YbNiGa TiNiSi P n m a  671 .9(8)  4 2 2 . 8 ( 5 )  727.8(8) 0.2068 - 1 
YbNiGa TiNiSi P n m a  672.8(1)  4 2 3 . 4 ( 1 )  721.2(1) 0.2054 0.028 2 
YbNiGa KHg~ Imma 425 676 733 0.2106 - 3 
YbCuGa KHg 2 I m m a  432.44(3) 687.72(6)  740.68(6) 0.2203 - 4 
YbZnGa KHg 2 I m m a  448.88(5) 718.66(7)  769.59(8) 0.2483 - 4 
YbRhGa TiNiSi P n m a  669.85(5) 420.09(3)  774.16(5) 0.2178 - 5 
YbPdGa TiNiSi Prima 685.8 439.2 761.6 0.2294 - 6 
YbAgGa KHg 2 I m m a  457.29(5) 721.16(7)  782.11(9) 0.2579 - 4 
YbPtGa TiNiSi P n m a  675.0(4)  4 3 6 . 7 ( 3 )  757.6(5) 0.2233 - 7 
YbPtGa TiNiSi P n m a  673.028(6) 434.511(4) 758.4440(7) 0 .2218 0.0379 8 
YbAuGa KHg z I m m a  711.31(4) 899.84(6) 1541.10(9) 0.9864 - 4 

References 
1. Yarmolyuk et al. (1979) 
2. Trovarelli et al. (2000) 
3. Debray (1973) 

4. Grin et al. (2000) 
5. Hulliger (1996) 
6. Rossi et al. (1983a) 

7. Hovestreydt et al. (1982) 
8. Adroja et al. (1994) 

properties. No lattice parameters are available in the literature. We have thus started a 
more detailed study o f  the crystal structures o f  these three compounds. The refined lattice 
parameters o f  these gallides are listed in table 2. Single-crystal X-ray studies are still in 
progress. YbAuGa  adopts a complex superstructure o f  the KHg2 type. The unit cell is 
four times larger than the KHg2-type subcell with the setting a I = b(KHg2); b / = 2a(KHg2), 
and c ~= 2c(KHg2) (Grin et al. 2000). 

During our recent studies we have also obtained the new gallide YbZnGa (Grin et 
al. 2000) with KHg2-type structure (fig. 4). YbZnGa represents the gallide with the 
highest electron count observed to date. Since zinc and gall ium differ only by one valence 
electron, the ordering between these atoms could not be established on the basis of  the 
X-ray data. 

3.3. Indium and thallium compounds YbTIn and YbTTl 

The indides crystallize with two different structure types. YbZnIn (Mazzone et al. 1982) 
and YbCdIn (Rossi et al. 1981) adopt the CaIn2-type structure (fig. 1), a puckered 
version o f  the A1B2 type. According to X-ray powder data, no long-range ordering o f  the 
zinc (cadmium) and indium atoms was evident. Consequently these atoms are randomly 
distributed on the indium network o f  the Cain2 type, although a large degree o f  short- 
range order can be expected. In the case o f  YbCdIn, it is nearly impossible to distinguish 
between cadmium and indium, since both elements differ only by one electron. One 
possibil i ty for ordering of  the zinc (cadmium) and indium atoms is the NdPtSb structure 
(Wenski and Mewis 1986a) (fig. 1) which crystallizes in space group P63mc. Since this 
is a translationengleiche subgroup of  P63/mmc (Cain2 type), the ordering expresses i tself  
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only in a change o f  the subcell intensities. This procedure has been described in detail 
by P6ttgen et al. (1996) and P6ttgen and Hoffmann (2000). 

The structure o f  YbZnIn was revised by Dhar et al. (1995). According to their X-ray 
powder data, this indide adopts the orthorhombic KHg2 type. The cell volume reported 
in this paper is twice that reported by (Mazzone et al. 1982). 

With pal ladium (Ferro et al. 1974a, Cirafici et al. 1985), platinum (Trovarelli et al. 
2000, Kaczorowski et al. 2000b) and gold (Rossi et al. 1977, P6ttgen and Grin 1997) as 
transition-metal components,  the YbTIn indides crystall ize with the hexagonal ZrNiA1- 
type structure (fig. 3). The ordering o f  the transition-metal and indium atoms was evident 
from the X-ray data. We note that a significant homogeneity range was observed for 
the intermediate-valent system YbAuIn (Zell et al. 1981, P6ttgen and Grin 1997). A 
solid solution YbAul  +xInl x up to YbAu1.zyIn0.73 was evident from X-ray powder and 
single-crystal data (P6ttgen and Grin 1997, P6ttgen et al. 2000c). With increasing gold 
content it is possible to part ial ly oxidize the ytterbium atoms in YbAul.27In0.73 with 
respect to YbAuIn. As a consequence, the absolute susceptibili ty values and the ytterbium 
valence increase (P6ttgen et al. 2000c). 

So far, only the two thallides YbPdT1 (Ferro et al. 1974b) and YbCdT1 (Rossi et al. 
1990) have been reported. A severe problem with these compounds is certainly the rather 
strong hydrolyzabil i ty in contrast to the indium compounds. In the case o f  europium, not 
even equiatomic thallides are known (P6ttgen and Johrendt 2000). YbPdT1 (Ferro et al. 
1974b) crystall izes with the ZrNiA1 type as most indides do. The intensity distribution 
o f  the X-ray powder pattern confirmed an ordering between the pal ladium and thallium 
atoms. Due to the larger thallium atoms we observe a larger a lattice parameter for YbPdT1 
when compared with isotypic YbPdln (see tables 3 and 4). 

Table 3 
Lattice parameters and residuals for the indium compounds YbTIn (T=Zn, Pd, Cd, Pt, Au) 

Compound Type SG a (pm) b (pm) c (pm) V (nm 3) R-value Ref. 

YbZnIn Cain z P63/mme 472.5(3) a 738.2(5) 0.1427 1 
YbZnIn KHg 2 Imma 473.4 737.0 819.1 0.2858 - 2 
YbPdIn FezP P62m 757.4 a 393.2 0.1953 - 3 
YbPdln ZrNiA1 P62m 757.3 a 393.3 0.1953 - 4 
YbCdln Cain 2 P63/mme 494.8(3) a 730.2(5) 0.1548 - 5 
YbPtln ZrNiA1 P62m 754.8(1) a 376.6(1) 0 .1858  0.019 6 
YbPtIn ZrNiA1 P62m 753.5(2) a 376.3(1) 0 . 1 8 5 0  0.0517 7 
YbAuIn Fe2P P62m 770.8 a 402.7 0.2072 8 
YbAuln ZrNiA1 P62m 769.8(1) a 402.7(1) 0.2067 0.1308 9 
gbAul.27In0.73 ZrNiA1 P62m 772.3(3) a 394.7(1) 0.2039 0.0645 9 

References 
1. Mazzone et al. (1982) 
2. Dhar et al. (1995) 
3. Ferro et al. (1974a) 

4. Cirafici et al. (1985) 
5. Rossi et al. (1981) 
6. Trovarelli et al. (2000) 

7. Kaczorowski et al. (2000b) 
8. Rossi et al. (1977) 
9. P6ttgen and Grin (1997) 
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Table 4 
Lattice parameters and structure types for the thallides YbTT1 (T=Pd,  Cd) 

Compound Type SG a (pm) b (pm) c (pm) V(nm 3) Ref. 

YbPdT1 ZrNiA1 P62m 771.9(2) a 389.9(1) 0.2012 1 

YbCdT1 A1B 2 P6/mmm 496.7 a 367.3 0.0785 2 

References 
1. Ferro et al. (1974b) 2. Rossi et al. (1990) 

For YbCdT1 (Rossi et al. 1990) the A1B2-type structure occurs. The cadmium and 
thallium atoms show a random distribution on the boron network. In view of the different 
chemical potentials of cadmium and thallium, however, a large degree of short-range order 
can be expected. Such an ordering is realized in the SrPtSb type (Wenski and Mewis 
1986b), space group P6m2. The latter is a translationengleiche subgroup of P6/mmm 
(A1B2 type) and consequently, also for this compound, the ordering can be detected only 
from a careful investigation of the subcell intensities. 

3.4. YbCoC and the silicides YbTSi 

With carbon as the electronegative component, so far, only the equiatomic carbide YbCoC 
(Danebrock et al. 1995) with YCoC-type structure (GerB and Jeitschko 1986, Tsokol' 
et al. 1989) has been synthesized (table 5). In this complex carbide the cobalt and 
carbon atoms form infinite linear [CoC] 3 polyanionic chains (fig. 4) with Co-C distances 
of 181 pm. From a geometrical point of view, the YbCoC structure may be described as a 
carbon-filled YbCo host lattice with a tetragonally distorted CsCl-type structure. Only one 
third of the compressed octahedral voids is filled, and the linear [CoC] chains are rotated 
by 90 ° in every other layer. Within the chains we observe strong covalent Co-C bonding 
which was investigated by extended Hiickel band structure calculations (Hoffmann et al. 
1987) for the prototype YCoC. This model of chemical bonding may safely be applied 
also to YbCoC. Since ytterbium is trivalent in YbCoC (there is no anomaly in the plot 
of the cell volumes; ytterbium fits perfectly between thulium and lutetium), the formula 
may, to first approximation, be written as Yb3+[CoC]3 , emphasizing the polyanionic 
character of the linear chains. The extended Hfickel calculations for an isolated CoC 3- 
chain of YCoC by Hoffmann et al. (1987) resulted in a half-filled 7t*-band generated by 
Co 3d orbitals. Since the crystal structure of YCoC shows no Peierls distortion, they 
suggested the chain is likely magnetic. But according to susceptibility measurements 
YCoC is Pauli-paramagnetic, as is the isostructural nitride CaNiN. The absence of a 
structural distortion in YCoC-type compounds was later attributed to weak interactions 
between neighbouring chains, shown by self-consistent band-structure calculations on 
CaNiN (Massidda et al. 1991). However, magnetic Co-C chains cannot be ruled out for 
YbCoC, which contains one valence electron less than the nitride. Since no susceptibility 
data are available for YbCoC, we have performed a spin-polarized LMTO calculation 
in order to look theoretically for a magnetic ground state. This was not obtained, and a 
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Table 5 
Lattice parameters and residuals for the carbide YbCoC and the silicides YbTSi (T =Mg, Fe, Cu, Pd, Ag, Pt, 

Au). The R-value marked with an asterisk results from a Rietveld refinement (Bragg residual) 

Compound Type SG a (pm) b (pm) c (pm) /3 (o) V R-value Ref. 
(rim 3 ) 

YbCoC YCoC P4jmmc 362.6(1) a 662.5(2) - 0.0871 - 1 
YbMgSi TiNiSi Pnma 741.7(2) 440.8(2) 826.2(2) - 0.2701 - 2 

YbFeSi Cu2Sb P4/nmm 397.2(3) a 678.4(5) - 0.1070 - 3 

YbCuSi NizIn P6jmmc 413.0(2) a 715.0(5) - 0.1056 - 4 

YbPdSi TiNiSi Pnma 681 .3 (1 )  426.1(1) 736.2(1) - 0 .2137  0.0312" 5 
YbPdSi TiNiSi Pnma 687.68 443.5 671.7 - 0.2049 - 6,7 

YbPdSi YPdSi Pmmn 426.8(1) 1364.4(4) 737.7(2) - 0.4296 8 

YbAgSi ZrNiA1 P62m 693.2(2) a 411.8(2) - 0.1714 - 9 

YbPtSi TiNiSi Pnma 684.4 431.4 741.0 - 0.2188 - 10 

LT-YbAuSi SrAgGe C2/m 1038.5(2) 436.4(1) 1319.8(3) 98.71(2) 0.5912 - 11 

LT-YbAuSi SrAgGe C2/m 1042.0(3) 435.7(1) 1319.0(3) 98.53(2) 0.5922 - 11 

LT-YbAuSi SrAgGe C2/m 1044.6(3) 437.2(1) 1319.7(3) 98.54(1) 0.5960 11 

HT-YbAuSi EuAuGe Imm2 439.7(1) 702.3(1) 757.2(1) 0.2338 0.030 11 

YbAuo.63Sil.37 A1B 2 P6/mmm 416.3(2) a 400.9(2) - 0 .0602  0.022 11 
YbAuo.88Sil.~2 A1B2 P6/mmm 418.2(1) a 396.2(2) - 0 .0600 0.042 11 

YbAul.25Sio.75 KHg 2 Imma 443.1(1) 701.8(1) 763.1(1) - 0 .2373 0.049 11 

References 
1. Danebrock et al. (1995) 
2. Merlo et al. (1993) 
3. Bodak et al. (1970) 
4. Iandelli (1983) 

5. Sendlinger (1993) 
6. Nikiforov et al. (1994) 
7. Borisenko et al. (1995) 
8. Prots' et al. (1998) 

9. Merlo et al. (1996) 
10. Rossi et al. (1983a) 
11. Pani et al. (1999) 

look at the band dispersions shows that the relevant  g*-band  is only scarcely occupied  

in Y b C o C .  Thus,  the precondi t ion  for an electronic  instabil i ty is not  g iven  on the basis 

o f  self-consistent  calculat ions where  the comple te  structure is taken into account.  

Equ ia tomic  si l icides have been  observed  with  Fe, Cu, Pd, Ag,  Pt, and A u  as transit ion- 

meta l  componen t  (table 5). In Y b M g S i  (Merlo  et al. 1993) the t ransi t ion-metal  posi t ion 

is occupied  by m a g n e s i u m  atoms. Y b M g S i  and YbPtSi  crystal l ize wi th  the or thorhombic  

TiNiSi - type  structure. So far, no detai led structural data are available for these silicides. 

Chemica l  bonding  in these compounds  is s imilar  to the gal l ides and ca lc ium compounds  

discussed in detail  (P6t tgen and Johrendt  2000, Nuspl  et al. 1996, Landrum et al. 1998, 

H o f f m a n n  and P6t tgen 2000). In this context  we should note that Y b M g S i  may  be 

unders tood wi th  an extended Zintl  formulat ion.  Assuming  that two valence  electrons 

o f  y t terb ium and m a g n e s i u m  have been  transferred to the s i l icon atoms we may  write  

yb2+Mg2+Si 4-, in ag reement  wi th  the isolated si l icon atoms observed  in the structure. 

The pa l lad ium-based  sil icide was invest igated by three different  groups (Sendl inger  

1993, Prots '  et al. 1998, Nik i fo rov  et al. 1994, Bor i senko  et al. 1995). Whi le  
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Sendlinger (1993), Nikiforov et al. (1994) and Borisenko et al. (1995) assigned the TiNiSi 
type, a superstructure (YPdSi type) with a doubled b-axis was reported recently (Prots' 
et al. 1998). This superstructure (fig. 7) results from a peculiar type of ordering between 
the palladium and silicon atoms. Like in the TiNiSi type we observe orthorhombically 
distorted, puckered Pd3Si3 hexagons, but these layers are stacked in a different way, 
resulting in Pd-Si as well as Pd-Pd and Si-Si interlayer interactions, while only Pd-Si 
interlayer interactions would occur in TiNiSi-type YbPdSi. Both ordering variants are 
superstructures of the KHg 2 type, but different sets of weak superstructure reflections 
occur. Thus, only a careful investigation by X-ray powder and single-crystal data clearly 
manifests which superstructure is formed. It is most likely that some weak superstructure 
reflections have been overlooked in the previous investigations, and that the YPdSi type 
(Prots' et al. 1998) is indeed the correct structure for YbPdSi. 

With iron as transition-metal component the tetragonal PbFC1 type (space group 
P4/nmm), a ternary ordered version of the Cu2Sb structure (Villars and Calvert 1991) 
(fig. 2) was observed. The iron and silicon atoms show an ordering on the two 
crystallographically different copper sites, while the ytterbium atoms are located on the 
antimony position. The iron and silicon atoms together form a two-dimensional infinite 
[FeSi] network of edge-sharing FeSi4/4 tetrahedra. The [FeSi] layers are separated from 
each other via two layers of ytterbium atoms. These different layers are connected to 
each other by Yb-Si contacts along the c-axis. This tetragonal structure type occurs only 
for YbFeSi in the ytterbium series and for EuRhGa (P6ttgen and Johrendt 2000) in the 
europium series, i.e. for compounds with a relatively low electron count of 14 valence 
electrons per formula unit. 

The Ni2In structure (Villars and Calvert 1991) with space group P63/mmc was reported 
for YbCuSi (Iandelli 1983). Based on the X-ray powder data, the ordering between 
the copper and silicon atoms was not exactly determined; however, the doubling of 
the c lattice parameter was clearly detected. An ordered variant of the Ni2In type was 
presented in fig. 1 for YbHgPb (ZrBeSi type, Villars and Calvert 1991). This structural 
arrangement most likely also occurs for YbCuSi. The copper and silicon atoms form 
planar Cu3Si3 hexagons which are rotated by 60 ° with respect to each other in every 
other layer. The ytterbium atoms are located between these layers. Thus each ytterbium 
atom has a sandwich-like coordination of two Cu3 Si3 hexagons. A single-crystal study 
would elucidate the degree of ordering and puckering of the Cu3Si3 hexagons. 

The silver silicide (Iandelli 1985) shows an ordering between the silver and silicon 
atoms. It crystallizes with the ZrNiA1 type. This is one of the rare cases where the silver 
atoms show no random distribution within the polyanion. 

A special situation occurs with gold as transition-metal component (Pani et al. 1999). 
For the equiatomic composition two phases were observed: HT-YbAuSi with ortho- 
rhombic EuAuGe-type structure (P6ttgen 1995, Mallmann et al. 1997) and LT-YbAuSi 
with the monoclinic SrAgGe type (Merlo et al. 1996). In the high-temperature modifica- 
tion the gold and silicon atoms form puckered Au3 Si3 hexagons. The puckering is realized 
in such a way that the gold and silicon atoms from adjacent layers form weak Au-Au 
and Si-Si contacts (see fig. 4). The An-Au distance is 312 pm, and therefore considerable 
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Fig. 8. COHP diagram of  the Au-Au interactions in 
HT-YbAuSi. Solid line: relativistic effects included, 
dashed line: relativistic effects neglected. 

interactions are expected. This is an interesting variant within the YbTX structural family 
where short distances between the transition-metal atoms seem to be favorably avoided. 
Such Au-Au contacts show the exceptional tendency of gold to form homonuclear bonds 
despite the equivalent electrical charge (Au I+) and the supposed closed-shell electronic 
configuration. This effect was observed frequently in gold coordination chemistry and 
was denoted as aurophilicity (Schmidbaur 1990, 1999). One important factor for the 
affinity between Au atoms is the relativistic effect exerting on the electrons due to the 
high nuclear charge (Schmidbaur 1990). As an example for a solid-state compound, we 
illustrate this effect in HT-YbAuSi by comparing the COHP (Dronskowski and B16chl 
1993) of the Au-Au bond (fig. 8) calculated with and without relativistic terms (spin-orbit 
coupling not included). COHP represents an energy-resolved bonding description based 
on an energy-partitioning scheme, in contrast to the well-known crystal orbital overlap 
population, COOP, which is an electron-partitioning scheme. Negative values for COHP 
indicate bonding, positive values antibonding contributions for a specified bond. To make 
the COHP diagrams similar to the COOP, we plot -COHP vs. energy. 

The COHP diagram for the Au-Au bond in HT-YbAuSi is shown in fig. 8. The peaks 
between -7.5 and -5 eV correspond mainly to the Au 5d states which are completely 
filled and split into a bonding part at lower (more negative) energies and an antibonding 
part at higher (less negative) energies. A bonding effect results from mixing of the 5d with 
6s and 6p orbitals (Mehrotra and Hoffmann 1978). This depends strongly on the energy 
separation between the sp and d-levels and increases when the energy difference between 
sp and d decreases - this is exactly what the relativistic effect does. 6s and - to a smaller 
extent - 6p go down, while 5d expands and goes up in energy. Consequently the mixing 
is enhanced and leads to stronger Au-Au bonding. This mechanism is nicely reflected by 
the COHP diagrams in fig. 8. Without the relativistic effect (dashed line) the 5d orbitals 
are contracted as seen by the sharp peaks at -7.5 and -6.5 eV The sp-d mixing is low and 
the bonding peak is almost neutralized by the antibonding one. When the relativistic terms 
are switched on (solid line), the situation changes significantly. Because of the enhanced 
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mixing the bonding peak at -6  eV gets much larger than the antibonding part and an 
attractive Au-Au interaction results. The calculated bonding energy (integration of the 
COHP up to the Fermi level) increases by about 50% due to the relativistic effect. 

For LT-YbAuSi the monoclinic SrAgGe type (Merlo et al. 1996) was assigned on 
the basis of X-ray powder data. The SrAgGe structure, however, still shows some sites 
with mixed Ag/Ge occupancy. Although superstructure reflections enlarging the subcell 
have been observed, the correct ordering has not yet been determined. In several recent 
papers concerning KHg2 superstructures (Kul~mann et al. 1998b, P6ttgen et al. 1997a, 
Niepmann et al. 2000b) it was shown that they all adopt orthorhombic unit cells. The 
KHg2 type has four formula units per cell while the SrAgGe type has ten. It is highly 
questionable whether or not this factor of 2.5 is correct. Based on a KHg2-type subcell, 
it is only possible to observe superstructures with 4n formula units per cell where n is 
an integral number. We therefore do not discuss the LT-YbAuSi structure any further 
and we recommend a reinvestigation. SrAgGe and LT-YbAuSi most likely crystallize 
with the CaAuSn- or EuAuSn-type structure, respectively (P6ttgen and Hoffmann 2000). 
Furthermore, three different sets of unit-cell parameters were reported for LT,YbAuSi, 
already indicating a small homogeneity range. 

The latter has indeed a large extension and it was investigated in detail by single- 
crystal X-ray data. Both the binary phases YbAu2 (Villars and Calvert 1991) with KHgz- 
type structure and YbSi2 (Villars and Calvert 1991) with A1B2 structure are known. The 
solid solution is observed for the silicon-rich silicides YbAu0.63Sil.37 and YbAu0.88Si1.12 
with A1B2 structure as well as a gold-rich compound YbAul.25Si0.75 with KHg2 type. 
The degree of gold substitution in the silicide network can significantly influence the 
valence of the ytterbium atoms. Thus it would be of interest to determine the magnetic 
properties of  the whole series of compounds within the solid solutions YbAu~+xSil _x 
and YbAul _~Sil+~. Susceptibility measurements of the equiatomic compound showed 
essentially divalent ytterbium. 

3.5. Equiatomic germanides YbTGe 

Most structural information is available for the germanides and stannides. In both series 
twelve different intermetallic compounds are known. Interestingly, the transition-metal 
site can be also occupied by lithium and magnesium atoms. YbLiGe (Grund et al. 1986) 
adopts the ZrNiA1 type with an ordered arrangement of the lithium and germanium 
atoms. In the structure we observe no Ge-Ge contacts, and we can consequently assume 
a Ge 4- species within an extended Zintl formulation. The charge balance would then 
be achieved with the Li + and Yb 3+ cations. According to this formulation YbLiGe 
would be paramagnetic, and indeed the magnetic moment derived from the susceptibility 
measurements clearly revealed trivalent ytterbium (Grund et al. 1986). 

When lithium occupies the transition-metal site, the question arises whether the 
formulation of a [LiGe] 3 polyanion is still appropriate. As shown in sect. 3.1 for the 
aluminides, no fundamental difference appears in the electronic structure and the bonding 
model when an electropositive element is introduced. Also the calculated DOS of YbLiGe 
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Fig. 9. Electronic density of  states of YbLiGe. Outline: total 
DOS; dark grey area: Ge contribution; light grey area: Li 
contribution; bold line: Yb-5d contribution. Fig. 10. (top) Charge density and (bottom) 

electron localization function ELF for the 
[001] plane in YbLiGe. The hexagonal 
unit cell is indicated. 

reveals noticeable occupation of Li 2s and 2p states, approximately to the same extent as 
the Yb 5d states (fig. 9). We illustrate the character of the Li-Ge bonds in YbLiGe by the 
charge density and the electron localization function ELF (Savin et al. 1997, F/issler and 
Savin 1997), shown in fig. 10. Values of ELF are defined between 0 and 1. Large values 
(> 0.7) mean a high probability of paired electron spins, i.e., regions of either covalent 
bonds or lone pairs of electrons. The almost spherical charge distribution around the 
Ge atoms and practically no charge near the Li atoms looks like ionic bonding (fig. 10, 
top). However, the electron localization function ELF (fig. 10, bottom) shows no spherical 
distribution of paired electrons (as expected for ionic interactions), but maxima near the 
Ge atoms pointing towards the Li atoms as is typical for covalent bonds. 

Based on these results we can safely apply the bonding model of a negatively charged 
[LiGe] ~- polyanion for YbLiGe and also for related magnesium compounds like YbMgSi 
or YbMgSn. In these compotmds, lithium and magnesium show a certain degree of 
covalency, emphasizing their special performance in the group of the alkali and alkaline- 
earth elements. Due to their diagonal relation lithium and magnesium show similar 
behavior also in the series of Y b T X  compounds. 

An extended Zintl formulation is also possible for YbZ+MgZ+Ge4 (Merlo et al. 1993) 
with TiNiSi-type structure. In contrast to YbLiGe, the ytterbium atoms in YbMgGe 
should not carry a magnetic moment and one should expect Pauli paramagnetism or small 
temperature-independent paramagnetism (TIP). In view of the missing magnetic data, this 
remains an open question. 

The structure of the cobalt germanide YbCoGe (Dzyanyi et al. 1995a) is still unknown. 
Dzyanyi and coworkers reported an orthorhombic unit cell with a cell volume of 
0.2550 urn3. This corresponds to approximately five formula units of YbCoGe. 
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YbNiGe, YbRhGe, and YbPtGe (Borisenko et al. 1994) adopt the orthorhombic 
TiNiSi type. The structural features and chemical bonding of related compounds have 
already been described in sects. 3.1 and 3.2. The TiNiSi type was also reported for 
YbPdGe (Sendlinger 1993), based on X-ray powder data. The disordered KHg2 type was 
assigned by Nikiforov et al. (1994) and Seropegin et al. (1994). A recent reinvestigation 
of the YbPdGe structure by single-crystal X-ray film data (Prttgen and Niepmann 2000), 
however, showed weak superstructure reflections which significantly enlarge the unit cell. 
The precise structure determination is still in progress. 

The structure of YbCuGe has been investigated independently by Iandelli (1993) and 
by Dzyanyi et al. (1995a). Both groups assigned the CaIn2 type, however, significantly 
different lattice parameters were reported (table 6). This is indicative for a solid solution 
YbCul +xGel-x or YbCul-xGel +x, similar to the europium-based system (Prttgen and 
Johrendt 2000). In both investigations the ordering of copper and germanium was not 
studied. 

Zinc-germanium long-range ordering was also not observed for YbZnGe (Merlo et al. 
1991). The KHg 2 type structure (fig. 4) was assigned for this germanide with a statistical 
distribution of the zinc and germanium atoms on the mercury site. This is also the case 
for the related stannide EuZnSn; however, a recent reinvestigation (Prttgen 1996a) clearly 
revealed an ordering between zinc and tin. In view of the significantly different chemical 
potentials of zinc and germanium, an ordering of these elements is very probable. 

YbAgGe (Gibson et al. 1996, Prttgen et al. 1997b, Zanicchi et al. 1983) and 
YbCdGe (Merlo et al. 1991) crystallize with the ZrNiA1 type. The ordering of the 
silver and germanium atoms in YbAgGe was studied by single-crystal X-ray data. It is 
obvious that most silver compounds with ZrNiAl-type structure (YbAgSi and YbAgGe) 
show Ag/X ordering, while those with KHg2 related structures show at least partial 
Ag/X order. 

The most interesting compound in the germanide series is YbAuGe (Merlo et al. 1998). 
Three different modifications occur, depending on the thermal treatment of the sample. 
y-YbAuGe with KHg2-type structure crystallizes above 1308K. In this modification 
the gold and germanium atoms show no long-range order. Below 1308K a tripling 
of the subcell b-axis (3b, a, - c  setting) occurs and the gold and germanium atoms 
show some ordering (~-YbAuGe), however, some sites show still mixed gold/germanium 
occupancies. Finally at low temperature (below 1003 K) a completely ordered version 
occurs. ~t-YbAuGe crystallizes with the CaCuGe-type structure (Kugmann et al. 1998b), 
space group Pnma. ~-YbAuGe can then be described as a site-occupancy variant of 
the CaCuGe type. In the first investigation (Rossi et al. 1992) YbAuGe was reported 
to be isotypic with the hexagonal LiGaGe type. Here, some weak reflections have 
most likely been overlooked. The orthorhombic (o) KHg2 and hexagonal (h) LiGaGe 
unit cells have the following relation: ao=ah; bo=Ch, and co=v~ah.  As in the case 
of the silicide system, YbAuGe also shows a significant homogeneity range. In the 
germanium-rich part, YbAu0.67Ge1.33 with A1B2 structure forms. Here, the gold and 
germanium atoms show a random distribution. A partial ordering occurs in the gold-rich 
phase YbAu1.z4Geo.76 with EuAuGe structure. Susceptibility measurements of YbAuGe 
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Table 6 
Lattice parameters and residuals for the germanides YbTGe (T=Li, Mg, Co, Ni, Cu, Zn, Rh, Pd, Ag, Cd, Pt, 

Au). The R-values marked with an asterisk result from Rietveld refinements (Bragg residuals) 

Compotmd Type SG a (pm) b (pm) c (pro) V (nm 3) R-value Re£ 

YbLiGe ZrNiA1 P62m 694.4(1) a 419.0(1) 0.1750 0.095 1 

YbMgGe TiNiSi P n m a  747.4(1) 443.6(1) 834.3(1) 0.2766 0.027 2 

YbCoGe ? ? 413.1 1559.6 395.8 0.2550 - 3 

YbNiGe TiNiSi P n m a  674.0(4) 416.2(2) 721.7(3) 0.2025 - 4,5 

YbCuGe Cain 2 P63/mme 418.60(3) a 698.80(5) 0.1060 0.12" 6 

YbCuGe Cain 2 P63/mme 421.3(1) a 703.6(2) 0.1082 - 7 

YbZnGe KHg 2 I m m a  436.6(1) 728.8(1) 764.0(1) 0.2431 - 8 

YbRhGe TiNiSi P n m a  675.84(9) 422.88(5) 748.5(1) 0.2139 0.056 9 

YbPdGe TiNiSi P n m a  682.7(1) 432.8(1) 752.1(1) 0.2222 0.0268* 10 

YbPdGe KHg 2 Imma 434.4 683.9 752.2 0.2235 - 11 

YbPdGe KHg 2 I m m a  434.4(3) 683.9(2) 752.2(3) 0.2235 - 12 

YbAgGe ZrNiA1 P62m 705.9 a 414.7 0.1790 - 13 

YbAgGe ZrNiA1 P 6 2 m  705.2(1) a 413.87(8) 0.1783 0.014 14 

YbCdGe ZrNiA1 P 6 2 m  728.1(1) a 444.1(1) 0.2039 - 8 

YbPtGe TiNiSi Pnma 689.7 432.5 754.2 0.2250 - 11,15 

a-YbAuGe CaCuGe P r i m a  2133.2(2) 448.5(1) 770.8(1) 0.7375 0.050 16 

fi-YbAuGe fS-YbAuGe P n m a  2131.1(3) 448.1(1) 770.4(1) 0.7357 0.055 16 

]/-YbAuGe KHg 2 I m m a  446.6(1) 712.3(2) 770.7(2) 0.2452 0.026 16 

YbAul.24Ge0.76 EuAuGe I m m 2  451.0(1) 706.7(1) 778.6(1) 0.2482 0.035 16 

YbAu0.67Gel.33 A1B 2 P 6 / m m m  432.3(2) a 393.6(2) 0.0637 0.024 16 

YbAuGe LiGaGe P 6 3 m c  447.5(3) a 716.3(3) 0.1242 - 17 
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i n d i c a t e d  d i v a l e n t  y t t e r b i u m .  A s i m p l e  a s s i g n m e n t  o f  o x i d a t i o n  n u m b e r s  is t h u s  n o t  

p o s s i b l e .  

3.6. Equiatomic stannides YbTSn 

T h e  se r i e s  o f  e q u i a t o m i c  y t t e r b i u m  t r a n s i t i o n - m e t a l  s t a n n i d e s  has  m o s t  i n t e n s i v e l y  b e e n  

i nves t i ga t e d .  T o d a y  t w e l v e  s t a n n i d e s  w i t h  a v a r i e t y  o f  s ix  d i f f e r e n t  c rys t a l  s t r u c t u r e s  a re  
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known, see table 7. The Zintl phase YbMgSn (Merlo et al. 1993) adopts the hexagonal 
ZrNiAl-type structure (fig. 3), where the smaller magnesium atoms are located in the 
trigonal prisms which are formed by the ytterbium and tin atoms. Apart from this purely 
geometrical view, we can also describe the YbMgSn structure with a three-dimensional 
[MgSn] network in which the ytterbium atoms fill distorted hexagonal channels. The 
formula of YbMgSn may be described as YbZ+MgZ+Sn4-. In view of the missing magnetic 
data the valence state of the ytterbium atoms remains an open question. 

The same structure type is also adopted by the stannides YbRhSn (Kaczorowski et al. 
1999, Trovarelli et al. 2000, Dwight et al. 1973, Katoh et al. 1999), a-YbPdSn (Kugmaun 
et al. 1998a, Sendlinger 1993), YbCdSn (Merlo et al. 1991), and YbPtSn (Katoh et 
al. 1997, P6ttgen et al. 1999a, Kaczorowski et al. 1999, Dwight et al. 1973). Of these 
compounds only the structures of a-YbPdSn and YbPtSn have been refined from single- 
crystal X-ray data, while all other ZrNiAl-type stannides were characterized on the basis 
of powder-diffraction data. An important result of the single-crystal investigation was 
the enlarged displacement parameter U33 of the palladium and platinum atoms within 
the trigonal ytterbium prisms, indicating small structural distortions. If these structural 
distortions become larger, a superstructure results, as was investigated in detail for the 
prototype HIRhSn (Zumdick and P6ttgen 1999) and some other stannides and gallides 
(Zumdick et al. 1999). The formation of the superstructure seems to depend on the 
c/a ratio of the cell parameters (Zumdick et al. 1999). 

The structures of the other stannides are superstructures which are all derived from the 
aristotype A1B2. The transition-metal and tin atoms are ordered in the boron network. The 
resulting T3X3 hexagons are distorted and puckered in different ways. In the LiGaGe- 
type stannides YbZnSn (Kaczorowski et al. 1999, Merlo et al. 1991, P6ttgen et al. 1999c) 
and YbHgSn (Merlo et al. 1993), the Zn3Sn3 and Hg3Sn3 layers are rotated by 60 ° 
around the c-axis in every other layer (fig. 1). In this way, each zinc and mercury atom 
obtains a distorted tetrahedral tin coordination with shorter T-Sn intralayer and longer 
T-Sn interlayer distances. These stannides may again be interpreted as Zintl phases by 
the formulae YbZ+ZnZ+Sn4- and YbZ+Hg2+Sn4-. 

Hexagonal Ag3Sn3 layers also occur in the silver stannide YbAgSn (Katoh et al. 1997, 
Kaczorowski et al. 1999, Merlo et al. 1996, P6ttgen et al. 1999c, Mazzone et al. 1981). 
X-ray powder data of YbAgSn were first reported in 1981 by Mazzone et al. (1981). 
They assumed the CaIn2-type structure with a statistical occupancy of silver and tin 
atoms on the indium site. All subsequent X-ray powder investigations (Katoh et al. 1997, 
Kaczorowski et al. 1999, Merlo et al. 1996, P6ttgen et al. 1999c), however, clearly showed 
that the YbAgSn unit cell is larger. It consists of three different A1B2-related subcells 
which are stacked along the c-axis in the sequence ABC (fig. 11). Although silver and 
tin differ only by three electrons (i.e. they have a similar scattering power for X-rays), 
a recent single-crystal investigation (P6ttgen et al. 1999c) unambiguously revealed the 
silver-tin ordering in this stannide. It is isotypic with YbAgPb (Merlo et al. 1996). One 
Ag3Sn3 layer is planar, while the other two Ag3Sn3 layers are puckered in such a way 
that the tin atoms form pairs with Sn-Sn distances of 318 pm between these layers. This 
structural model is strongly supported by ll9Sn M6ssbauer experiments (see sect. 4.4). 
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Table 7 
Lattice parameters and residuals for the orthorhombic stannides YbTSn (T =Mg, Ni, Cu, Zn, Rh, Pd, Ag, Cd, 

Ir, Pt, Au, Hg). The R-values marked with an asterisk result from Rietveld refinements (Bragg residuals) 

Compound Type SG a (pm) b (pro) c (pro) V(nn3 3 ) R-value Ref. 

YbMgSn ZrNiA1 P62m 763.7(1) a 468.4(2) 0.2366 0.044 1 

YbNiSn TiNiSi Pnma 697.3 441.4 762.7 0.2348 - 2 

YbNiSn TiNiSi Pnma 698.3 442.6 761.6 0.2354 - 3 

YbNiSn TiNiSi Pnma 696.0(3) 439.6(2) 759.7(2) 0.2324 - 4 

YbNiSn TiNiSi Pnma 696.0(2) 441.0(1) 760.7(2) 0.2335 0.07 5 

YbNiSu TiNiSi Pnma 697.0(5) 441.2(4) 759.0(6) 0.2334 - 6 

YbNiSn TiNiSi Pnma 697.1 441.2 759.0 0.2334 - 7 

YbNiSn KHg 2 Imma 441.4 697.3 762.7 0.2348 - 8 

YbCuSn KHg 2 Imma 455.5(1) 727.4(3) 781.2(3) 0.2588 0.057 9 

YbCuSn TiNiSi Pnma 729.4 456.4 783.1 0.2607 - 10 

YbZnSn LiGaGe P63me 465.14(4) a 747.32(1) 0.1400 - 11 

YbZnSn LiGaGe P63mc 464.9(1) a 747.6(1) 0.1399 0.030 12 

YbZnSn LiGaGe P63mc 464.7(1) a 747.7(2) 0.1398 - 13 

YbRhSn Fe2P P62m 753.8(1) a 366.86(8) 0.1805 - 11 

YbRhSn ZrNiA1 P62m 753.1(3) a 366.6(6) 0.1801 - 14 

YbRhSu Fe2P P62m 752 a 367 0.1797 - 15 

YbRhSn ZrNiA1 P62m 753.3 a 366.3 0.1800 - 16 

a-YbPdSn ZrNiA1 P62m 755.6(1) a 380.3(1) 0.1880 0.0570 17 

a-YbPdSn ZrNiA1 P62m 759.0(2) a 376.98(9) 0.1881 0.0287 18 

/3-YbPdSn TiNiSi Pnma 719.5(1) 458.5(1) 796.6(1) 0.2628 0.0288 17 

/3-YbPdSn TiNiSi Puma 718.7(1) 458.3(1) 796.1(1) 0.2622 0.0505 18 

YbPdSn TiNiSi Puma 715.4 458.6 788.5 0.2587 - 19 

YbAgSn Cain 2 P63/mmc 479.1 a 725.6 0.1442 - 20 

YbAgSn CaLiSn P3ml 478.8(1) a 1087.0(1) 0.2158 - 21 

YbAgSn CaLiSn P3ml 479.0 a 1088.7 0.2163 - 10 

YbAgSn CaLiSn P3ml 478.91(8) a 1087.7(4) 0.2160 - 11 

YbAgSn YbAgPb P6m2 479.2(2) a I087.3(3) 0.2162 0.033 13 

YbCdSn ZrNiA1 P62m 759.4(1) a 467.9(1) 0.2337 - 12 

YbIrSn FezP P62m 749 a 373 0.1812 15 

YbIrSn ZrNiAI P62m 746.3 a 375.0 0.1809 - 16 

YbPtSn ZrNiA1 P62m 738.2 a 393.3 0.1856 - 10 

YbPtSn Fe2P P62m 738.6(2) a 392.13(6) 0.1853 0.074* 11 

YbPtSn Fe2P P62m 737.9(1) a 393.3(1) 0.1855 - 15 

YbPtSn ZrNiA1 P62m 737.8(3) a 393.1(2) 0.1853 0.0213 20 

YbAuSn TiNiSi Pnma 730.3(2) 470.82(9) 812.3(4) 0.2793 - 11 

YbAuSn TiNiSi Pnma 731.2 471.6 813.9 0.2807 - 10 

YbAuSn YbAuSn Imm2 469.9(2) 2191.4(5) 812.9(2) 0.8371 0.049 22 

YbHgSn LiGaGe P63mc 479.5(1) a 768.3(2) 0.1530 - 1 

conanued on nextpage 
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Chemical bonding in YbAgSn was studied in detail by TB-LMTO-ASA band structure 
calculations (P6ttgen et al. 1999c). These theoretical investigations clearly revealed strong 
covalent A g - S n  intralayer interactions both in the planar and in the puckered networks. 
A theoretically calculated charge density underlines the interlayer Sn-Sn  bonding between 
the puckered Ag3 Sn3 networks. 

The remaining stannides, i.e. YbNiSn (Skolozdra et al. 1984, Dwight 1983, Rossi et 
al. 1983a,b, 1985, Bonville et al. 1992, Adroja et al. 1998, Kasaya et al. 1991), YbCuSn 
(Katoh et al. 1997, Zanicchi et al. 1999), ~-YbPdSn (Kugmann et al. 1998a, Sendlinger 
1993) and YbAuSn (Katoh et al. 1997, Kaczorowski et al. 1999, Hoffmann et al. 2001), 
were reported to be isotypic with TiNiSi. Also in these structures, the transition-metal and 
tin atoms form orthorhombically distorted puckered T3 Sn3 hexagons which are rotated 
by about 60 ° with respect to each other in every other layer. The TiNiSi type has already 
been discussed in detail for YbPdA1 in sect. 3.1 (fig. 4). The TiNiSi type definitely does 
not occur for YbAuSn. The powder patterns o f  this stannide clearly show a KHg2-type 
subcell (Katoh et al. 1997, Kaczerowski et al. 1999); however, precise single-crystal 
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Fig. 11. Crystal structures of YbAgSn and YbPtAs. The slightly puckered Ag3Sn 3 and Pt3As 3 hexagons are 
emphasized. 
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data indicate a tripling of the subcell b-axis (Hoffmann et al. 2001) and a complex 
twinning mechanism. 

The YbAuSn superstructure (fig. 7) results from a different stacking sequence of the 
puckered Au38113 networks. In this peculiar structure type we observe strong intralayer 
Au-Sn bonding besides weak interlayer Au-Sn, Sn-Sn and Au-Au bonding. Such 
structural features have recently also been observed in the superstructures of CaAuSn 
(Kugmann et al. 1998b) and EuAuSn (P6ttgen et al. 1997a). Also in YbAuSn the 
relativistic nature of the gold atoms (Schmidbaur 1999) might account for the formation 
of the superstructure. 

The most striking stannide is certainly YbPdSn (Kugmann et al. 1998a, Sendlinger 
1993, Adroja and Malik 1992), which shows a structural phase transition. ~-YbPdSn 
with orthorhombic TiNiSi-type structure crystallizes from the melt and transforms 
to c~-YbPdSn with hexagonal ZrNiAl-type structure upon annealing at 970K. This 
phase transition is of a reconstructive type as demonstrated by a group-subgroup 
scheme (B/irnighausen 1980, Kugmann et al. 1998a). The change in crystal structure is 
paralleled by a change of the ytterbium valence, i.e. essentially trivalent ytterbium in 
the low-temperature phase and essentially divalent ytterbium in ~-YbPdSn. The physical 
properties will be discussed in detail in section 4. 

3.7. The plumbides YbTPb 

Most plumbides are available only in the form of microcrystalline powders. In contrast 
to the situation for stannides, it is difficult to grow small single crystals suitable for 
X-ray investigation. Furthermore the plumbides do not resist the humidity of the air 
and must therefore be kept under inert conditions. This chemical behavior is similar to 
the europium-based plumbides (P6ttgen and Johrendt 2000). The structural details of the 
YbTPb phases are given in table 8. 

YbMgPb (Merlo et al. 1993), YbPdPb (Sendlinger 1993, Iandelli 1994, Marazza et al. 
1995) and YbCdPb (Merlo et al. 1991) adopt the ZrNiA1 structure. The magnesium- 
and cadmium-containing compounds are Zintl phases according to the formulations 
yb2+Mg2+pb4- and yb2+Cd2+pb4-. Such a simple assignment of oxidation numbers is 
not possible for the palladium plumbide. In this compound the palladium atoms are the 
most electronegative component. Furthermore, Sendlinger (1993) reported a second phase 
of composition Yb(Pd, Pb) with CsC1 structure in the palladium system. 

The structures of the other plumbides are all hexagonal. They are derived from the 
A1B2 type. YbCuPb (Mazzone et al. 1982) was described with the Cain2 type with a 
random distribution of the copper and lead atoms. Nevertheless, in view of the difference 
in size between copper and lead, ordering is highly probable, the more because zinc-lead 
ordering was established for YbZnPb (Merlo et al. 1991) with LiGaGe structure (fig. 1). 
Since no single-crystal data are available for YbZnPb, the degree of puckering of the 
Zn3Pb3 network is unknown. According to Dhar et al. (1995), the existence of YbCuPb 
is highly questionable. This is most likely due to a misprint between YbCuPb and YCuPb 
in the paper by Mazzone et al. (1982). 
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Table 8 
Lattice parameters and residuals for the pltunbides YbTPb (T = Mg, Cu, Zn, Pd, Ag, Cd, Hg). The asterisk 

indicates the result of a Rietveld refinement (Bragg residual) 

Compound Type SG a (pm) b (pm) c (pm) V (nm 3) R-value Re£ 

YbMgPb ZrNiA1 P 6 2 m  771.9(1) a 472.8(1) 0.2440 - 1 

YbCuPb Ca ln~  P63/mmc 455.7(3) a 733.1(5) 0.1318 - 2 

YbZnPb LiGaGe P63mc  471.6(1) a 762.5(1) 0.1469 - 3 

YbPdPb ZrNiA1 P62m 784.5 a 380.5 0.2028 - 4 

YbPdPb ZrNiA1 P62m 781.9(1) a 379.9(1) 0.2011 0.0347* 5 

YbPdPb ZrNiA1 P62m 784.6(1) a 380.2(2) 0.2027 6 

Yb(Pd, Pb) CsC1 Pm3m 333.9 a a 0.0372 - 5 

YbAgPb C a i n 2  P63/mmc 489 a 723 0.1497 - 7 

YbAgPb YbAgPb P 6 m 2  487.3(1) a 1101.7(3) 0.2266 0.068 8 

YbCdPb ZrNiA1 P 6 2 m  770.4(1) a 471.9(1) 0.2426 - 3 

YbHgPb ZrBeSi P63/mmc 492.2(2) a 723.1(5) 0.1517 - 1 

References 
1. Merlo et al. (1993) 4. Marazza et al. (1995) 7. Mazzone et al. (1983) 
2. Mazzone et al. (1982) 5. Sendlinger (1993) 8. Merlo et al. (1995) 
3. Merlo et al. (1991) 6. Iandelli (1994) 

The silver plumbide was first reported with CaIn2-type structure with a statistical Ag/Pb 
occupancy (Mazzone et al. 1983). Recent single-crystal data, however, have revealed 
that the unit cell is tripled and not doubled. YbAgPb crystallizes with its own structure 
type (Merlo et al. 1996), space group P62m (fig. 11). It contains planar and puckered 
Ag3Pb3 layers. This structure was already discussed in sect. 3.6 for isotypic YbAgSn. 

Exclusively planar Hg3Pb3 layers occur in YbHgPb (Merlo et al. 1993) with ZrBeSi 
structure, space group P63/mmc (fig. 1). In every other layer the Hg3Pb3 hexagons 
are rotated by 60 ° with respect to each other around the c-axis. The intralayer Hg-Pb 
distance of 284pm is directly available from the lattice parameters. This distance is 
significantly smaller than the sum of Pauling's single-bond radii of 298 pm, indicating 
strong Hg-Pb bonding within the layers. 

3.8. The phosphides and arsenides YbTP and YbTAs 

The ternary ytterbium phosphides (table 9) and arsenides (table 10) have only scarcely 
been investigated. So far only YbPdP (Johrendt and Mewis 1992), with orthorhombic 
TiNiSi structure, and YbPtP (Wenski and Mewis 1986b), with hexagonal SrPtP-type 
strncture, are known. In both phosphides the palladium (platinum) and phosphorous 
atoms are ordered. The [PdP] polyanion is three-dimensional and it consists of puckered 
Pd3P3 hexagons, while YbPtP contains a planar [PtP] polyanion. Thus, we observe a 
3+1 (elongated tetrahedron) coordination for the palladium atoms and a trigonal planar 
coordination for the platinum atoms. This is quite unexpected from the viewpoint of 
atomic sizes. Structures with planar coordination of the transition metal are generally 
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Table 9 
Lattice parameters, structure types and residuals for the phosphides YbTP (T=Pd, Pt) 

Compound Type SG a (pm) b (pm) c (pm) V (nm 3) R-value Ref. 

YbPdP TiNiSi Pnma 677.6(1) 393.7(1) 767.0(1) 0.2046 - 1 

YbPtP SrPtSb P6m2 407.7(1) a 377.7(1) 0.0544 0.050 2 

References 
1. Johrendt and Mewis (1990) 2. Wenski and Mewis (1986b) 

Table 10 
Lattice parameters, structure types and residuals for the arsenides YbTAs (T=Li, Pd, Pt). The R-value for 

YbLiAs results from a Rietveld refinement 

Compound Type SG a (pm) b (pin) c (pm) V (rim 3) R-value Ref. 

YbLiAs TiNiSi Pnma 723.0(1) 432.8(1) 788.1(1) 0.2466 0.005* 1,2 

YbPdAs Fe2P P62rn 699.7(1) a 391.3(1) 0.1659 0.022 3 

YbPtAs YPtAs P63/mmc 423.4(1) a 1485.1(3) 0.2306 - 4 

References 
1. Albering (1993) 
2. Albering et al. (1997) 

3. Johrendt and Mewis (1992) 
4. Wenski and Mewis (1986b) 

observed for ATX (A =base metal component) compounds with larger values of  the 
quotient rA/rrx (rA =metallic radius of  A; rrx =mean covalent radius of  T and X). 
Smaller A components like Yb favour the formation of  structures with tetrahedral or 
distorted tetrahedral coordination of  the transition metal. This trend is obvious from the 
compounds reviewed here, where representatives with A1B2 or ZrBeSi structures (planar 
T3X 3 hexagons) are scarce, but occur frequently in EuTX compotmds due to the larger 
europium atoms (P6ttgen and Johrendt 2000). 

We have performed LMTO band structure calculations on orthorhombic YbPdP 
and hexagonal YbPtP, and could not find apparent electronic differences. In order to 
compare Pt-P and Pd-P bonds we have calculated the COHP for hexagonal YbPtP and 
hypothetical YbPdP with the same geometry. Surprisingly, the Pt-P bonding energy is 
found to be about 20% larger than the Pd-P bonding energy. A reason for this may be 
the relativistic effect o f  platinum which changes the orbital energies of  6sp and 5d as 
mentioned for Au in sect. 3.4. When the relativistic effect is neglected in our calculations 
we get almost the same bonding energy for Pt-P as for Pd-P bonds. These results points 
to an outstanding stability of  trigonal-planar Pt-P bonds. In order to understand the 
preference &platinum to form A1Bz-related structures rather than the TiNiSi type a more 
detailed analysis o f  the electronic structures is recommended. 

So far only three YbTAs arsenides are known (table 10). YbLiAs (Albering 1993, A1- 
bering et al. 1997) crystallizes with the TiNiSi type structure. In this arsenide, the lithium 
atoms occupy the typical transition-metal site and we observe puckered LisAs3 networks. 
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YbPdAs adopts the ZrNiAl-type structure. According to the structure refinements 
(Johrendt and Mewis 1992) relatively short (261-269 pm) Pd-As distances are indicative 
for strongly bonding Pd-As interactions. A peculiar structure occurs for YbPtAs. This 
arsenide crystallizes with the YPtAs-type structure (Wenski and Mewis 1986b), a 
superstructure of the A1B2 type. Four different puckered Pt3As3 networks are stacked 
along the c-axis (fig. 11). According to the short Pt-As contacts we assume strongly 
bonding Pt-As intralayer interactions. Since the puckering of the Pt3As3 networks is not 
very pronounced, we observe no bonding interactions between the layers. This structure 
type has so far only been observed for the arsenides RPtAs (R = Y, Sm, Gd-Lu), for 
CaGaGe, CaGaSn, SrGaGe, SrGaSn, BaGaGe (Czybulka et al. 1989), and for the uranium 
germanide UAuGe (Gibson et al. 2001). In UAuGe the puckering is stronger when 
compared with YbPtAs, most likely due to the smaller uranium atoms. We therefore 
observe significant Au-Au interlayer bonding at Au-Au distances of 327 pm. Chemical 
bonding in UAuGe was investigated on the basis of TB-LMTO-ASA calculations (Gibson 
et al. 2001). Calculated charge densities underline the strong intralayer Au-Ge and weaker 
interlayer Au-Au interactions. 

3.9. Ternary antimonides YbTSb 

The seven antimonides crystallize with three different structure types. YbLiSb (Albering 
1993, Albering et al. 1997) and YbAgSb (Katoh et al. 1997, Merlo et al. 1990, Flandorfer 
et al. 1997) adopt the orthorhombic TiNiSi type structure. According to the magnetic 
data (sect. 4.2), the ytterbium atoms are divalent and the formulae may be written as 
Yb2+Li+Sb 3 and YbZ+Ag+Sb 3-. At this point it is important to note that the lattice 
parameters of YbAgSb given by Katoh et al. (1997) differ significantly from those 
reported by Merlo et al. (1990) and Flandorfer et al. (1997). This discrepancy may be 
due to a homogeneity range or erroneous indexing of the X-ray powder data. 

YbCuSb and YbAuSb (Katoh et al. 1997, Merlo et al. 1990, Flandorfer et al. 1997) 
have hexagonal structures. The copper (gold) and antimony atoms form slightly puckered 
Cu3Sb3 (Au3Sb3) hexagons resulting in a NdPtSb-type structure (fig. 1). The original 
structure refinements of YbCuSn and YbAuSb were performed from X-ray single-crystal 
data (Merlo et al. 1990). These data clearly revealed an ordering of the copper (gold) and 
antimony atoms as well as a puckering of the hexagons. The X-ray powder data presented 
later by Flandorfer et al. (1997) do not reveal the puckering in the case of YbCuSb. 

Also, for YbCuSb and YbAuSb a discrepancy occurs for the lattice parameters 
(Katoh et al. 1997, Merlo et al. 1990, Flandorfer et al. 1997), whatever the reason for 
this difference might be. Finally it is worthwhile to note that the three antimonides 
Yb(Cu,Ag,Au)Sb have the same electron count, but crystallize in two different structure 
types. Magnetic investigations (sect. 4.2) of these antimonides showed essentially divalent 
ytterbium, leading to the descriptions yb2+Cu+Sb 3- etc. 

The isoelectronic antimonides YbNiSb (Le Bras et al. 1995a,b, Dwight 1974, Skolozdra 
et al. 1997, Larson et al. 1999), YbPdSb (Marazza et al. 1980a,b, Aliev et al. 1989a, 
Dhar et al. 1988), and YbPtSb (Dwight 1974) crystallize with the non-centrosymmetric 
cubic MgAgAs-type structure (Villars and Calvert 1991), space group F2~3rn as presented 
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in fig. 2 for isotypic YbPdBi .  Both  the t ransi t ion-metal  and ant imony atoms have a 

tetrahedral  TSb4/4 and SbT4/4 coordinat ion,  result ing in a three-dimensional  infinite 

ne twork  o f  edge-shar ing tetrahedra. The yt terbium atoms are located in cages wi th in  this 

network. A simple ass ignment  o f  oxidat ion numbers  is not  possible  for these ant imonides  

since the nickel,  pal ladium,  and p la t inum atoms have electronegat ivi t ies  (Pauling scale: 

Ni  1.91, Pd 2.20, Pt 2.28, Sb 2.05) comparable  to that o f  antimony. Final ly we should 

point  out  that the M g A g A s - t y p e  structure seems to be  favorable for sufficiently h igh  

electron counts.  The  inf luence o f  the e lectron count  on the format ion  o f  such structures 

was theoret ical ly  invest igated by Lee  (1991). 

A pecul iar i ty  occurs  for YbNiSb  (Skolozdra  et al. 1997). This  ant imonide  shows a 

small  n ickel  def ic iency result ing in an exact  compos i t ion  YbNi0.9Sb. The  def ic iency has 

a drastic influence on the propert ies  (see sect. 4.2). The  exper imenta l  magnet ic  moments  

presented  by Le Bras et al. (1995a,b) and Skolozdra  et al. (1997) differ  significantly. 

Fur thermore  we should keep in mind  that also the lattice parameters  for this ant imonide 
differ  considerably  (see table 11). 

Table 11 
Lattice pmameters, s~ucture types and residuals for the antimonides YbTSb (T = Li, Ni, Cu, Pd, Ag, 

The asterisk indicates the result of a Rietveld refinement (Bragg residual) 
Pt, Au). 

Compotmd Type SG a (pm) b (pm) c (pm) V (nm 3) R-value Ref. 

YbLiSb TiNiSi Prima 7 5 5 . 3 ( 2 )  464.3(1) 820.0(1) 0 . 2 8 7 6  0.045* 1,2 

YbNiSb MgAgAs F743m 623.8 a a 0.2427 - 3,4 
YbNiSb MgAgAs F743m 624.23(1) a a 0.2432 - 5 

YbNiSb MgAgAs FT~3m 624.2 a a 0.2432 - 6 

YbCuSb Ni2In P6jmmc 445.6(1) a 800.6(2) 0 . 1 3 7 7  0.036* 7 

YbCuSb NdPtSb P 6 3 m c  445.2(1) a 799.5(1) 0.1372 0.044 8 

YbCuSb NdPtSb P63mc 444.8 a 791.6 0.1356 - 9 
YbPdSb MgAgAs F743m 647.1 a a 0.2710 - 10 
YbPdSb MgAgAs F743rn 646.5(2) a a 0.2702 - 11 

YbPdSb MgAgAs F743m 646.2 a a 0.2698 - 12 

YbAgSb TiNiSi Pnma 770.1 469.6 818.5 0.2960 - 9 

YbAgSb TiNiSi Pnma  766 .8 (2 )  459.6(1) 835.3(2) 0.2944 - 8 
YbAgSb TiNiSi Prima 766 .8 (3 )  459.2(1) 837.8(4) 0 . 2 9 5 0  0.054* 7 
YbPtSb MgAgAs F2~3m 647.3 a a 0.2712 - 3 

YbAuSb NdPtSb P63mc 461.9 a 776.8 0.1435 - 9 
YbAuSb NdPtSb P 6 3 m c  463.9(1) a 772.2(3) 0 . 1 4 3 9  0.038* 7 
YbAuSb NdPtSb P 6 3 m c  463.5(1) a 776.5(1) 0 . 1 4 4 5  0.055 8 

References 
1. Albering (1993) 
2. Albering et al. (1997) 
3. Dwight (1974) 
4. Skolozdra et al. (1997) 

5. Le Bras et al. (1995a,b) 
6. Larson et al. (1999) 
7. Flandorfer et al. (1997) 
8. Merlo et al. (1990) 

9. Katoh et al. (1997) 
10. Marazza et al. (1980a,b) 
11. Aliev et al. (1989a) 
12. Dhar et al. (1988) 
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Chemical bonding in YbNiSb was recently investigated on the basis of LMTO (Solanki 
et al. 1994, Sportoueh et al. 1999) and LAPW (Larson et al. 1999) calculations. The 
aim of these works was to understand the transport properties of  RNiSb (R = Ho-Yb, Y) 
compounds in view of potential thermoelectric materials. The cubic MgAgAs-type 
compounds with trivalent rare-earth elements are narrow-gap semiconductors according 
to the calculations and the experimental data. This agrees with an electron-precise 
formulation Ln3+Ni°Sb 3-. We note that band gaps calculated by density-functional 
methods are always too small, and often underestimated by more than 50%. The origin 
of the band gaps is discussed and mainly attributed to the interaction of Ni 3d with the 
5d-orbitals of the rare-earth atoms. But in YbNiSb the ytterbium tends to be divalent and 
the material is a metallic mixed-valence heavy-fermion system. The calculations place 
the 4f states very close to the Fermi energy, resulting in a high density of states with 
large 4f contribution. The adequacy of the calculation method in describing these very 
narrow 4f bands is critically examined. 

3.10. Equiatomic bismuthides YbTBi 

Six bismuthides have been reported. They crystallize in three different structure types. 
YbLiBi (Albering 1993, Albering et al. 1997) adopts the orthorhombic TiNiSi type as 
do YbLiAs and YbLiSb. Since the ytterbium atoms are divalent (see sect. 4.2) we can 
write YbZ+Li+Bi 3 , in agreement with a Zintl formulation. In a previous paper by Grund 
et al. (1986), the hexagonal YLiSn type was assigned to YbLiBi. This structure would 
have twice the cell volume of the TiNiSi type (table 12). Since the experimental X-ray 
intensities given by Albering (1993) match the TiNiSi model very well, we assume that 
the TiNiSi type is correct for YbLiBi. 

YbCuBi and YbAgBi (Kaczorowski et al. 1999, Merlo et al. 1990) crystallize with the 
hexagonal LiGaGe structure. This is also the case for the high-temperature modification 
ofYbAuBi (Meflo et al. 1990), however, this bismuthide transforms to the cubic MgAgAs 
type upon annealing at 730 K. The main difference between these two structure types is 
the stacking sequence of the puckered Au3Bi3 hexagonal layers: ABC in the cubic modi- 
fication, and AB in the hexagonal one. This, however, is a purely geometrical description. 
Both modifications have different cell content: two formula units in ~-YbAuBi and four 
in a-YbAuBi. The phase transition also has a drastic effect on the volumes per formula 
unit: 75.9 and 80.2 ~3 for ~-YbAuBi and c~-YbAuBi, respectively. The low-temperature 
phase has the larger volume and, we assume, also the higher content of divalent ytterbium. 
This is consistent with the magnetic properties given by Kaczorowski et al. (1999). The 
magnetic behavior of the high-temperature phase, however, has not been studied. 

The bismuthides with palladium and platinum also crystallize with the cubic MgAgAs 
type with an ordering of the palladium (platinum) and bismuth atoms. YbPdBi has been 
studied most intensively, and six different lattice parameters have been reported (table 12) 
ranging from 654.7 pm to 661.25 pm. This variation has a drastic effect on the cell volume 
and we attribute this different behavior to palladium/bismuth mixing or a homogeneity 
range within the tetrahedral network. A severe problem with this mixing arises certainly 
for the physical properties, which will strongly depend on composition. 
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Table 12 
Lattice parameters, structure types and residuals for the bismuthides YbTBi  ( T = L i ,  Cu, Pd, Ag, Pt, Au). The 

asterisk indicates the result of  a Rietveld refinement (Bragg residual) 

Compound Type SG a (pro) b (pm) c (pm) V (nm 3) R-value Ref. 

YbLiBi  TiNiSi Pnma 769.2(1) 473.3(1) 837.4(1) 0.3049 - 1,2 

YbLiBi  YLiSn P 6 3 m c  959.5(2) a 763.5(4) 0.6087 - 3 

YbCuBi  LiGaGe P63me 458.29(9) a 785.4(3) 0.1429 - 4 

YbCuBi  LiGaGe P63mc 457.2(1) a 786.0(1) 0.1423 - 5 

YbPdBi MgAgAs  F743m 659.34(3) a a 0.2866 0.0699* 4 

YbPdBi MgAgAs  F743rn 654.7(3) a a 0.2806 - 6 

YbPdBi MgAgAs  FT~3m 659 a a 0.2862 - 7 

YbPdBi MgAgAs  F743m 661.25(8) a a 0.2891 - 8 

YbPdBi MgAgAs  F 4 3 m  659.2(2) a a 0.2865 - 9 

YbPdBi MgAgAs  F 4 3 m  659.75(5) a a 0.2872 - 10 

YbAgBi  LiGaGe P63mc 481.18(4) a 777.7(2) 0.1559 - 4 

YbAgBi  LiGaGe P63mc 480.3(1) a 777.7(1) 0.1554 - 5 

YbPtBi  MgAgAs  FT~3m 660.0 a a 0.2875 - 11 

YbPtBi  MgAgAs  F 4 3 m  659.53(1) a a 0.2869 - 12 

YbAuBi MgAgAs  F 4 3 m  684.8(1) a a 0.3211 - 4 

[3-YbAuBi LiGaGe P63mc 473.4(1) a 781.4(1) 0.1517 - 5 

a -YbAuBi  MgAgAs  F743m 684.6(1) a a 0.3209 - 5 

References 
1. Albering (1993) 5. Merlo et al. (1990) 9. Marazza et al. (1980a0b) 

2. Albering et al. (1997) 6. Aliev et al. (1989a) 10. Le Bras et al. (1995a,b) 

3. Grund et al. (1986) 7. Dhar et al. (1988) 11. Hundley et al. (1997) 
4. Kaczorowski et al. (1999) 8. Block (1988) 12. Robinson et al. (1994) 

At low temperatures, forbidden splittings at 1 and 2 meV are observed in the inelastic 
neutron scattering spectra (see below). Since this might be indicative for a structural phase 
transition at low temperatures, the YbPtBi structure was investigated by high-resolution 
neutron powder diffraction down to 0.45 K (Robinson et al. 1994, 1999). No splittings or 
broadenings of  reflections were observed and there is no hint for a symmetry reduction 
in going to the space groups I542m or R3m. 

From the neutron diffraction study the site occupancies of  the ytterbium, platinum, 
and bismuth atoms are clear (Robinson et al. 1994). Since these heavy atoms differ 
only by few electrons, it is difficult to assign the correct sites only on the basis o f  
X-ray powder diffraction data. Another important feature concerns the wet chemical 
analysis. Since all crystals o f  YbPtBi were grown from a bismuth flux, elemental bismuth 
occurs as an impurity phase in all samples. An amount of  8.1 wt.% was detected in a 
neutron diffraction experiment. In view of  this impurity, the absolute values of  all physical 
property measurements should be discussed with caution. 
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Chemical bonding in YbPtBi and other binary ytterbium compounds has recently been 
investigated by using the self-interaction correction (SIC) and local-spin-density (LSD) 
approximation (Temmermarm et al. 1999). The calculations predict that YbPtBi should be 
semimetallic between divalent and trivalent, albeit weakly trivalent. The various resistivity 
measurements (see sect. 4.3) are in agreement with the calculations. The SIC calculations 
showed that a change in valency is associated with a partial f-electron delocalization, i.e. 
part of the f-shell experiences a stronger tendency to localize, resulting in bands with 
little dispersion, while other f-derived states are delocalized and have more dispersion. 

Independent electronic structure calculations on YbPtBi were performed by Oppeneer 
et al. (1997) on the basis of density-functional theory in the local-spin-density approxi- 
mation (LSDA), generalized with additional intra-atomic Coulomb correlations between 
4f electrons. These calculations show that the Yb 4f 14 level is pinned at the Fermi energy. 
This pinning is a genetic property. Furthermore the hybridized 4f level is split into two 
van Hove-like side maxima. 

Eriksson et al. (1992) also compared the electronic structures of semiconducting YPtBi 
and metallic YbPtBi. Their calculations showed that the smaller volume in YbPtBi results 
in broader ytterbium d and platinum d bands and a closing of the semiconducting gap. 
This closing is partly a relativistic effect. In semiconducting YPtBi the valence band is 
dominated by the platinum d states and the conduction band by the yttrium d states. 

3.11. IntermetalIic magnesium and zinc compounds YbTMg and YbTZn 

In this section we focus on the typical intermetallic compounds YbAuMg (P6ttgen et 
al. 2000b), YbCuZn and YbAgZn (Fomasini et al. 2000). Although these compounds 
have exclusively metallic components, their structures are similar to those of the Zintl 
phases described above. YbAuMg adopts the TiNiSi type. Full ordering between gold 
and magnesium was observed. In contrast, YbCuZn and YbAgZn crystallize with the 
KHg2 type with a statistical occupancy of the copper (silver) and zinc atoms. In the case 
of YbAuMg the difference in electronegativity between gold (2.54 on the Pauling scale) 
and magnesium (1.31) is large enough to enable the formation of a TiNiSi-related three- 
dimensional [AuMg] polyanion which is closely related to the indide structures, e.g. the 
structure of EuAuIn (Prttgen 1996a). The crystallographic data are given in table 13. 

Table 13 
Lattice parameters, structure types and residuals for YbAuMg, YbCuZn, and YbAgZn 

Compound Type SG a (pm) b (pm) c (pm) V (nm 3) R-value Ref. 

YbAuMg TiNiSi Pnma 7 3 8 . 4 ( 1 )  436.2(1) 864.6(2) 0 . 2 7 8 5  0.0251 1 

YbCuZn KHg 2 Imma 4 4 3 . 2 ( 2 )  708.8(3)  750.1(3) 0.2356 - 2 

YbAgZn KHg 2 Imma 4 6 1 . 8 ( 2 )  728.6(2)  785.4(3) 0.2643 0.013 2 

References 
1. Prttgen et al. (2000a) 2. Fornasini et al. (2000) 



486 R. P()TTGEN et al. 

YbAuMg (P6ttgen et al. 2000b), YbCuZn and YbAgZn (Fornasini et al. 2000) are first 
examples for ytterbium intermetallics, where the site typically occupied by an element of 
the 3rd, 4th or 5th main group is now occupied by a zinc or magnesium atom (table 13). 
Recent investigations (Niepmann et al. 2000a, P6ttgen et al. 2000b, Mishra et al. 2001) 
showed that even cadmium can take this position. It is worthwhile to fixrther investigate 
these really intermetallic compounds, since they might exhibit a variety of interesting 
physical properties. 

3.12. Some general remarks 

In the preceding eleven subsections we have listed all the YbTX compounds presently 
known, and we have described their various crystal structures and peculiarities in chemical 
bonding. The diverse YbTX compounds crystallize with 23 different structure types. It 
is interesting to note that some structure types which occur for the equiatomic europium 
compounds (P6ttgen and Johrendt 2000), i.e. the cubic LaIrSi type for EuPdSi, EuPtSi, 
EuPtGe, and EuIrP, the tetragonal LaPtSi type for EuA1Ge, the orthorhombic EuAuSn 
type, the La2Sb type for EuScGe, and the monoclinic EuNiGe type for EuNiGe and 
EuPdGe, do not occur in the ytterbium-based systems. This is most likely due to the 
larger size of the europium atoms. 

From the drawings of the different crystal structures (figs. 1, 2, 3, 4, 7, and 11) it is 
evident that most structures are closely related and belong to larger structural families. 
Most of these structure types consist of planar, tilted, or puckered T3X3 hexagons which 
are readily related to the well-known A1B2 structure. A detailed description of these A1B2 
superstructures has been given by P6ttgen and Hoffmann (2000) on the basis of group- 
subgroup schemes. 

The structures formed by the various YbTX compounds do not simply depend on 
the electron count. This is nicely reflected by the series of isoelectronic compounds 
YbAuSn (own type)-YbCuGe (Cain2 type)-YbAgSn (YbAgPb type)-YbAuSi (EuAuGe 
type)-YbAgGe (ZrNiA1 type)--a-YbAuGe(CaCuGe type). Besides the electron count we 
certainly have to consider the size of the atoms forming the [TX] polyanion and the 
electronic nature of the transition metals. Small differences in the electronic structures 
cause differences in the local atomic coordinations. The compounds can thus fulfil their 
specific electronic requirements by different small structural distortions. 

Throughout this section we have repeatedly discussed the ordering between the 
transition-metal and p-group element atoms within the [TX] polyanions. In view of the 
differences in chemical potential we assume that indeed most compounds should be 
ordered. Reliable statements about the ordering can only be made from precise single- 
crystal X-ray data, and we suggest that redeterminations of the disordered structures 
are necessary to verify the ordering or disordering of these atoms. In some cases 
superstructure reflections might be weak and they can be overlooked in powder patterns 
with poor resolution. Nevertheless, in some cases even the single-crystal data gave 
no evidence for T - X  ordering (P6ttgen and Johrendt 2000, P6ttgen 1996c). In those 
compounds, however, a considerable degree of short-range order can be assumed. In the 
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case of most KHg2-type compounds (P6ttgen and Johrendt 2000, P6ttgen 1996c and 
references therein), the larger U22 displacement parameter of the randomly occupied 
T/X position already indicates short-range order. High-resolution electron microscopy 
might also be a powerful tool for the investigation of T - X  ordering in such intermetallic 
compounds. 

4. Chemical and physical properties 

In the present section we focus on the various chemical and physical properties of 
the equiatomic YbTX compounds; especially the physical properties, which have been 
intensively investigated in the last two decades. Besides detailed magnetic susceptibility 
and electrical resistivity measurements, various other techniques have been used to 
get deeper insight into the peculiar properties of these intermetallics: ll9Sn and 
17°yb M6ssbauer spectroscopy, specific-heat data, thermopower measurements, solid- 
state NMR, photoemission studies, neutron diffraction, muon spin relaxation, and a 
variety of high-pressure experiments. The diverse data are summarized in the following 
subsections. 

4.1. Chemical properties 

The equiatomic YbTX compounds are typical intermetallic compounds. Most of them are 
light gray in polycrystalline form, while ground powders are dark gray. Single crystals 
are silvery with metallic lustre. 

The stability of the YbTX compounds in moist air varies significantly. If X is a 
heavy element of the third, fourth or fifth main group, i.e. thallium, lead or bismuth, 
the compounds are quite sensitive to moisture. They completely deteriorate in moist air 
within a few days. Most aluminides, gallides, indides, silicides, germanides, and stannides 
are stable in moist air over weeks. The mercury-containing phases, however, show a rapid 
deterioration in moist air. Some compounds have a remarkable chemical stability. Polished 
surfaces can easily be etched with HC1/HNO3 solutions. In general, perfectly shaped 
single crystals of the YbTX compounds show a larger stability than ground powders due to 
the much larger surface of the powder. The mechanical stability of the YbTX compounds, 
however, is not very high. Most samples are extremely brittle. They can easily be ground 
to powder in an agate mortar. 

4.2. Magnetic properties 

Trivalent intermetallic [Xe]4f 13 ytterbium compounds are particularly important for com- 
parison with cerium compounds, since they exhibit the f-hole analog of [Xe]4f 1 cerium. 
In principle, the Kondo effect should be symmetrical between electrons and holes. 
The main mechanism determining the ground-state behavior in cerium and ytterbium 
intermetallics is the interaction between the 4f electrons and s, p and d electrons of 
neighbouring ligands. This so-called f-spd hybridization tends to reduce the 4f-level 
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occupation and thus destabilize the magnetic state of cerium or the nonmagnetic state 
of ytterbium. We can therefore expect a variety of ytterbium intermetallics whose low- 
temperature electronic properties show the same range of behavior as those of the known 
cerium compounds. Furthermore it should be possible to find ytterbium-based heavy- 
fermion compounds (Fisk and Maple 1992). Besides the trivalent state, ytterbium can 
also be divalent, [Xe]4f 14, or it can exhibit static mixed- or intermediate-valent behavior. 
A powerful tool for the examination of these phenomena is the measurement of the 
temperature dependence of the magnetic susceptibility. 

Depending on the valence state of the ytterbium atoms, we can observe a variety of 
different magnetic phenomena. Those intermetallics with essentially divalent ytterbium 
show Pauli paramagnetism or weak temperature-independent paramagnetism (TIP). 
Compounds with stable trivalent ytterbium show Curie-Weiss behavior and sometimes 
antiferromagnetic (AF) or ferromagnetic (F) ordering at low temperatures. Among 
the antiferromagnets, so far only three metamagnets (field-induced ferromagnetism; 
antiparallel to parallel spin alignment) have been observed in the ytterbium series. 
Metamagnetism is more frequently observed for the EuTX compounds (P6ttgen and 
Johrendt 2000, P6ttgen 1996b). Where the ytterbium valence state is in between 
trivalency (4f 13) and divalency (4f14), mixed-valence behavior occurs. The magnetic data 
of the YbTX intermetallics are listed in table 14. 

A small, almost temperature-independent susceptibility of 239×10-6emu/mol was 
determined for YbAuA1, compatible with a ytterbium valence near +2 (Schank et al. 
1994, Cordier et al. 1993, Hulliger 1993). For YbPdA1 (Schank et al. 1994) a weakly 
temperature-dependent susceptibility with a maximum near 180 K occurs. According to 
the Klaasse formula, the ytterbium valence is about +2.9, indicating mixed valency of 
the ytterbium atoms (Cordier et al. 1993). This behavior is similar to YbZnIn (Dhar et 
al. 1995). Pauli paramagnetism is also reported for YbAuSb (Suzuki et al. 1993). 

The silicide YbAuSi (Pani et al. 1999) shows a room-temperature susceptibility of 
550x 10 .6 emu/mol. This is in agreement with essentially divalent ytterbium. Also the 
room temperature susceptibility of a-YbAuGe (Merlo et al. 1998) of 150x 10 .6 emu/mol 
suggests divalent ytterbium, however, the susceptibilities are affected by a small 
degree of paramagnetic Yb203. After subtracting the impurity contribution, a room- 
temperature susceptibility of 48x 10 .6 emu/mol is obtained for c~-YbAuGe, indicating 
Panli paramagnetism and a low density of states at the Fermi level. 5,-YbAuGe shows 
similar behavior. 

For Ni2In-type YbCuSi (Iandelli 1983), the ytterbium valence is +3 in the temperature 
range 80-300 K, leading to a formulation Yb3+Cu+Si 4-. The same holds true for YbAgSi 
with ZrNiA1 type structure (Iandelli 1985). 

YbNiA1 is a heavy-fermion antiferromagnet (Schank et al. 1995), and three successive 
antiferromagnetic phase transitions at TN = 5.8, 2.9, and 1.3 K were observed for YbPtA1 
(Drescher et al. 1998). The N~el temperature of this aluminide shows a pressure 
dependence. TN is almost pressure independent in an extended range up to about 11 GPa 
(5.6-5.2 K) and then increases rapidly, reaching TN = 7.2 K at 26.2 GPa (Drescher et al. 
1998). Both aluminides show metamagnetic transitions at critical fields of 2 T (YbNiA1) 
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T a b l e  14  

M a g f l e t i c  p r o p e r t i e s  o f  t e r n a r y  Y b T X  c o m p o t m d s  a 

C o m p o u n d  O r d e r  T&aer  [ K ]  Z 0  x 1 0  -3 gexp [/ZB] O [ K ]  /Asm(exp ) B C [ T ]  R e f .  

e m u / m o l  [/~B] 

A l u m i n i d e s  

Y b N i A 1  A F  T N - 2 . 9  

Y b N i A 1  A F  T N = 2 . 8  

Y b C u A 1  I V  - 

Y b C u A 1  I V  - 

Y b P t A 1  M M  T N = 5 . 8  

Y b P t A 1  A F  T N = 5 . 8 ; 2 . 9 ;  1 .3  

Y b P t A I  A F  T ~  = 5 . 9  

G a l l i d e s  

Y b N i G a  A F  T N = 1 .7 ;  1 .9  

Y b P t G a  M M  T y = 3 . 8  

I n d i d e s  

Y b P t l n  A F  T N = 3 .1  

Y b P t I n  A F  T N = 1 .4 ;  3 . 4  

Y b Z n I n  T I P  - 

S i l i e i d e s  

Y b P d S i  P - 

G e r m a n i d e s  

Y b L i G e  P 

Y b N i G e  P - 

Y b P d G e  F T c - 1 1 . 4  

Y b P d G e  P 

Y b P t G e  F T c = 4 . 7  

S t a n n i d e s  

Y b N i S n  P - 

Y b N i S n  F T c = 5 . 6 5  

Y b N i S n  F T c = 5 . 5  

Y b C u S n  T I P  - 

Y b Z n S n  T I P  - 

Y b Z n S n  T I P  - 

Y b R h S n  A F ?  T N = 2 

Y b R h S n  A F  T N = 1 .4 ;  1 . 8 5  

Y b R h S n  P - 

c ~ - Y b P d S n  P - 

[ 3 - Y b P d S n  P - 

~ - Y b P d S n  P - 

4 . 4  - - - 1 

4 . 4  - 3 5  1 .2  2 2 

4 . 3 5  3 4  1 .8  - 3 

4 . 3 3  3 3  - - 4 

4 . 5  - 6 0  2 . 5  0 . 3  2 

4 . 5  - - 5 

4 . 5  - - 1 

4 . 4  - 3 0  2 . 2  - 6 

3 . 9 5  2 3  1 . 5 5  < 0 . 2  7 

4 . 2 1  - 1 6  1 .6  - 8 , 9  

- 4 . 4  3 0  - - 6 

2 0 . 2 4  - 10  

- 4 . 2 ( 2 )  - - - 11 

- 4 . 0  4 . 5  12  

4 . 3 1  3 - - 13 

- - - 0 . 9 5  - i 4  

- 4 . 3 ( 2 )  - - - 11 

- 0 . 6 8  14  

- 4 . 5 7  6 5  - - 15  

- - 0 . 8 5  - 1 6 , 1 7  

- 4 . 3  - 4 3  - - 18 

0 . 4 2  0 . 2  4 . 4  - - 19  

0 . 7  - - - 2 0  

0 . 0 0 7  - - 2 . 1 ( 6 )  - - 21  

4 . 5 1 ( 3 )  - 7 ( 1 )  1 . 7 ( 1 )  21  

- 4 . 3  2 0  - - 6 

- 4 . 5  4 . 6  2 . 3 5  - 2 2  

4 . 2 ( 1 )  - 7 5 ( 2 )  - 2 3  

0 . 2 4  1 . 6 ( 1 )  - 5 ( 1 )  - 2 3  

0 . 5 1  1 . 4 3  - 4  - 2 4  

continued on next page  
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Tab le  14, continued 

C o m p o u n d  O r d e r  Torde r [K] Z0 x 10 -3 /~,~p [/IB] O [K] /2sm(exp ) B c [T]  Ref .  

e m u / m o l  [/~B] 

Y b A g S n  T I P  - - 0 . 0 1  0 .2  - 4 . 5  

Y b A g S n  T I P  - 2 . 0 9  - - 2 . 7 ( 7 )  

Y b A g S n  T I P  - - 0 .9  - 

Y b l r S n  A F  T N = 3 . 2  - 4 .3  - 1 7 . 7  

Y b P t S n  M M  T N = 3.5 - 4 . 4 6  0 .4  

Y b P t S n  M M  T N = 3 .5 (4 )  - 4 . 2 7 ( 2 )  9 . 2 ( 8 )  

Y b A u S n  T I P  - 4 ) . 0 3  0.1 - 3 . 5  

Y b A u S n  T I P  - ~ ) . 0 0 2  - - 4 . 4 ( 8 )  

P h o s p h i d e s  

Y b P t P  P - - 4 .4  - 2 3  

A r s e n i d e s  

Y b L i A s  T I P  - - 0 .9  - 8 ( 3 )  

Y b P t A s  V F  - - 3 .9  45  

A n t i m o n i d e s  

Y b L i S b  T I P  - - 0 .7  - 8 ( 3 )  

Y b N i S b  P - - 4 .6  13 

Y b N i S b  V F  TSF = 15 -- 4 . 0 9  --8.5 

Y b N i S b  P - - 4 . 6  - 1 3  

Y b C u S b  T I P  - 0 .07  - - 

Y b C u S b  T I P  0 . 1 4  0.5 - 3 5 . 8  

Y b P d S b  P 4 . 3 9  - 9  

Y b P d S b  P - - 4 .3  7 .2  

Y b P d S b  P - - 4 - 3 . 5  

Y b A g S b  T I P  - 0 . 0 6  - 

Y b A g S b  T I P  - - 0 . 0 8  0.1 - 4 . 4  

Y b P t S b  P - 4 .4  - 5 . 3  

Y b A u S b  T I P  - 0 . 4 9  1.0 9.8 

Y b A u S b  T I P  - - 0 . 0 8  0 .2  - 4 . 4  

B i s m u t h i d e s  

Y b L i B i  T I P  - - 1.0 - 1 3 ( 3 )  

Y b L i B i  T I P  - 0 .9  1.3 - 

Y b C u B i  T I P  - 0 . 1 6  - - 1 . 5 ( 7 )  

Y b P d B i  A F ?  T N = I  - 4 . 1 1 ( 5 )  3 . 9 (8 )  

Y b P d B i  A F / F ?  T N = 1 - 4 .2  6 

Y b P d B i  P - 4 . 0 4  - 9  

Y b A g B i  T I P  - 0 .01 - - 1 . 1 ( 8 )  

- 1 9  

- - 2 1  

- - 2 0  

1.95 - 2 2  

2 .31  0.3 19 

2 . 1 2 ( 2 )  0 .5  21 

- - 19 

- 2 1  

- 2 5  

26  

- 25  

- 2 6  

- - 27  

1.6 - 28  

- - 29  

- - 30  

- 1 9  

- 3 1  

- - 3 2  

- 3 3  

- - 3 0  

- - 1 9  

- 3 2  

- - 3 0  

- 1 9  

- - 2 6  

- 12 

- - 21 

- - 21 

- - 27  

- 31 

- - 21 

con~nued on n e x t p a g e  
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Table 14, continued 

Compound Order Torde r [K] .,Y0 x 10 -3 #e×p [/ttB] O [K] kt~m(e×p) B c [Y] Ref. 
emu/mol [#B] 

YbPtBi AF T N = 0.4 - 4.2 2 - - 34 

YbPtBi AF T N ~< 0.3 - 4.22 -1.4 - - 35 

YbAuBi TIP 0.17 - 0.8(5) - - 21 

a Symbols: 
P, paramagnetism; 
AF, antiferromagnetism; 
F, ferromagnetism; 
MM, metamagnetism; 
~exp, experimental magnetic moment; 
Torae r, ordering temperature: Tc, T~ or Tsv; 
Tc, Curie temperature; 
TN, N6el temperature; 

References 
1. Schank et al. (1995) 
2. Diehl et al. (1995) 
3. Mattens et al. (1977) 
4. Tien et al. (1993) 
5. Drescher et al. (1998) 
6. Trovm'elli et al. (2000) 
7. Adroja et al. (1994) 
8. Kaczorowski et al. (2000a) 
9. Kaczorowski et al. (2000b) 
10. Dhar et al. (1995) 
11. Sendlinger (1993) 
12. Grund et al. (1986) 

TSF, spin fluctuation temperatme; 
O, paramagnetic Curie temperature; 
Bc, critical field; 
VF, valence fluctuation; 
TIP, temperature-independent paramagnetism; 
~/sm(exp), experimental saturation magnetic moment; 
IV,, intermediate valence 

13. Gorelenko et al. (1984) 
14. Itoh and Kadomatsu (1998) 
15. Skolozdra et al. (1984) 
16. Bonville et al. (1992) 
17. Bonville et al. (1993) 
18. Kasaya et al. (1988) 
19. Katoh et al. (1997) 
20. P6ttgen et al. (1999c) 
21. Kaczorowski et al. (1999) 
22. Katoh et al. (1999) 
23. KuBmarm et al. (1998a) 
24. Adroja and Malik (1992) 

25. Kuss et al. (1987) 
26. Ebel (1995) 
27. Le Bras et al. (1995a,b) 
28. Skolozdra et al. (1997) 
29. Dhar et al. (1993) 
30. Flandorfer et al. (1997) 
31. Dhar et al. (1988) 
32. Kasaya et al. (1992a,b) 
33. Bonville et al. (1997a) 
34. Fisk et al. (1991) 
35. Canfield et al. (1991) 

and  0.3 T (YbPtA1).  T he  inf lec t ion  points ,  however ,  are no t  ve ry  p ronounced .  W h i l e  the  

m a g n e t i z a t i o n  o f  YbPtA1 tends  towards  sa tu ra t ion  at  7 T, YbNiA1 still shows  a steep 

inc rease  at  6 T. 

The  i n c o m m e n s u r a t e  m a g n e t i c  s t ruc ture  o f  YbPtA1 was  d e t e r m i n e d  b y  n e u t r o n  diffrac-  

t ion  exper imen t s .  T he  wave  vec to r  is k = [ 0 . 3 0 0 0 ] .  The  p r e sence  o f  ( 0 0 0 ) +  satel l i tes  

shows  tha t  the  d i rec t ions  o f  the  m a g n e t i c  m o m e n t s  are no t  para l le l  to the  p r o p a g a t i o n  

d i rec t ion  a (Bonv i l l e  et  al. 2000a,b) .  

The  a n t i f e r r o m a g n e t i c  sp in  s t ruc ture  o f  YbNiA1 was d e t e r m i n e d  by  n e u t r o n  d i f f rac t ion  

exper iments .  B e l o w  T N = 2 . 9 K  a s inuso ida l  m o d u l a t e d  s t ruc ture  w i t h  an  amp l i t ude  

o f  / t =  1.9(2)~B is o b s e r v e d  (Ehlers  et  al. 1997). The  m a g n e t i c  p r o p a g a t i o n  vec to r  

is k m = [ 0 . 7 7 9 ( 1 ) 0 0 ] ,  and  the  y t t e r b i u m  m a g n e t i c  m o m e n t s  lie p e r p e n d i c u l a r  to the  

h e x a g o n a l  c-axis .  These  inves t iga t ions  are pa ra l l e l ed  b y  a de ta i l ed  s tudy  o f  27A1 nuc l ea r  

sp in - l a t t i c e  r e l axa t ion  m e a s u r e m e n t s  (Fay et al. 1997). 
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Fig. 12. Temperature dependence of the inverse 
magnetic susceptibility of YbPtSn. The right- 
hand inset shows the low-temperature magnetic 
susceptibility, while the magnetization behavior is 
presented in the upper inset. From Kaczorowski et 
al. (1999). 

Susceptibility measurements on a YbRhGa sample show a N6el temperature of 2.6 K, 
indicating trivalent ytterbium, in agreement with the observed lattice parameters of the 
ytterbium compound relative to the corresponding RRhGa samples for R = Tm and Lu 
(Hulliger 1996). A reduction of the magnetic moment to 3.95/4B/Yb was observed for 
the metamagnet YbPtGa. This peculiar behavior was attributed to a large value of overall 
crystal-field splitting (Adroja et al. 1994). 

Antiferromagnetic ordering was detected for YbPtSn below 3.5 K (Katoh et al. 1997, 
Kaczorowski et al. 1999) through a sharp maximum in the X vs T plot (fig. 12). YbPtSn 
shows a metamagnetic transition (antiparallel to parallel spin alignment) at a critical field 
strength of 0.5 T (inset of fig. 12). The saturation magnetic moment at 1.7 K and 5 T is 
2.12(2)/4B/Yb, significantly reduced from the theoretical gJ maximal value of 4.0/4B/Yb 
(Szytuta and Leciejewicz 1989), and is most likely due to crystal-field splitting. This is 
also the case for YbRhGa (Adroja et al. 1994). 

Two different antiferromagnetic transitions occur at low temperatures for YbNiGa, 
YbRhSn and YbPtIn (Trovarelli et al. 2000, Kaczorowski et al. 2000b), indicating a 
competition between single-ion anisotropy and frustration of the magnetic interactions 
due to the topology of the underlying crystal structure. The magnetic behavior of YbPtIn 
was also investigated for a single crystal (Trovarelli et al. 2000). 

Various low-temperature susceptibility measurements of YbPtBi (Heffner et al. 1994, 
Canfield et al. 1991) have shown anomalies at 120mK and 400mK, respectively. 
Precise low-frequency magnetic susceptibility measurements, however, clearly showed 
that only the 400mK antiferromagnetic transition is an intrinsic property of YbPtBi 
(Bremer et al. 1995). The 120inK transition is most likely due to the superconductive 
transition of a surface impurity Bi2Pt. Furthermore positive-muon (/4 +) spin-relaxation 
experiments have been performed to elucidate the low-temperature magnetism in 
YbPtBi in more detail (Amato et al. 1992). They give strong evidence for a highly 
frustrated spin system with anomalously long correlation times compared to the observed 
freezing temperatures (Amato et al. 1993). Dilution of ytterbium by 50% yttrium 
produces the expected reduction in the zero-temperature frozen-spin linewidth but 
little reduction in the spin-freezing temperature. The investigations on YbPtBi have 
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been extended to the whole series of RPtBi compounds (Canfield et al. 1991). An 
interesting result of these studies is an apparently discontinuous drop of the a lattice 
parameter between gadolinium and ytterbium. So far no explanation was found for this 
peculiar behavior. 

YbPdSi, YbPdGe, and YbPtGe show metallic behavior (Nikiforov et al. 1994, 
Seropegin et al. 1994). Anomalies at low temperatures are indicative for magnetic 
ordering. More detailed measurements were performed recently (Itoh and Kadomatsu 
1998). Ferromagnetic ordering was detected at Tc=11.4 and 4.7K for YbPdGe 
and YbPtGe, respectively. 

The magnetic behavior of YbNiSn has intensively been investigated for powdered 
(Kasaya et al. 1988) and single-crystalline samples (Bonville et al. 1992, Kasaya et 
al. 1992a,b, Bellot et al. 1992). Susceptibility and neutron-diffraction measurements 
clearly show that YbNiSn behaves like a ferromagnetic Kondo lattice. The Yb 3+ magnetic 
moments lie along the orthorhombic c-axis of the TiNiSi-type structure. The influence 
of the crystal electric field anisotropy at low temperatures is discussed in detail. Due to 
hybridization of the ytterbium 4f electrons with band electrons the saturated ferromagnetic 
moment of 0.85/~B is reduced by about 20% with respect to the value expected from the 
known crystal electric field splitting. YbNiSn is a weak ferromagnet due to canting of 
the antiferromagnetic sublattice within the ab plane (Kasaya et al. 1991, 1992a,b). The 
magnetization behavior along the a-axis shows the anomalies at external fields Hcl,  Hc2 
and He3, characteristic for spin-flipping transitions (Kasaya et al. 1991, 1992a,b). Muon 
spin relaxation measurements of YbNiSn show that this stannide exhibits an anomalous 
quasi-elastic spectral weight of magnetic excitations in the transfer energy range of 10 neV 
(Yaouanc et al. 1999). 

The pressure and temperature dependence of the magnetic susceptibility of YbCuA1, 
YbPdIn and YbAuIn (Zell et al. 1981, Mattens et al. 1980a,b) was also investigated. 
Mixed valence was observed for YbCuA1 (Klaasse et al. 1977) with a rather high value 
of the susceptibility at liquid-helium temperature. The mixed valency of ytterbium was 
also evident from LIII absorption spectra (Bauchspiess et al. 1981). Time-of-flight neutron 
scattering experiments were used to establish the dynamical susceptibility of YbCuA1. A 
non-Korringa behavior of the quasi-elastic linewidth has been observed (Mattens et al. 
1980a,b). Far-infrared optical measurements of YbCuA1 at photon energies between 3 and 
40 meV and temperatures between 4.2 and 150 K showed no anomalies (Pinkerton et al. 
1984). 

Exact high- and low-temperature results for the Coqblin-Schrieffer model with 
application to intermediate-valent YbCuA1 have been reported (Hewson et al. 1983, 
1985, Hewson and Rasul 1983). This theoretical work allows an explanation of the 
susceptibility, specific-heat, and magnetization data for YbCuA1. A reasonable agreement 
with the experimental data is observed. Similar calculations were also performed by 
Lustfeld and Bringer (1978). Their theory for strong mixed-valent substances describes 
the susceptibility, magnetization, and electronic specific-heat coefficient satisfactorily, but 
it overestimates the electronic specific heat of YbCuA1 in the cross-over region. Lustfeld 
and Bringer attributed this behavior to the fact that YbCuA1 is on the borderline of a weak 
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Fig. 13. Temperature dependence of the (sym- 
bols) experimental and (solid line) theoretical 
magnetic susceptibility of YbCuGa. From Adroja et 
al. (1990). 

mixed valency. The dynamics of  the 4f electrons in YbCuA1 was also explained with a 
simple microscopic theory presented by Kuramoto and MiJller-Hartmann (1981). 

The influence of yttrium doping in YbCuA1 was investigated by van Kalkeren et 
al. (1985). According to these experiments, the intermediate-valent (IV) state remains 
unchanged up to Ybl _xYxCuA1 with x = 0.7. Based on these results it is concluded that 
a single-ion description of the IV state is appropriate. Also, chemical pressure effects in 
scandium-substituted YbCuA1 were investigated (Jaccard and Sierro 1982). EPR studies 
of gadolinium-doped YbCuA1 show a large positive g-shift and a strong temperature 
dependence of linewidth (Larica and Coles 1985). EPR spectra of  pure YbCuA1 have 
been observed between 4 and 77K (Tien et al. 1993), although the nature of the signal 
is not entirely understood. Enormous g-shifts occur below 10 K. The properties of EPR 
spectra in YbCuA1 can be qualitatively described by the s - f  mixing model. Future EPR 
measurements might be a powerful tool for the study of mixed-valent and heavy-fermion 
materials. 

Also YbPdIn shows the typical behavior of an intermediate-valent compound. The 
magnetic susceptibility was measured up to about 1000K (Cirafici et al. 1985). The 
intermediate-valent behavior is also evident from the temperature dependence of the 
lattice parameters. A significant anomaly is detected only for the c parameter, while a 
increases linearly. 

The susceptibility of the two modifications of YbPdSn was investigated in the 
temperature range 100 to 750 K (Sendlinger 1993). The ytterbium valence in HT-YbPdSn 
with TiNiSi-type structure continuously increases from +2.05 at 100 K to +2.10 at 300 K 
and then to +2.40 at about 750K. The degree of trivalent ytterbium increases with 
temperature for both modifications. For LT-YbPdSn a saturation at about +2.6 occurs 
at about 600 K. 

The gallide YbCuGa (Adroja et al. 1990, Malik et al. 1987a, b) shows a susceptibility 
behavior typical for an intermediate-valent compound (fig. 13). This behavior can 
be understood in terms of the ionic-configuration-fluctuation (ICF) model (Sales and 
Wohlleben 1975). A fit according to this model results in a temperature-independent 
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part of  the susceptibility of  X0 = 4 .4x 10 -5 emu/mol and a spin-fluctuation temperature 
TSF = 141 K (Adroja et al. 1990). Susceptibility measurements were also reported for 
YbPdGa and YbPtGa (Malik et al. 1987b), indicating a mixed-valent state for the 
palladium and a nearly divalent state for the platinum gallide, respectively. 

4.3. Electrical properties 

Depending on the magnetic ground state of  the ytterbium atoms we observe a variety of  
different transport properties. Several o f  the Y b T X  intermetallics behave like classical 
metals. In those cases where the ytterbium 4f  electrons interact with the conduction 
electrons we observe Kondo-lattice behavior at low temperatures. The onset o f  magnetic 
ordering expresses itself as a drop at low temperatures due to a decrease of  spin disorder 
scattering. 

The resistivity curve of  YbPtGa shows single Kondo impurities in the presence of  
crystal field effects (Adroja et al. 1994, 1997) (fig. 14). At 8 K  a sharp drop is detected. 
This can be attributed to either a substantial degree of  magnetic short-range order or to 
the onset o f  coherence among the ytterbium magnetic moments. Such a behavior was 
also observed for the germanides YbPdGe and YbPtGe (Itoh and Kadomatsu 1998). The 
presence of  crystal-field effects is also observed for YbPdSi, however, this silicide shows 
no Kondo anomaly. A small but not pronounced decrease of  the specific resistivity is 
observed at low temperature, possibly due to the onset of  magnetic ordering (Borisenko 
et al. 1995). 

The specific resistivity of  ferromagnetic YbNiSn was investigated for a single crystal 
(Bonville et al. 1992). From these measurements it is evident that the specific resistivity 
is the highest in the c-direction (fig. 15), where the ferromagnetic moments lie. Also the 
Kondo minimum and the crystal electric field effects are pronounced in this direction. 
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Fig. 14. Temperature dependence of the 
specific resistivity of YbPtGa and LaPtGa (for 
comparison). From Adroja et al. (1994). 
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Detailed magnetoresistance measurements were performed for YbNiSn (Adroja et al. 
1998, D'Onofrio et al. 1991), emphasizing the influence of the Kondo interactions. 

YbZnSn (P6ttgen et al. 1999c), Yb(Cu,Ag,Au)Sn and Yb(Cu,Ag,Pt,Au)Sb are metallic 
conductors (Katoh et al. 1997, P6ttgen et al. 1999c). No pronounced anomalies are 
observed down to low temperatures. 

The temperature-dependent behavior of the specific resistivities of YbRhSn and YbPtSn 
(Kaczorowski et al. 1999) was analyzed quantitatively with respect to the Matthiessen 
rule and a modified Bloch-Grtineisen expression. Above 5 K these stannides behave 
in a Kondo-like manner. At low temperatures the magnetic contribution to the specific 
resistivity exhibits a Fermi-liquid-type behavior and can be expressed by a T 2 dependence. 
Finally it is worthwhile to note that the resistivity behavior reported for YbPtSn by 
Katoh et al. (1997) and Kaczorowski et al. (1999) is slightly different. Magnetoresistance 
measurements of YbPtSn imply the presence of strong ferromagnetic correlations, while 
the magnetoresistance of YbRhSn exhibits a single-impurity Kondo scaling (Pietri et al. 
2000, Andraka et al. 2000). 

For YbPtIn (Trovarelli et al. 2000, Kaczorowski et al. 2000b), YbPdSb and YbPdBi 
(Aliev et al. 1988, 1989a), the resistivity behavior is similar to YbPtSn. Furthermore, 
YbPtIn shows a negative and rather large magnetoresistivity (Kaczorowski et al. 2000b). 
Fermi-liquid behavior was also observed for the gallides YbCuGa, YbAgGa and YbAuGa 
(Adroja et al. 1990, 1997, Malik et al. 1987a). Due to the Kondo effect, a spin-liquid phase 
can be stabilized in YbPdSb, as established from muon spin relaxation measurements 
(Bonville et al. 1997a,b). 

A phonon contribution with an additional cubic term can be used to analyze the 
resistivity behavior of the metallic bismuthides YbAgBi and YbAuBi (Merlo et al. 1995). 
An anomaly occurs in the temperature dependence of the resistivity of YbCuBi at about 
375 K, most likely resulting from a structural phase transition from the high-temperature 
ZrBeSi to the low-temperature NdPtSb modification. The anomaly in the resistivity is 
paralleled by a drop of the c/a ratio of the lattice parameters in the same temperature 
range. 

YbPtA1, YbNiGa, and YbPtIn are metallic conductors. The three compounds show 
Kondo-like minima in the specific resistivity and steep decreases at low temperature 
resulting from the onset of magnetic ordering (Trovarelli et al. 2000, Diehl et al. 1995). 
Such a steep decrease also occurs for YbNiA1, however, crystal-field effects dominate the 
resistivity behavior in the high-temperature region (Diehl et al. 1995). 

Resistivity measurements for YbPtBi show a relatively large and monotonic decrease 
with decreasing temperature without Kondo anomaly (Hundley et al. 1997). Magnetic- 
field-dependent Hall measurements show that hole-like carriers dominate the electronic 
transport in YbPtBi. This is also evident from the positive sign of the thermoelectric 
power. According to these data, YbPtBi may be classified as a semimetallic heavy-fermion 
system. Detailed resistivity and specific-heat measurements at low temperature indicate a 
magnetic phase transition at TN = 0.45 K (Canfield et al. 1994, Movshovich et al. 1994a). 
The anisotropy in the resistivity can be associated with some combination of the formation 
of either a SDW or a superzone gap and a Jahn-Teller distortion. Resistivity measurements 
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under hydrostatic pressures of up to 6 kbar have been presented by Movshovich et al. 
(1994a,b). 

YbNiSb shows metallic behavior with a room-temperature specific resistivity of 
3.6mf2cm (Dhar et al. 1993), about one order of magnitude larger than that of isotypic 
YbPtBi. Since the sample appeared devoid of any cracks, the high value of the resistivity 
arises most likely from a low carrier density. 

Intermediate-valent YbCuA1 shows the well-known nonlinear temperature dependence 
(above 50 K) with a strong saturation. The temperature dependence of the Hall coefficient 
shows a discontinuity at around 40 K. This peculiar behavior is attributed to an extraordi- 
nary contribution to the Hall coefficient (Cattaneo 1985, 1986). High-pressure resistivity 
measurements were also performed on this material (Mignot and Wittig 1981, 1982). 

The aluminides YbAuA1 and YbPdA1 (Schank et al. 1994, Cordier et al. 1993) are 
metallic conductors. Due to the mixed-valent character of the ytterbium atoms in YbPdA1, 
a bump is observed around 100 K in the resistivity curve. YbAuA1, y-YbAuGe (Merlo 
et al. 1998) and YbPtSb (Kasaya et al. 1992a,b) show no anomaly in the temperature 
dependencies of their resistivities. 

4.4. Mgssbauer spectroscopy 

So far only l l 9 S n  and 17°yb Mrssbauer spectroscopic experiments have been performed 
on the YbTX compounds. The 17°Yb data give direct information on the oxidation state 
of the ytterbium atoms. At low temperatures magnetic hyperfine field splitting may be 
observed. The 119Sn spectra give information about the environment around the tin species 
in the respective staunides. 

YbNiSn was intensively investigated by 17°yb Mrssbauer spectroscopy in the para- 
magnetic and in the ferromagnetically ordered state (Bonville et al. 1992, Bellot et al. 
1992). The 1.48 K spectrum shows hyperfine field splitting with five well-resolved lines 
with an experimental linewidth of about 3 mm/s (fig. 16). Due to the non-cubic ytterbium 
site, a quadrupolar hyperfine term with an electric field gradient is observed. In the 
paramagnetic phase (6 K measurement) the spectrum shows two resolved lines which 
result from quadrupole splitting. 

Magnetic ordering in YbPdBi was studied by low-temperature susceptibility, specific 
heat (& anomaly at 1 K), and in detail by 17°yb Mrssbauer spectroscopy (Le Bras et al. 
1995a,b). Above 1 K the spectra show a three-line structure in a ratio 2 : 1 : 2. Above 20 K 
the spectra become less resolved and consist of a broad line. The intensity ratio and the 
line splitting are characteristic for ~7°yb, and these spectra may be interpreted as due to 
the presence of a non-zero electric field gradient tensor at the ytterbium site. At 0.035 K, 
well below the magnetic ordering temperature, a five-line spectrum is detected, resulting 
from magnetic hyperfine interactions superposed on the quadrupolar hyperfine interaction, 
similar to the 17°Yb M6ssbauer data of YbNiSn. 

The lV°yb Mrssbauer spectra of YbPtA1 in the magnetically ordered state at 1.8 K 
can be approximated by two components with relatively high magnetic hyperfine fields 
B1 = 156(3)T and B2 = l10(5)T (Drescher et al. 1998) which correspond to magnetic 
moments of /Ayb(1) = 1.53(3)/~3 and ~Zyb(2) = 1.08(5)/AB (Drescher et al. 1998). Most 
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Fig. 16. Experimental and simulated 17°yb M6ssbauer spectra of 
YbNiSn in the ferromagnetic (1.48 and 5K) and in the paramagnetic 
(6 K) phase. From Bonville et al. (1992). 

recent measurements of spectra down to 0.025 K show evidence for a non-square 
modulation of the magnetic moment, incommensurate with the lattice spacings (Bonville 
et al. 2000a,b), in agreement with neutron diffraction data (see sect. 4.2). YbPtA1 is the 
first clear example of a Kramers local moment ytterbium-based system where the Kondo- 
singlet ground state allows a modulated magnetic structure to persist down to 0 K. 

Besides the isomer shift, the experimental linewidth and the electric field gradient, 
information about the crystal-field anisotropy can also be obtained from 17°yb M6ssbauer 
spectroscopy, as shown by Bonville et al. (1990) and Bonville and Hodges (1985) 
for YbCuA1. Furthermore, YbCuA1 was investigated by 17°yb M6ssbauer spectroscopy 
at pressures up to 130kbar. The data give strong evidence for a valence transition 
towards the 4f 13 (Yb 3+) configuration. At 4.2K the transition is completed at about 
50kbar (Sch6ppner et al. 1986). This behavior is paralleled by the pressure-dependent 
susceptibility measurements (Klaasse et al. 1977). 

Since susceptibility data ( O = - 9 K )  of YbPdSb indicated antiferromagnetic interac- 
tions, detailed 17°yb-M6ssbauer spectroscopic, neutron diffraction, electrical resistivity, 
thermoelectric power, and specific-heat measurements were performed down to 0.1 K 
(Suzuki et al. 1995, Le Bras et al. 1994, 1995a,b, Aliev et al. 1989a, 1994). The 
presence of a hyperfine field in the MSssbauer spectra indicates spatial correlations 
of Yb 3+ moments up to 5 K. These correlations correspond to a magnetic moment of 
1.3/~B at 0.07 K. Above 1 K these moments are of dynamic nature. Neutron diffraction 
experiments also reveal short-range magnetic order in the range 4.2 to 1 K. 
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Table 15 
n9Sn M6ssbauer spectroscopic data of ternary YbTX compounds a 
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Compound T [K] 6 [ram/s] EFG [mm/s] F [ram/s] AE o [ram/s] Ref. 

YbZnSn 300 1.85(1) - 0.91(2) - 1 

ct-YbPdSn 78 1.84(2) - 1.07(7) 0.73(4) 2 

[~-YbPdSn 78 1.96(4) - 0.98(4) 0.97(5) 2 

YbAgSn 78 1.94(1) -0.43(1) 0.77(2) - 1 

YbAgSn 78 1.99(1) - 0.84(3) 1.35(1) 1 

YbPtSn 78 1.75(1) - 1.05(5) 0.59(5) 3 

YbPtSn 4 1.75(1) - 1.22(5) 0.59(5) 3 

a Symbols: EFG, electrical field gradient; 
T, temperature of the measurement; F, experimental linewidth; 
6, isomer shift; AEQ, quadrupole splitting parameter 

References 
1. P6ttgen et al. (1999c) 2. KuBmarm et al. (1998a) 3. P6ttgen et al. (1999a) 

So far, only four stannides have been investigated by 119Sn M6ssbauer spectroscopy. 
These M6ssbauer spectroscopic data are summarized in table 15. Some peculiar features 
of these spectra are discussed in more detail. 

A slightly increased linewidth is observed for the 119Sn spectrum of YbPtSn at 4.2 K 
(P6ttgen et al. 1999a). This is probably due to a small transferred hyperfine field resulting 
from magnetic fluctuations of the ytterbium atoms. 

The different tin sites in YbZnSn and YbAgSn can be distinguished by l l9Sn M6ssbauer 
spectroscopy (P6ttgen et al. 1999c). YbZnSn has only one tin site and consequently we 
observe only one M6ssbauer signal. In contrast, two tin sites occur in YbAgSn (sect. 3.6) 
and two signals with a ratio of 2:1 can be distinguished in the spectrum (fig. 17 and 
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ll9Sn M6ssbauer spectra of YbZnSn 
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table 15). The superimposed singlet and doublet account for the different site symmetries 
of these crystallographically different tin atoms. 

4.5. Specific-heat data 

While magnetic measurements give direct macroscopic information about the magnetic 
properties of a compound, indirect but useful information may be obtained from the 
measurement of transport properties. In this subsection we especially focus on the 
specific-heat data. 

In most cases the low-temperature specific heat (at temperatures much lower than the 
Debye temperature) can be described by Cp = y T + ~ T  3, where yT is the so-called linear 
term due to the excitations of the conduction electrons, and/3T 3 is the low-temperature 
approximation of the specific heat of the lattice. For normal conductors, y is of the order of 
1-10 mJ/(mol K2), while heavy fermions show y-values up to 1000 mJ/(mol K2). Details 
about cerium- and uranium-based heavy-fermion materials have been reviewed by Grewe 
and Steglich (1991), Sereni (1991), Loewenhaupt and Fischer (1993), Fournier and Gratz 
(1993), Wachter (1994), Nieuwenhuys (1995), Onuki and Hasegawa (1995) and Arko et 
al. (1999). 

A k-type anomaly for YbPtGa occurs in the heat-capacity measurement (Adroja et al. 
1994) at 3.8 K, in agreement with the Nrel temperature. As an example we present a 
C/T vs. T plot in fig. 18. 

The determination of the y-values is important for the classification of YbTX 
intermetallics as heavy-fermion systems which exhibit significantly enlarged y-values. 
The source of the large y-values arises from the compensation of the magnetic moment 
associated with a nearly localized electron state, generally of f character, by the spins of 
the conduction electrons in the metallic material. 

The value of C/T for YbNiSb extrapolated to 0 K is 150 mJ/mol K 2. Together with the 
high value of the specific resistivity, YbNiSb may be classified as a low-carrier heavy- 
fermion compound (Dhar et al. 1993). 

A discrepancy occurs for the specific-heat data of YbPtSn. Suzuki et al. (1999) report 
a y-value of 2.5mJ/K 2, while Kaczorowski et al. (1999) give y=370mJ/K 2. Similar 
discrepancies occur for the y-values of YbRhSn and YbPdBi (table 16). We should keep 
in mind that the y-value significantly influences one's opinion on whether or not YbPtSn 
is considered to be a heavy-electron compound. 
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Fig. 18. Heat capacity of YbPtGa plotted as C/T vs T. From Adroja et 
al. (1994). 
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Table 16 
Electronic specific heat coefficients y [mJ/KZmol] for various YbTX compounds 
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Compound y Ref. Compound y Ref. 

YbNiA1 350 1 YbRhSn 80 9 
YbCuA1 260 2 YbRhSn 12004-200 10 
YbCuA1 2204-20 3 YbRhSn 360 5 
YbCuA1 267 4 YbPtSn 370=t=20 9 
YbPtA1 200-t-50 1 YbPtSn 2.5 11 
YbNiGa 450 5 YbPtSn 100 12 
YbPtGa 107 6 YbPdSb 240 13 
YbPtIn 430 5 YbPdBi 470 13 
YbPtIn 740 7 YbPdBi 1200±100 10 
YbNiSn 300 8 YbPtBi 8000 14 

References 
1. Schank et aI. (1995) 
2. Mattens et al. (1977) 
3. Bleckwedel et al. (1981) 
4. Port et al. (1981) 
5. Trovarelli et al. (2000) 

6. Adroja et al. (1994) 
7. Kaczorowski et al. (2000a,b) 
8. Kasaya et al. (1991) 
9. Kaczorowski et al. (1999) 
10. Pietri et al. (2000) 

11. Suzuki et al. (1999) 
12. Andraka et al. (2000) 
13. Dhar et al. (1988) 
14. Fisk et al. (1991) 

The specific heat o f  valence-fluctuating YbCuA1 was measured under pressures up 
to 10kbar  (Bleckwedel et al. 1981, Bleckwedel and Eichler 1981). The electronic 
specific-heat coefficient increases dramatically from 220-4-20mJ/molK 2 at 0kbar  to 
340-t-15 m J / m o l K  2 at 10.6kbar without a change in crystal structure. This behavior is 
without parallel  in the series o f  ytterbium intermetallics. Furthermore, the specific-heat 
anomaly o f  YbCuA1 contains nearly the full entropy expected from a gradual freezing 
out o f  the degrees o f  freedom of  the 4 f  14 and 4 f  13 configurations o f  the ytterbium ion 

(Pott et al. 1981). 
Heat-capacity measurements o f  YbPdln  were also used to determine the energy for 

the oxidation reaction Yb 2+ ~ yb3++  e-.  A value o f  0.11 eV was derived from the 
temperature-dependent Cp data (Cirafici et al. 1985). 

The so far highest y-value o f  8000mJ/K 2 was observed for YbPtBi (Fisk et al. 1991, 
Thompson et al. 1993). This bismuthide can be classified as a very heavy-electron system. 
The heavy-mass state in YbPtBi is unconventional in that it develops from Bloch states 
in an electron subsystem with a low carrier concentration (Hundley et al. 1997, Fisk et 

al. 1991). 
Crystal electric field parameters for YbPtBi have been derived from neutron scattering 

data (Robinson et al. 1993, 1995) and are interpreted in terms o f  strongly broadened 
crystal-field levels. The ground state is six-fold degenerate, consisting of  a doublet (FT) 
and a quartet (Fs). Integration o f  the levels is in agreement with the experimentally derived 
linear specific-heat coefficient within an accuracy o f  -4-20%. Furthermore, 2°9Bi N M R  
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data of this bismuthide showed a transferred hyperfine coupling which was attributed to 
ytterbium f moments (Reyes et al. 1995). 

The effect of chemical pressure on YbPtBi single crystals was studied by heat- 
capacity measurements on yttrium- and lutetium-doped samples (Lacerda et al. 1993). 
According to these measurements, the heavy-fermion state of this compound seems to be 
unchangeable by a relatively large amount of nonmagnetic doping (yttrium or lutetium). 
Furthermore, the heat capacity measurements reveal only a small pressure dependence 
when compared with other heavy-fermion materials. 

4.6. High-pressure investigations 

Investigations of YbTX compounds under high pressure conditions are of particular 
interest with respect to the influence on the crystal structure and the physical properties. 
From a structural point of view, divalent ytterbium compounds might show a structural 
phase transition under pressure, resulting in a modification with trivalent ytterbium. 
The pressure-induced magnetization of Yb 2+ should then be the mirror image of the 
demagnetization of Ce 3+. 

The ground-state properties of Kondo-lattice systems, for example, are expected to be 
very sensitive to external pressure. The latter may modify the strength of the exchange 
interaction J between the localized 4f and the conduction electrons and thereby the 
competition between the intersite (RKKY) and intrasite (Kondo) interactions. The balance 
between these effects has been theoretically described by Doniach (1977) for a magnetic 
phase diagram depending on the exchange parameter J .  

The influence of hydrostatic pressure on the Curie temperature of YbNiSn was 
investigated by ac susceptibility and resistivity measurements. The ordering temperature 
first increases at a rate of 2 K/GPa, passes through a maximum at 7.7 K, and then 
decreases (fig. 19) (Cornelius et al. 1995, Drescher et al. 1996a,b, Abd-Elmeguid 1998, 
Sparn et al. 1992). The asymmetry in this diagram is opposite to that observed in 
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Fig. 19. Pressure dependence of the 
Curie temperature of  YbNiSn (from 
Cornelius et al. 1995). Inset: experimen- 
tal ac-susceptibility signal in units of  
nanovolts at 0.8 GPa after subtraction of  
a temperature-dependent background. 
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related cerium intermetallics. This has to do with the fact that the Kondo temperature 
increases with pressure for cerium compounds, but decreases for ytterbium compounds 
as is readily evident from Doniach's (1997) diagram. The lattice parameters of YbNiSn 
were also investigated under high-pressure conditions (Drescher et al. 1996a). A smooth 
decrease of the lattice parameters is observed. No structural phase transition is obvious 
up to 26.4 GPa. This pressure dependence of Tc was also studied by 17°yb M6ssbauer 
spectroscopy (Drescher et al. 1996b). The complete high-pressure M6ssbauer and 
resistivity data of YbNiSn and the aluminide YbPtA1 have recently been summarized 
in a micro-review by Abd-Elmeguid (1998). 

The pressure dependence of the electrical resistivity of YbCuA1 was investigated 
(Alami-Yadri et al. 1998, 1999a,b) up to 8GPa. The resistivity at 300K decreases 
with increasing pressure. At 8 GPa a T 2 dependence occurs at low temperature (Fermi- 
liquid behavior), and the Kondo temperature decreases with increasing pressure. The 
experimental setup for these measurements was presented by Jaccard et al. (1998). 
Furthermore, point-contact spectroscopy was used to measure the interconfigurational 
excitation energies and conduction-electron lifetime width of valence-fluctuating YbCuAt 
(Bussian et al. 1982). 

The strong correlation between the valence and the ionic volume of the lanthanides is 
one of the best known features of mixed-valent lanthanide systems. In contrast to cerium 
and europium intermetallics, divalent ytterbium intermetallics show a negative volume 
effect under applied hydrostatic pressure. H~ifner (1985) determined values of -Ox/Op 
and 2 0 V / O H  2 of -7 .1  x 10 -13 and -1.5× 10 -12 for YbCuA1 (Zieglowski et al. 1986). 

4.7. Thermoelectric power  

Thermoelectric power (TEP) measurements are useful for obtaining more detailed 
information about the influence of the Kondo effect on the ground-state properties. 
In general, the thermoelectric power of heavy-fermion compounds shows much larger 
values than normal metals. This is a consequence of the enhancement of the density 
of states at the Fermi level. For YbPtln, the thermoelectric power reaches -9  btV/K at 
150K (Trovarelli et al. 2000). Measurements of YbNiSb, YbPdSb and YbPdBi yielded 
S = +26 btV/K, +25 b~V/K and -4  btV/K, respectively (Aliev et al. 1988, 1989b, Skolozdra 
et al. 1997). The positive sign of the thermoelectric power of YbPtBi suggests that holes 
are the predominant carriers in this bismuthide (Hundley et al. 1997). 

Intermediate-valent YbCuGa shows a TEP o f - 4  ~tV/K at room temperature as is 
observed in most ytterbium-based mixed valent systems. This suggests that the majority 
carriers in YbCuGa are electrons (Adroja et al. 1990). 

TEP measurements of YbPdGe and YbPtGe yielded maximum values o f - 6  IxV/K at 
120 K for YbPdGe and +6 ~*V/K at 30 K for the platinum germanide (Itoh and Kadomatsu 
1998). The variation of TEP is significantly different for the isotypic cerium compounds. 
Nevertheless, a common feature of these compounds is that the conduction bands do not 
consist of 5d6s states of Yb and Ce, but of Pd and Pt states. 



504 R. POTTGEN et al. 

The TEP of YbNiSn exhibits a broad minimum at 100K (-18 gV/K), a maximum at 
17 K @0.5 gV/K), and a sharp peak at 7.5 K, followed by a sign change from negative 
to positive below 5 K (Adroja et al. 1998). This behavior can be understood on the basis 
of crystal-field and Kondo-type interactions. A more detailed discussion of TEP results 
for YbCuA1 and YbNiSn was given by Alami-Yadri et al. (1999a,b) in a broader context, 
together with the heavy-fermion compounds YbSi and YbCu2Si2. 

TEP experiments on YbCuA1 were performed down to low temperatures. By analogy 
with transition metals, the low-temperature TEP of 4f instability compounds was 
interpreted in a crude two-band model of a heavy band and a broad d band according to 
the Mott formula (Mott 1936). Analysis of the YbCuA1 data above 1 K in the two-band 
model clearly reveals the electron-hole symmetry in comparison with cerium compounds 
(Jaccard et al. 1985, Jaccard and Sierro 1982). 

4.8. XAS, neutron scattering and photoemission 

LIII absorption edge measurements of the Yb(Cu,Ag,Au)Sb antimonides (fig. 20) show 
two different peaks around ~8937 eV and ~8943 eV, which correspond to the 4f 14 and 
4f ]3 configurations of Yb 2+ and Yb 3+, respectively (Flandorfer et al. 1997). These studies 
show that the ytterbium atoms might be in a non-integral valence state in the respective 
antimonides. The corresponding valences are 2.08+0.02, 2.06-4-0.02 and 2.144-0.02 for 
YbCuSb, YbAgSb and YbAuSb, respectively. Nevertheless, one should keep in mind that 
such small amounts oftrivalent ytterbium might also arise from small amounts o fa  Y b 2 0 3  

impurity. 
A Lm XANES spectrum in the ytterbium region of YbCuGa exhibits two distinct peaks 

separated by 7 eV (Adroja et al. 1990), indicating an intermediate-valence state of the 
ytterbium atoms. This is in agreement with the magnetic behavior. 
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Fig. 20. XAS spectra for Yb(Cu,Ag,Au)Sb at 300K. From Flandorfer et al. (1997). 
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The gallides YbCuGa, YbPdGa, and YbPtGa were investigated by inelastic neutron 
scattering (Adroja et al. 1997). The spectrum of YbPtGa shows three well-defined crystal- 
field excitations, while that of the copper compound shows a broad inelastic excitation 
around 17.7meV YbPdGa shows two broad excitations besides a weak crystal-field 
excitation. The three peaks of YbPtGa correspond to transitions between the ground- 
state doublet and the three excited doublets of the crystal-field-split J = 7/2 multiplet of 
the Yb 3+ ion. 

Two well-defined crystal-field excitations at 12.2 and 18.1 meV and a quasi-elastic 
excitation centered at zero energy were derived from inelastic neutron scattering 
experiments of ferromagnetic YbNiSn. A crystal-field potential based on a superposition 
model was presented in that work (Adroja et al. 1998). 

High-resolution photoemission studies were performed for YbPdA1, YbPtA1, and 
YbAuA1 (Reinert et al. 1999). For these intermediate-valent and Kondo compounds a clear 
correlation of the linewidths, the binding energies and the spectral-weight distributions of 
the 4f spectra with the characteristic temperature Tma x of the maximum in the magnetic 
susceptibility is observed. 

Inelastic neutron scattering experiments on intermediate-valent YbCuA1 at low tem- 
peratures reveal well-defined inelastic magnetic-response peaks superposed on a broad 
quasielastic-scattering spectrum (Murani et al. 1985). The peaks are clearly magnetic in 
origin. This observation correlates with NMR Knight shift measurements, a7A1 NMR 
shifts and spin-lattice relaxation time measurements were performed to further elucidate 
the spin-fluctuation behavior in YbCuA1 (MacLaughlin et al. 1979). Relaxation data show 
a 4f spin fluctuation rate which decreases by a factor of about 2 between Tmax and 100 K. 
Also, quadrupole splitting of the 27A1 NMR spectrum was investigated as a function of 
temperature (Lysak et al. 1987, MacLaughlin 1981). The results suggest a considerable 
temperature dependence of the ytterbium electronic structure, which is apparently an 
important contributor to the electric field gradient at the aluminium sites. The electric 
field gradient appears to reflect the breakup of the intermediate-valent ground state with 
increasing temperature. 

5. Conclusion 

Summing up, the crystal chemistry of 84 equiatomic Y b T X  compounds has been re- 
viewed. These intermetallics crystallize in 20 different structure types. The T components 
are mostly transition metals from the iron to the zinc group and X is an element of main 
group III, IV or V. The electron count of the Y b T X  compounds can effectively be varied 
through a substitution of the T and X components. The electronic structure of some 
compounds was investigated by LMTO band-structure calculations. Chemical bonding 
is governed by strong covalent T - X  interactions within the polyanions and rather ionic 
Yb-T(X) bonds. 

In addition to the crystal chemistry, the greatly varying magnetic and electrical 
properties are reviewed. Besides simple temperature-independent paramagnets (TIP), 
antiferromagnetic or ferromagnetic ground states occur. Some Y b T X  compounds are 
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characterized as intermediate-valence systems. The magnetic investigations have been 
paralleled by 17°yb M6ssbaner spectroscopy and LIH X-ray absorption experiments in 
order to investigate the valence behavior of the ytterbium atoms. Several Y b T X  com- 
pounds show Kondo or heavy-fermion behavior. These ground-state properties were 
further characterized by specific-heat and thermopower measurements. We have finally 
tried to compare the X-ray crystallographic results with physical property measurements 
in order to figure out structure-property relations for several compounds. 

The most outstanding Y b T X  compounds are ferromagnetic YbNiSn, intermediate- 
valent YbCuA1, and the bismuthide YbPtBi with an extremely large linear coefficient 
of the specific heat y = 8 J/mol K 2. More than 85 publications have been devoted to these 
three peculiar materials in recent years. 

Although numerous investigations of Y b T X  compounds have already been performed, 
this interesting family of intermetallics still has a large potential for future studies. One 
strategy might certainly be a more detailed examination of the structures and properties 
under high-pressure conditions. 
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Introduction 

Rare-earth permanent magnets are mainly composed of rare-earth and transition-metal 
elements. The first industrial rare-earth magnets of SmCos-type were proposed and 
investigated at the end of the 1960s, and the production on industrial scale started in the 
early 1970s (Strnat 1976, 1988). These magnets are produced by a metallurgical method: 
powder production, compaction, sintering, post-sintering heat treatment, and machining. 

Following this, the next industrially successful rare-earth magnet, the "2-17" type, was 
developed from the same Sm-Co system (Strnat 1988). There are several good review 
papers on these magnets (Kumar 1984, Strnat and Strnat 1991). 

In the early 1980s, the new Nd2Fel4B-type magnet was invented by two groups (Croat 
et al. 1984, Sagawa et al. 1984a). This magnet was initially prepared in the following two 
ways: sintering of powders by metallurgical techniques, and melt-spinning and/or liquid 
quenching. The crystal structure of this magnet appears only in the B(borõn)-Nd-Fe 
ternary system, and is never observed in the pure Nd-Fe binary system. These initial, 
different methods of preparation were separately developed, and resulted in the fruitful 
development of high-energy sintered magnets and nanostructural magnetic materials. 

Other interesting materials in the rare-earth family of magnets have Th2Zn17- and 
ThMn12-type strucmres (Coey and Sun 1990, Fujii et al. 1992, de Mooij and Buschow 
1988). These materials contain nitrogen (e.g. Sm2Fe17N3, Nd(Fe,Ti)~2N) and/or carbon 
(e.g.Sm2FelTCx) in their structures. Review papers about these interstitially modified 
materials have appeared in many scientific magazines and books (Fujii and Sun 1995). 

In this review, we will point out some basic aspects which are of great relevance to 
the understanding of the effects of the third elements in these materials, such as B in 
Nd-Fe-B magnets and N and/or C in Sm2Fel7N3 and Sm2Fel7Cx magnets. 

Various methods of preparation of the magnets have been developed, such as ordinary 
powder-metallurgical sintering, melt spinning, mechanical alloying, hot working, and the 
hydrogenation disproportionation desorption recombination (HDDR) process. In each 
method of preparation, the development of magnetic properties is achieved by changing 
the microstructure, grain boundary strucmre and intrinsic magnetic properties of the 
materials. For example, the SmFe7-Nx phase can be stabilized in the intermediate steps 
of the reactions by mechanical alloying and/or melt spinning (Yamamoto et al. 1996, 
Sakurada et al. 1997). Therefore this phase has been the subject of much interest in 
fundamental and application studies. 

The methods of preparation revealed many interesting points in terms of materials 
science. The development in each method will be summarized and some future tasks 
will be pointed out in this review. 

As is the case for the Sm-Co system (Strnat 1988), some additives, such as Co, 
Ga, Zr, and the heavy lanthanide elements, strongly affect the magnetic properties of 
Nd-Fe-B and Sm-Fe-N or Sm-Fe-C magnets. The effects come from changes in 
intrinsic magnetic properties such as magnetic anisotropy, polarization, Curie temperature; 
microstructural changes such as depression of grain growth; and formation of secondary 
phases at grain boundaries. Analysis of the effects yields a deeper understanding of the 
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magnetic properties ofrare-earth magnets (Fidler et al. 1994). The studies of the effects of 
additives, therefore, are important research tasks which will be discussed in this review. 

Another interesting development is the appearance of exchange-coupled magnets, 
which are composed of fine hard and soft magnetie phases of some 10 nanometers (nm) in 
diameter. The idea underlying this magnet is the quantum-mechanical interaction between 
nanometer-size magnetic phases (Kneller and Hawig 1991). In the Nd-Fe-B system, the 
interactions between the Nd2Fe14B phase and the Fe3B phase (Coehoorn et al. 1988) 
or the c~-Fe phase (Manaf et al. 1991) were investigated. For Sm2Fe17Nx, the interaction 
between the Sm2Fe17Nx phase and «-Fe was initially studied by Ding et al. (1993). A more 
reeent study based on Sm2Fel»Ga2Cx magnets has fundamentally the same direction of 
motivation (van Lier et al. 1999). 

These exchange-coupled magnets which are based on long-range quantum effects, are 
ofinterest as mesoscopic phenomena in a number ofphysicochemical fields. The principle 
of these magnets merits further fundamental and applied studies on the appearance of a 
new type of long-range order in ferromagnetic materials. 

In this review, we will discuss some aspects in each active field of research on these 
magnets. Out intention is to summarize the fundamental ideas of the development of 
research in each field mentioned above, and to point out some important results which 
were recently obtained. 

1. Some aspects of  fundamental  research on rare-earth permanent magnetic 
materials 

1.1. General remarks 

The most obvious chara¢teristic of the rare-earth magnets is that these compounds are 
fundamentally metallic alloys between rare earths and transition metals. A recent trend 
in the development of rare-earth permanent magnets is the use of a third element, such 
as B in Nd2Fe14B and N in Sm2Fe17N» 

After the invention of Nd2Fe14B, some researchers theoretically studied the relation 
between electronic and magnetic structures of the material. They used the point-charge 
model (Cadogan and Coey 1984, Yamada et al. 1987), simplified empirical methods for 
calculation of the density of states (DOS) (Inoue and Shimizu 1986), and first-pfinciples 
band-structure cal¢ulation (Gu and Ching 1987). They tried to explain spin reorientation 
and other magnetic properties of the Nd2Fe14B magnet. More re¢ently, the fundamental 
understanding of the magnetic properties of the alloys and compounds was extended by 
the use of the local spin-density functional (LSDF) method and the linear muffin-tin 
orbital (LMTO) method (Kanamori 1990, Coehoorn 1991, Jaswal 1992). The role of the 
third element, however, has not been fully explained by the theoretical analyses of the 
band structure of the magnetic compounds. Some aspects concerning this point will be 
discussed in the present se¢tion. 

Franse and Radwanski (1996) have reviewed the experimental eNorts towards under- 
standing the fundamental properties of the rare-earth transition-metal compounds. 

The rare-earth permanent magnets were born by combining the high magnetization 
of the transition-metal sublattice with the high crystalline anisotropy of the lanthanide 
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sublattice. The characteristics of these sublattices, however, are obviously different. The 
properties of transition metals, especially magnetic properties, mainly come from 3d-band 
electrons directly contributing to the band structure near the Fermi level, with 4s and 4p 
electrons in the conduction bands: for example the sp and/or spd bands. 

On the other hand, the magnetic properties of the lanthanide sublattice are governed by 
4f electrons in the inner orbitals. The 4f electrons have little effect on the band structure 
of the crystals, since their narrow width, ~0.1 eV, means their interaction with the 
neighboring atoms is weak. 

Since some properties of each sublattice, especially the anisotropy of the lanthanide 
sublattice, as experimentally established, govern the behavior of the whole crystal of the 
magnet, the magnetic properties of the lanthanide sublattice will affect the sublattice of 
the transition metals, i.e., interactions between sublattices exist. The 4f electrons, however, 
have almost no direct bonds with the 3d electrons of the transition-metal sublattice, so the 
anisotropy of the 4f electrons initially transfers to the outer orbitals of 6s, 5d and/or 6p 
electrons of the lanthanide atoms, and these in turn interact with 4s and/of 4d electrons 
of the transition-metal sublattice, which is composed of sp and/or spd bands with the 
transition metal's 3d electrons. The interactions between the 4fand 3d electrons, therefore, 
are indirect. Figure la schematically shows the band structure in the lanthanide-transition- 
metal compounds. 

From a theoretical point of view, the 3d electrons and the 4f electrons independently 
show some important characteristics, such as the Kondo effect and heavy-fermion 
behavior. The properties of the electrons have been studied by many researchers. 
A theoretical analysis of the electrons, however, in a physical sense, is still insufficient 
for explaining the magnetic properties of lanthanide-transition-metal magnets. The 
difficulties mainly come from the complexity of the mixture of the 3d and 4f electrons 
and of the interactions among them in these materials. 

As mentioned above, recent developments in permanent magnets are due to the use of 
third elements for controlling the magnetic properties of the alloys. The third elements, 
such as B in Nd2Fe14B, and N and/or C in Sm2Fe17Nx(-Cy) are used to modify the 
magnetic properties of the compounds, through the appearance of a new phase in 
Nd2Fe14B (Herbst et al. 1984), and mainly through lattice expansion of the starting 
structure of the Th2Zn17-type phase, without structural change upon introduction of the 
third element, in Sm2Fel7Nx and Sm2Fel7Cy. 

We present a summary of the resulting compounds containing a third elements, and 
their simplified characteristics as the materials for permanent magnets, in table 1. We also 
show, in fig. lb, a schematic representation of the band structure of lanthanide-transition- 
metal alloys containing a third element. 

The roles of B in Nd2Fe14B magnets and N in Sm2Fel7Nx magnets have been 
understood from two main points of view. The first point is the modification of the band 
structure by the formation of bands between 2p electrons of the third element and the 4s, 
3d and/or 4p electrons of the transition metal, as shown in fig. lb. Concerning this point, 
we show in fig. 2 a schematic representation of the relation between energy (E) and density 
of states (DOS) in Y2FelT(-N3) systems, which was initially calculated and then presented 
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Fig. 1. Schematic presentation of band structures of (a) lanthanide-transition-metal (3d-4f) compounds, and 

(b) compounds including light elements having 2p electrons. 

Table 1 
Materials for rare-earth permanent magnets and their typical properties 

Alloy H B C N O 

SmCos, •m2Fel7H x Nd2Fel4B, Sm2FelvCy Sm2FezTN z Ferrites 
Sm2C%7 Pr2Fel4B 
Sinterable <550 K(?)  Sinterable Sinterable(?) <800 K(?)  Sinterable 
Metallic x: 0-O (?) B = 1 y = 1 (SSR) a z: 0-4 (?) Oxide 
(+additives) Interstitial New phase y > 1 (Gas R)b z = 3 (stable?) 

(+additives) Interstitial Interstitial 

a SSR, Solid state reaction. b Gas R, Gas reaction. 

by Jaswal et al. (1991) as an explanation for the effects of  the 2p electrons of  the third 
element on the band structure of the material. The change of band structure and DOS near 
the Fermi level is the origin of  the enhancement of magnetization and Curie temperamre. 

The second point is the magneto-volume effect. The volume of the unit cell is expanded 
by the insertion of a third element, and the expansion yields an increase of  the interatomic 
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Y ~ ~ ! : ,  2o _ 

I DOS (A.U.) 
Fig. 2. Schematic presentation of the density of states 
(DOS) of the Y2FeI7 and Y2FelTN 3 compounds (Jaswal et 
al. 1991). 

distances of Fe-Fe pairs. These structural changes also affect the band structure of the 
materials. This effect is also included in the calculation of DOS rs. E shown in fig. 2. 

Magnets based on the Nd-Fe-B system are basically metallic, and they are prepared 
by metallurgical techniques. The technique for introducing boron atoms into the structure 
is basically that of alloy making. Except for second-phase formation, the boron atoms 
naturally find their sites in the crystal structure during the formation of the 2-14-1 phase 
as a result of thermodynamic stability. 

The magnets of Sm-Fe-X (X = C, N) compounds having Th2Zn17 crystal strucmre, 
however, are prepared by gas-solid reactions. The third element is gradually introduced 
into specific sites in the crystal by a bulk diffusion process. In the 2-17 structure, when 
hydrogen (X = H) is introduced, the H atoms exist in both interstitial 9e and 18g sites in 
the structure; in the cases of C and N, the atoms mainly occupy the 9e site, with a small 
fraction in the 18g site as shown in some neutron diffraction studies (Jaswal 1992, Isnard 
et al. 1992, Kajitani et al. 1993). 

In the Sm2Fe17N~~(-Cy) compounds, the situation for theoretical and experimental 
investigations of the effects of the third element are simpler than in the case of Nd2Fe14B. 
This simplicity sterns from the fact that the basic strucmre of Sm2Fel7 is stable, which 
makes it possible to compare the electronic and magnetic properties of the parent phase 
with those of the nitrogen- and/or carbon-doped hard magnetic phase (Jaswal et al. 1991, 
Jaswal 1992). 

Many important conclusions of the calculations can be found in the original papers 
quoted. In the following sections, therefore, we will discuss a few interesting points 
concerning the effects of the third element on the magnetic properties of the lanthanide- 
transition-metal magnets. 

1.2. Magneto-volume effects 

The crystal structures of Sm-Co and Sm-Fe-X (X = N, C) compounds of the lanthanide 
permanent magnets are based on the CaCus structure. SmCo» has this structure, and the 
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Fig. 3. Schematic presentation of Th2Fe~7 crystal 
structure (Coey 1996). 

2-17-type structures in Sm-Co and Sm-Fe-X systems, which can be categorized into 
Th2Zn17 and Th2Nil7 structures, have a structure in which a half of the lanthanide sites 
are substituted by so-called Fe-Fe dumbbell pairs. The structure of Sm2FelvNx (x = 0-3) 
compounds is also of this type (Buschow et al. 1990, Miraglia et al. 1991). 

Figure 3 schematically shows the Th2Zn17 crystal structure (Coey 1996). The tmit cell 
of this structure consists of 3 units of Sm2Fe17N3 composition (Z = 3). There is only one 
site, 6c, for the Sm atoms; and 4 sites, 6c, 9d, 18f and 18h, for the Fe atoms. 

The structure is composed of 2 types of planes perpendicular to the c-axis. One plane 
is composed of Sm, Fe, and the nitrogens in 9e sites. The 9e sites lie between the 6-fold 
local structure of Fe atoms in this plane. The second plane is composed only of Fe atoms. 
If nitrogen occupies the 18g sites, it exists in this plane. The results of neutron diffraction 
studies revealed that only 5-10% of the nitrogen atoms occupy these 18g sites (Miraglia 
et al. 1991, Jaswal 1992, Isnard et al. 1992, Kajitani et al. 1993). 

As to the origin of the enhancement of the magnetic properties in Sm2FelTN3 compared 
to Sm2Fe17, magneto-volume effects, i.e. changing Fe-Fe interatomic distances, are 
thought to be the main reason. Magneto-volume effects have been theoretically explained, 
for Fe by Moruzzi et al. (1986), and for other compounds, including the 2-17 structure, 
by Coehoorn (1991). 

Figure 4a shows the calculated dependence of magnetic moments on Wigner-Seitz 
cell volume in bcc-Fe (Moruzzi et al. 1986); the cross (×) denotes the moment at 
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specific volumes of bcc-Fe and Y2Fel7 compounds Coehoorn 1991). 

zero pressure. It is obvious that the moment increases with increasing cell volume. The 
local-spin-density approximation was used in the calculation. 

Coehoorn (1991) used a similar method to calculate electronic structures of  rare-earth- 
transition-metal compounds. Figure 4b shows schematic representations ofhis calculation 
of the dependence of the average magnetic moment on cell volume in bcc-Fe and Y2Fel7. 
In the case of yttrium-iron compounds, we can estimate the volume dependence of the 
magnetic properties of the Fe sublattice because of the lack of 4f  electrons at rare-earth 
sites. The cross denotes the moment at the equilibrium volume. 

These calculations reveal that the magneto-volume effect exists in bcc-Fe and in the 
Y2Fe]7 structure, which can be used as an adequate model for the Sm2Fel7 phase. Since 
there is a volume expansion of about 7% after nitrogenation of the starting Sm2Fel7 alloy, 
the magneto-volume effect should be the origin of  the enhancement of  the magnetic 
properties by introduction of a third element into lanthanide-transition-metal systems. 

We also estimate that the volume effect directly corresponds to changing Fe-Fe 
interatomic distances in the structures. When we examine the details of  crystal structure 
analyses of  the systems, however, it is not always true that the Fe-Fe interatomic distances 
increase upon introduction of a third element into the structures. 

In the case of  Sm2Fe17N3, it is obvious that introduction of nitrogens into 9e sites results 
in an increase of  cell volume. According to the neutron diffraction study by Koyama 
et al. (1997), however, the interatomic distances between the Fe(6c) and Fe(18f) sites 
decrease with increasing nitrogen concentration in the ease of  nitrogenation of Y2Fel7 and 
Y2Fe17N3. They obtained lattice eonstants a=8.5003(1)Ä and c = 12.4294(1)Ä for the 
Y2Fel7 phase, and a = 8.6710(3)Ä and c = 12.7241(4)Ä for the Y2FeI7N3 phase. These 
lattice parameters are similar to the values reported for Sm2Fel7 and Sm2Fe]7N3. They 
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Fig. 5. Schematic presentation of local shrinkage and expansion in the c-plane of Th2Fel7 crystal structure with 

introduction of nitrogen atoms. 

also calculated the distances between Fe(6c) (dumbbell) and Fe(18t'), which are neighbors 
of the nitrogen atoms introduced into 9e sites. The following results were obtained: 

$2.7801 Ä for Y2Fe17, 
d(6c-18f) 

1,2.7349Ä for Y2Fe17N3. 

The distances between Fe(18f) sites are 

f2.5110Ä for Y2Fe17, d(18f-18f)b = $3'4765 Ä for Y2Fe17, d(18f-18f)a 
/2.4539Ä for Y2Fe17N3, 1.3.7648Ä for Y2Fe17N3. 

After introduction of nitrogen into 9e sites, there are two different distances between 
Fe(18f) sites. The former distance is shorter than the latter, where the nitrogen atom 
occupies a site between the Fe atoms. As shown, some iron interatomic distances shrink 
by the introduction of nitrogen into 9e sites, and this can be physically understood by 
examination of fig. 5. The distances between Fe(6c) and Fe(9d), and also between Fe(6c) 
and Fe(18h), increase: 

d(6c-9d) = ~2.6072Ä for Y2Fe17, d(6c-18h) = ~2.6394Ä for (Y2Fel7), 

12.6653 Ä for Y2FeITN3, /2.6816Ä for (Y2FeI7N3) 

With these results, we can image a kind of Wigner-Seitz (W-S) cell which has Fe(6c) 
at its center surrounded by six Fe(180, one Fe(6c), three Fe(9d) and three Fe(18h), as 
shown in fig. 6a. 

The volume change of the W-S cell by the nitrogenation can be calculated from 
the interatomic distances given in the paper by Koyama et al. (1997) using the model 
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presented in fig. 6a. The volume of the W-S sphere after nitrogen introduction is slightly 
larger than that of the W-S cell before, because the shrinkage of the Fe-Fe distances in 
the c-plane is compensated for by the expansion in the c-axis direction, i.e. AV = 0.76%. 
This value is smaller than that, AV >4%, for a similar W-S sphere with the Fe(9d) 
atom at the center, surrounded by the Fe(18h), Fe(18f) and Fe(6c) atoms, as shown 
in fig. 6b. 

On the other hand, the magnetic moments determined by neutron diffraction at 
10K (Koyama et al. 1997) show a 28.2% increase of the moment at the 6c sites 
[2.23(5)#B (Y2Fel7) to 2.86(5)#B (Y2Fel7N3)] and a 12.8% increase at the 9d sites 
[1.88(6)#B (Y2Fel7) to 2.12(8)#B (Y2FelTN3)]. 

With respect to the other two sites in the structure, it is difficult to evaluate the 
effects which come from nitrogen atoms occupying the nearest-neighbor sites: Fe(18h) 
and Fe(18f). However, we can conclude that it is difficult to explain the increase in the 
magnetic moments at the Fe(6c) and Fe(9d) sites by magneto-volume effects. 

To investigate the details of the phenomena mentioned above, we must refer to another 
discussion, based on the change of band structure induced by the existence of a third 
element in the structure, for example, by Kanamori (1990). 

1.3. Band structure near the Fermi level 

The discussion in this subseetion will be based on the band structure of the lanthanide- 
transition-metal compounds as shown schematically in figs. la,b. If we think about the 
effect of the anisotropy of the inner 4f electrons of the lanthanides (Sm or Nd) on the 
Fe sublattices, the 4f electrons should initially transfer their characteristics to 5d, 6s and 
6p band electrons of the lanthanide atom, which in turn will transfer the information to 
4s, 4p and 3d electrons of the Fe atoms, fmally affecting the magnetic properties, for 
example the crystalline anisotropy, of the entire crystal. 
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Fig. 7. Fe K-edge XMCD spectrtma in the 
R2Fel4B compounds compared with Fe metal 
(Chaboy et al. 1997). 

When nitrogen atoms are introduced into the structure, the 2p electrons of nitrogen 
generate new states in the band structure of the newly prepared phase of Sm2Fe17N3 
composition, as shown in fig. 2. The nitrogens form bands with Fe sublattices, cansing 
the shape of the density of states (DOS) to change from the so-called weak ferromagnetic 
type to the strong ferromagnetic type. 

This point was experimentally studied in the band structure of Nd2Fel4B. Recently, 
Chaboy et al. (1997) and Maruyama (1998) investigated and discussed the band structures 
of the R2Fe14B seiles of compounds using X-ray magnetic circular dichroism (XMCD), 
see the data presented in figs. 7 and 8. They used Fe K-edge absorption, and determined 
the band structures near the Fermi level in the R2Fe14B series of compounds. 

Figure 7 presents the Fe K-edge absorption spectra of the seiles ofR2Fel4B compounds. 
The absorption corresponds to the E1 spectrum of the Fe(ls)---+Fe(4p) transition. 
Maruyama (1998) was interested in the peaks at (E-Eo) of about 6eV, and noted the 
following points: (1) in the cases of R=Y, La, Ce, Yb and Lu, the XMCD spectra are 
fundamentally the same as for pure Fe; (2) for R = Pr, Nd and Sm, the spectra largely 
increase toward the negative direction; and (3) for R = Gd, Tb, Dy, Ho, Er and Tm, the 
spectra shift in the positive direction. 

The variation in the spectra from different lanthanide elements corresponds to the 
difference in the polarization of the 4p-conduction bands of Fe in the structttres. The 
authors treated the spectra by subtracting the spectrum of the Y2Fe14B compound [which 
should correspond to the direct contribution from only the Fe sublattice] from the observed 
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individual R2Fe]4B spectra. As a conclusion, they found that the shape of Fe K-edge 
integrated XMCD signals, in arbitrary units, almost agrees with the 4f-electron magnetic 
moments of the rare-earth elements, as shown in fig. 8. 

They suggest that a strong correlation exists between the 4p electrons in Fe and the 
4f electrons in the lanthanide. The relation should emerge from the interaction 4p(Fe) 
5d(R) --+ 4f(R). 

They also studied the lanthanide L-edge absorption, which corresponds to the El transi- 
tion of R(2p) --+ R(5d) in the lanthanide elements, to examine the 5d bands in the R2Fe14B 
compounds. The results were complex due to ferro- or antiferromagnetic alignment (L-S 
coupling of the R ~ F e  moments) of the magnetic moments of the lanthanide elements in 
the structure (Chaboy et al. 1997). This complexity was explained by a shrinkage of the 
ware functions of the 5d orbitals (König et al. 1994). Thus, we are now ready to discuss 
the observed spectra concerning the interaction of 4p(Fe)+-+5d(R)+-+4f(R) electrons. 

Experimental studies of the band structure in lanthanide permanent magnets, therefore, 
must be continued, and should help to solve the complex interactions of the 3d and 
4f electrons through other bands. A clearer understanding of the physics of lanthanide 
magnets should be achieved by these studies. 

2 .  S i n t e r e d  m a g n e t s  

Sintered magnets based on the Nd2Fe14B phase are the most important material for indus- 
trial magnetic applications. The most important applications are voice-coil motors (VCM) 
for hard disk drives, CD/MD pick-up systems, magnetic resonance imaging (MRI), and 
more recently motors for the electrical vehicle (EV) (Hirosawa and Kaneko 1998). 

Sagawa et al. (1987) prepared the first high-energy-product magnets using Nd2Fe~4B 
phase, which had a (BH)max of 405 kJ/m 3. They controlled mainly the oxygen content of 
the sintered magnets to be less than 1500 ppm. Otsuki et al. (1990) developed a technique 
of mixing stoichiometric Nd2Fel4B powder with a Nd-rich alloy powder prepared by 
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melt spinning, and achieved 416kJ/m 3. Kaneko and Ishigaki (1994) found that the size 
distribution of the starting powders and the method of applying the aligning magnetic 
field were important, and succeeded in preparing a magnet with an energy product of 
431 kJ/m 3. Kaneko et al. (1999) achieved the latest record of 444kJ/m 3, by preparing 
particles of about 5 gm average grain size by a sophisticated pulverization method, surface 
treatment of the starting powder, and an increase of the orientation up to about 98% using 
a cold isostatic pressing (CIP) technique. 

For higher energy products, the volume fraction of main phase of Nd2Fe14B (~) in the 
sintered bodies should be as large as possible. The Nd-rich phase, however, is necessary 
for liquid-phase sintering which is important in order to realize high density magnets. 
It surrounds the main ~)-phase in the sintering process, and appears to have a strong 
correlation with the coercivity in the magnets (Sagawa et al. 1984b, Fidler et al. 1991). 

The Nd-rich phase is highly reactive with oxygen which is introduced during processing 
of the magnets. The amount of Nd-rich phase necessary for sintering of the higher-density 
magnets, therefore, has a clear relation with the amount of Nd203 phase formed after 
the sintering process. An important factor for the preparation of high energy products 
exceeding 400kJ/m 3, which have recently been realized, is the development of a 
distribution method for the Nd-rich phase in the magnets (Otsuki et al. 1990). 

Other important factors for the preparation of high-energy sintered magnets are 
particle-size distribution and alignment of the particles in sintered bodies. The effects 
of the former factor were clearly indicated by Kaneko and Ishigaki (1994) and Kaneko et 
al. (1999), and the development of the latter factor was discussed, including new methods 
of alignment, by Endoh and Shindoh (1994) and Sagawa and Nagata (1993). 

As to intrinsic properties of the Nd2Fe14B phase, important issues are improvement of 
the Curie temperature of 586 K, and of the corrosion resistance. Another important task 
for industrial applications is controlling the coercivity. These problems are gradually being 
solved by the use of additives to the magnets. The relation between corrosion resistance 
and coercivity will be discussed in sect. 6. 

For raising the Curie temperature, Co is added to substitute partially for Fe (Sagawa et 
al. 1984b). Cobalt, however, reacts with Nd to form a paramagnetic Nd-Co (Nd3Co) phase 
at grain boundaries, which deteriorates the obtainable maximum flux density. However, 
the addition of Co does increase the corrosion resistance of the magnets (Fidler et al. 
1991, 1994). 

Another important additive is Dy, which partially substitutes for Nd. Dy increases 
the intrinsic magnetic anisotropy of Nd2Fe14B, which means increasing the coercivity. 
However, since the magnetic moments of Dy are anti-paralM with those of Nd, the 
magnetization of the ~-phase decreases with increasing Dy content. 

As is the case for Sm-Co magnets, there are some other additives for improving 
magnetic properties of the magnets: Cu, Nb, Ga, V, Mo and so on. The role of each 
additive was discussed, for example, by Fidler et al. (1991, 1994). They distinguished 
two groups of dopants as follows: 

Type 1 : A1, Cu, Zn, Ga, Ge, Sn; Type 2 : Ti, Zr, V, Mo, Nb, W. 
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Fig. 9. Schernatic of the microstructure of a real sintered 
Nd-Fe-B magnet: large grains create large stray fields; 
incomplete magnetic separation by grain boundaries. 

Type-1 additives (M1) form binary M1-Nd phases and ternary M1-Fe-Nd phases, 
i.e. Nd3(Ga,Fe), Nds(Ga,Fe)3, NdCu, NdCu2, and Nd6Fe3M1, where M1 =A1, Ga, Cu. 
These additives mainly form intermetallic compounds with Nd at the grain boundaries; 
magnetically, the phases yield better separation and decoupling of the grains which leads 
to an enhancement of the coercivity of the magnets, and also an improvement of the 
corrosion resistance. 

Type-2 additives (M2) have low-solubility in the hard magnetic phase, and form 
precipitates in the main phase and at grain boundaries. For example, they form (V, Fe)3B2, 
(Mo,Fe)3B2, NbFeB and WFeB phases. These phases also improve corrosion resistance. 

Here, we will discuss two cases to show the effects of additives. When V are added 
to the Nd2(Fe,Co)14B phase, the alloying agent reduces grain growth, and the average 
grain size is about half of that in normal sintered bodies without additives. They cause 
the disappearance of the Ndl.IFe4B4 phase by the formation of (Fe,M2)3B2 (Hirosawa 
1992). These borides appear at grain boundaries, which reduce the grain growth of the 
main phase. As a result of the V and Mo additions, the Co content in the magnets can 
be increased up to about 5 at.%. 

Fidler et al. (1991, 1994) discussed the combined effects of type-1 and type-2 additives, 
such as (Ga,Nb)- and (Cu,Nb)- dopants, on the magnetic properties. A small amount of 
Cu and/or Ga addition is effective in increasing the coercivity (Kim and Camp 1996). 
However, these additives assist in the formation of the «-Fe phase. On the other hand, Nb 
prevents the formation of the ct-Fe phase. The combinations, therefore, yield an attractive 
microstructure as sintered magnets. 

The effects of additives on the properties of sintered Nd-Fe-B magnets, and ideas for 
optimizing the magnetic properties, are discussed next. 

In fig. 9 we show schematically the microstructure of a typical sintered Nd-Fe-B 
permanent magnet, which consists of the main [Nd2Fe14B (~))] phase, the grain-boundary 
phase (a Nd-rich phase), and microstructural defects such as voids. The (~-phase mainly 
gives rise to the magnetization and determines Curie temperature of the magnets. The 
effects of additives on the intrinsic properties of the g-phase is obvious. Co substitution for 
Fe raises the Curie temperature. The saturation magnetization, however, does not increase, 
although that would be expected from our general knowledge about the Slater-Pauling 
curve for Fe-Co alloys. 
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Moreover, from an industrial view point, the amount of Co addition is limited to 
about 5 at.%, because if the Co concentration exceeds this value, the coercivity of the 
magnet decreases, even if other alloying agents such as V and Mo are added. 

Another important and obvious additive is Dy, which results in an increase of anisotropy 
(i.e. coercivity) by replacing Nd and enhancing Hcj. However, the magnetization of the 
magnets decreases with increasing Dy content. Commercially, the cost-performance of 
Dy addition is limited by the high price of Dy metal. 

The grain size of the ~)-phase in the sintered magnets is normally about 10 [xm. As 
generally known, decreasing the grain size of the 0-phase increases the coercivity of the 
magnets. The cause of this effect is not completely obvious. However, it is thought that 
intergranular interaction through a dipole or magnetostatic interaction is lowered, and the 
possibility of the existence of a nucleation center for magnetic reversal in low applied 
field in a grain also decreases with decreasing grain size. 

For the reduction of grain growth in sintered magnets it is effective to add Nb, V, and 
Mo, for example. These metals form borides at grain boundaries, which should retard the 
intergranular diffusion of elements, i.e. the mobility of the grain boundary. The negative 
effect of this addition is to enhance the formation of the «-Fe phase. 

Another important factor in the sintering process is the role of the grain-boundary 
phase, which is a Nd-rich phase in the sintered bulk material without addifives. The 
Nd-rich phase behaves as the source of the liquid phase, which helps in the diffusion of 
the elements and/or grain growth during the sintering. It appears that the Nd-rich phase, 
Nd-Co, Nd-Ga, and Nd-Cu alloys in the various cases of sintering also have the so-called 
"magnetic cleaning effect", i.e., wetting of the grain surface by reducing surface oxidized 
layers, and the disappearance of magnetic defects in the ~)-phase, such as micro-cracks, 
small secondary phases, and local shape smoothing which corresponds to the reduction 
of the local demagnetizing factors. 

The additives always show both positive and negative effects as mentioned above. 
Efforts to increase (BH)max of the sintered magnets, for example, can be realized by 
enhancing the intrinsic properties, increasing the content and alignment of the 0-phase 
with the minimum amount of grain boundary phases, which can be accomplished by 
magnetic cleaning and increasing sinterability of the magnets. 

Figure 10 schematically shows the ideal microstructure of sintered Nd2Fe14B magnets. 
The simulations in figs. 9 and 10 can be readily related to the real observations of 
the microstructures of sintered magnets represented in figs. 11 and 12. In fig. 12 
we show a newly developed high-energy-product magnet (444kJ/m 3) which consists 
of a Nd-rich phase, the Ndl.IFe4B4 phase, and the main d)-phase with homogeneous 
grains of about 5 ~tm in diameter, except for small voids (black) which are introduced 
during the polishing process by removal of the grain-boundary phases. The magnetic 
hysteresis curve of this magnet is shown in fig. 13 (Kaneko et al. 1999). This magnet 
has a remanence of 1.5 T with a density of 99%, a volume fraction of main ~-phase 
of 97.5%, and a grain orientation of about 98%. All these values are nearly the 
maximum values found in commercial permanent Nd-Fe-B magnets (Kaneko et al. 
1999). 
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Fig. 10. Idealized microstrucmre of sintered Nd Fe-B magnets: 
the magnet is divided into uniform grains; grain boundaries 
consist of a nonmagnetic Nd-rich liquid-forming phase of 
monolayer thickness. 

Fig. 11. Microstructure ofa sintered Nd-Fe-B magnet: 
Tl, main Nd2Fe14B phase; T» NdllFe4B 4 phase; 
Nd, Nd-rich phase. 

Fig. 12. (a) Microstructure and (b) distribution of 
grain orientations observed by X-ray diffraction in a 
Nd-Fe-B sintered magnet with (BH)max = 444 kJ/m 3. 
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3. HDDR process 

Hydrogen disproportionation desorption recombination (HDDR) for the preparation 
o f  unique microstructures for Nd2FeI4B and Sm2Fel7 is one o f  the most interesting 
techniques in the field o f  preparing permanent magnets. This method has been developed 
from the hydrogen decripitation technique (Harris et al. 1985), and the extension of  this 
method by Takeshita and Nakayama (1989), and McGuiness et al. (1990) who reported 
on a newly developed recombination technique from disproportionated phases. 

The most obvious and important feature o f  this method is the microstrucmral change 
in the treated alloys, in which the starting cast/homogenized phase with an average grain 
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Fig. 13. Demagnetization curve of a Nd-Fe B sintered magnet with (BH)max = 444 kJ/m 3 in the 2nd quadrant 
of the magnetic hysteresis curve. 

size of  about 100 ~tm was reduced in the treated phase to fine grains of  sub-micron size. 
The merits of the resultant microstructures will be discussed in the following. 

The coercivity of  the magnets is expected to be enlarged by the fine grain sizes, and 
when an anisotropic HDDR powder can be prepared, the powder should have industrial 
cost-performance values comparable with those of  anisotropic powders produced via die- 
upset forging and crushing (Gutfleisch and Harris 1998). 

Another characteristic of the prepared powders is that the average sub-micron grain 
size is intermediate between that of sintered magnets and that of  nanocrystalline magnets 
obtained by mechanical alloying or melt-spun methods. For industrial applications, 
therefore, the grain sizes should correspond to the single-domain particle size of rare- 
earth permanent magnets. 

Relative to the HDDR method, the hydrogen absorption of magnetic alloys were 
initially reported. Harris et al. (1985) studied and reported the existence of a hydrogen 
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Fig. 14. Phase relation in NdŒFe14B-H 2 system (Nakamura et al. 1998). Dotted line (A--+B--+C) shows a 
typical treatment conditions during hydrogenation, disproportionation, and desorption processes. 

pressure plateau for SmCo», which means the alloy has a maximum amount of hydrogen 
it can absorb. Hydrogenation of Nd2Fel4B resulted in about a 4.8% volume expansion 
(Oesterreicher and Oesterreicher 1984) and that in Sm2Fe17 of about 3.4% (Christodoulou 
and Takeshita 1993). 

The hydrogenation in Nd2Fe14B occurs as follows: 

1 Nd2Fe14B + ~xH2 v:~ Nd2Fe14BHx. 

The absorbed hydrogen gradually forms the NdH2 ~x phase at grain boundaries sur- 
rounding the Nd2FeI4B main phase in overstoichiometric (Nd-rich) alloys (Oesterreicher 
and Oesterreicher 1984). The hydrogen desorption is initiated by the different expansion 
rates in the NdH2 +x phase and the Nd2Fe14B main phase (McGuiness et al. 1990). This 
kind of mechanism was also pointed out by Takeshita (1995) concerning the anisotropic 
desorption phenomenon. 

The most important reactions in the HDDR method are presented in fig. 14 (Nakamura 
et al. 1999). In the case of Nd2Fe~4B, hydrogen absorption starts at around 923K 
(Sugimoto et al. 1997). This is the start of the disproportionation process which occurs 
according to the following relation (Book and Harris 1995): 

Nd2Fel4B + (2 4- x)H2 #=~ 2NdHz ±x + 12Fe + Fe2B. 

If the hydrogen partial pressure is less than 102 Pa, the reaction is not observed in this 
system (Sugimoto et al. 1997, Book and Harris 1995). 
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The disproportionation in Sm2Fel7 was  given by Christodoulou and Takeshita (1993) 
as 

Sm2Fe17 + (2 +x)H2 ¢:~ 2SmH2 ±x + 17Fe. 

The most obvious difference between this and the case of Nd2Fea4B is that there is no 
Fe2B phase in the disproportionated sample. In both alloys, the disproportionation starts 
at the grain boundaries, and the matrix phase is gradually hydrogenated into RH2±« 
(R--Nd, Sm) which is surrounded by Fe in both cases, and/or Fe2B phase in the Nd2Fe14B 
case (McGuiness et al. 1990). 

The most important point concerning the HDDR method, in both fundamental and 
industrial sense, is the formation of an anisotropic powder. This phenomenon has a strong 
impact on the evaluation of the disproportionated phase. Takeshita and Nakayama (1992) 
described the effects of additives, such as Co, Ga and Zr, on the development of magnetic 
properties of HDDR Nd-Fe-B. 

The appearance of anisotropy in the powder was initially thought to be related to the 
effects of the additives on hydrogen absorption and desorption mechanisms. The amount 
of hydrogen absorption, for example, decreases with increasing additive content in the 
Nd2Fe14B phase. This phenomenon suggests that the disproportionation reaction into 
NdH2±x, Fe2B and Fe phases should be incomplete in the alloyed Nd2Fel4B material 
(Nakamura et al. 1995, Fujita and Harris 1994). The amount of unreacted Nd2Fe14B can 
be estimated from the residual un-decomposed Nd2Fel4B and/or (Nd,Zr)2(Fe,Co,Ga)14B 
regions, which keep their original orientation. The additives also reduce the explosive 
grain growth which occurs in un-alloyed Nd2Fel4B during the recombination step. 

Buschow (1994) analyzed these effects thermodynamically using the van 't Hoff rela- 
tion. The (Nd,Zr)2FeI4B and/of Co- and Zr-containing regions have the higher equilibrium 
hydrogen partial pressure (PH2), which means that in the phases with additives the 
completion of the disproportionation process becomes difficult, and also the recom- 
bination process should be accelerated under the same conditions. The recombination 
reaction depends on thermally activated bulk diffusion which increases with temperature 
(McGuiness et al. 1990). 

Gutfleisch et al. (1995) and Gutfleisch and Harris (1998) have discussed the importance 
of the orientations of the N d H  2 ± x and «-Fe phases. McGuiness et al. (1990) pointed out 
a similar relation in the disproportionated phase in Sm2Fe16Ga. The relationships are as 
follows: 

NdH2 {100} II «-Fe {100}, NdH2 (001) Il «-re (001) ; 

SmH2 {111} I[ «-Fe {110}, SmH2 (110) II «-re (111). 

The disproportionated phase can be prepared by another route. Nakamura et al. (1998, 
1999) initially heated the starting alloy to 1023-1123 K in vacuum, and hydrogenation 
started at the same temperamre by introducing H2 gas into the system. 

They found that this treatment gave a disproportionated phase with a coarse lamellar 
structure. They believed that the appearance of anisotropy after HDDR processing via 
this reaction path should relate to this anisotropic microstructure. 
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Fig. 15. Schematic diagram of  the relationship between the H 2 pressure during recombination, PH2_DR , and 
number of  nuclei, and schematic illustration of the microstructural changes during c-DR or s-DR treatments, 
where c-DR and s-DR are the recombination reactions in an apparatus at ordinary exhaust gas rate, and at a 

comparatively smaller rate under higher gas pressure, respectively (Nakamura et al. 1999). 

Recently, Nakamura et al. (1999) discussed the details of the origin of the anisotropy, 
and emphasized the importance of hydrogen partial pressure during recombination 
reaction. As shown in fig. 15, when the partial pressure is comparatively high, the oriented 
nuclei of the NdŒFel4B phase mainly form in a lamellar structure fonned by NdH2 and Fe 
phases. Inversely, the mis-oriented nuclei of the main phase increase with a low partial 
pressure of hydrogen. They believe, therefore, that the origin of the anisotropy should 
be the residual strain which yields oriented main-phase regions in the lamellar structure 
during the HDDR process. 

Tomida et al. (1999) also studied the origin of the anisotropy. They paid rauch attention 
to the role of the tetragonal Fe3 B phase probably saturated with hydrogen, which appears 
in the initial stage of disproportionation, co-existing with the lamellar structure mentioned 
above. In this metastable Fe3B phase, the Nd2FeI4B main phase has the following crystal 
orientation relationship: 

(001)t-Fe3B II (001)Nd2Fe14B. 

This point can be directly observed by TEM as shown in fig. 16. As the hydrogenation- 
disproportionation (HD) process develops, the main phase is changed into a lamellar 
structure of NdH2 and a-Fe phases. At the front of the lamellar structure formation, there 
is the t-Fe3B phase, which contains the spherical NdH2 and Nd2Fe14B phases. The t-Fe3B 
phase is decomposed into Fe2B and «-Fe phases as the HD process develops. 

Figures 17 and 18 show the morphology of the spherical regions in the Fe2B matrix 
phases, and the chemical compositions of the spherical grains by EDX analysis. As shown 
in fig. 19, Tomida et al. (1999) think that the origin of the anisotropy is in the spherical 
Nd2Fe14B (9) phases within the Fe3B phase, which is obviously different from the idea 
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Fig. 16, High-resolution TEM micrograph of 
t-Fe3B with embedded Nd2FeI4B particles and 
(b) its SADP (selected-area diffraction pattern) 
of the [001] zone for both phases. The arrow- 
heads in (b) indicate some weak diffraction spots 
from the particles. The sample was hydrided at 
1123 K for 30min (Tomida et al. 1999). 

/- li,  L= FII ? l 

c 

1~t 411 

Fig. 17, Crystallographically aligned Nd2Fe~4B 
particles (arrows) in a Fe2B grain in the 
disproportionation stage: (a) bright-field image; 
(b) selected-area diffraction pattern; (c) its 
schematic representation. The powder was hy- 
drided at 1123K for 120min (Hirosawa et al. 
1997). 

Fig. 18. Bright-field image of fine particles in a F%B 
matrix and the corresponding EDS spectra for the particles 
(indexed as A and B) and matrix (indexed as C). Particle B 
is NdH z, and particle A' has shown an EDS spectrum 
similar to that for particle A (Tomida et al. 1996). 

proposed by Nakamnra  et al. (1999). Tomida et al. believe that the disproportionation 
reaction o f  the HDDR process starts along grain boundaries where hydrogen diffusion 
is fast. Because o f  the fast kinetics allowed by short diffusion distances, a larnellar 
decomposit ion o f  Nd2Fe14BHx into NdH2 and Fe takes place in the initial stage, creating 
a B-enriched region in the un-decomposed NdzFe14BHx matrix near the reaction front 
(fig. 19a). As the excess B builds up in the matrix, the reaction kinetics o f  the lamellar  
decomposit ion are retarded, and the B-enriched regions decompose into t-Fe3B and 
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~with B ~ 
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Fig. 19. Schematie diagram illustrating the mi- 
eros~uctural change during the hydrogenation- 
disproportionation (HD) proeess, except for 
embedded Nd2Fe14B particles (Tomida et al. 
1999). See the text for a discussion of the four 
patts. 

NdH2 (fig. 19b). This reaction releases the excess B from the Nd2Fe14BHx matrix, and 
lamellar decomposition is allowed again. After repeating these two processes, the whole 
matrix is decomposed into a mixmre of two regions: the Fe/NdH2 lamellar region and 
the Fe3B/NdH2 mixture region (fig. 19c). Finally, t-Fe3B decomposes into Fe2B and Fe 
(fig. 19d). 

This model involves a kinetic selection ofphases which appear when the reaction front 
moves at a velocity in a particular range. The t-Fe3B has crystallographic coherence with 
Nd2Fe14B microspheres embedded in the Fe3B. These residual Nd2Fe14B microspheres 
survive through the entire HDDR process and carry the orientational information. 

From the discussion by Tomida et al. (1999), it is naturally concluded that HDDR 
processing of lanthanide-transition-metal alloys without boron, such as Sm2Fel7, should 
always yield isotropic materials because of the absence of the Fe-B phases, in which the 
nuclei of the main phase continuously exist during HDDR process without changing their 
inifial crystal orientations. 

As a conclusion of the above-mentioned discussions, clearly more work needs to 
be done in the future concerning the origin of the anisotropy in lanthanide permanent 
magnets during HDDR processing. 

Concerning the industfial application of the HDDR method, Ikegami et al. (1998) 
studied the thermal properfies of Nd-Fe-B magnets prepared by this method. Figure 20 
shows the effect of Dy additions on the temperature dependence of coercivity with 
optimum concentrations of Co, Ga, and Zr additives. The temperature coefficient of 
coercivity of anisotropic Nd2Fe14B-based magnets is typically about -0.5%/K. They also 
prepared samples of various coercivities, and found that the flux loss after treatment 
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Fig. 21. Comparison offlux losses in MQP-B 
and HDDR magnets with various initial 
coercivities (Ikegami et al. 1998). 

at 373 K for a certain duration reached an almost constant value of ~3%, when the 
coercivity was more than 11.1 MA/m as shown in fig. 21. This value corresponds to the 
flux loss in MQP-B powder with a coercivity of  about 0.75 MA/m (fig. 21), in which the 
temperamre coefficient of  coercivity,/3, is about -0.4%/K. 

4. N a n o c o m p o s i t e  p e r m a n e n t  m a g n e t i c  m a t e r i a l s  

Nanocomposites or mesoscopic materials are of  interest in many fields of materials 
science, solid-state physics and solid-state chemistry. This is also true in the research 
of magnets: rauch effort has been spent on these kind of materials. The most recent 
development is that of  exchange-coupled magnets, in which hard and soff magnetic fine 
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grains and/or regions interact on quantum-mechanical scale, i.e. ~10 nm. This size also 
corresponds to the width of domain walls in magnetic materials. 

The study of these materials started with the formation of nanometer-size grains with 
an agglomerated microstructure, by melt-spinning and mechanical alloying methods. In 
this section, we will initially discuss the development of both methods, and also explain 
recent studies of nanocomposite materials in the sense mentioned above. 

4.1. Rapid solidification 

At the time of the discovery of the Nd2Fel4B magnets, Croat et al. (1984) used a technique 
in which alloys melted at high temperature are fed onto a spinning roll made of metal, 
such as Cu, and are rapidly solidified. The method is called "melt-quenching", "rapid 
quenching" or "melt-spinning". 

The microstrucmres of the ribbon-like specimen can be changed by changing the speed 
of rotation of the spirming roll, from very fine amorphous grain sizes to crystallized grains 
of some 10 nm in diameter. For example, a Nd13.sFe810B».» thin flake (or ribbon) sample, 
which was prepared under optimum conditions for the magnetic properties, showed a 
microstrucmre composed of Nd2Fel4B grains of 20-30 nm in diameter surrounded by an 
amorphous phase 1-2 nm in thickness (Mishra 1986). The composition of the amorphous 
phase was analyzed as NdToB30 (Hutten and Haasen 1989). 

The microstructure of the ribbon gives some characteristic properties to the samples. 
First, deterioration of the magnetic properties by pulverization into fine particles is small. 
This character is a result of the separation of the hard magnetic grains by grain boundaries 
and/or by intergranular phases. Second, the grain-boundary phases can be eliminated, for 
example, by Si addition to the Nd2Fe14B phase. These Nd-(Fe,Si)-B magnets also show 
very fine grain sizes, and the corrosion resistance is also high because of the elimination of 
the Nd-rich phase at grain boundaries (Matsuura et al. 1988, Clemente et al. 1988). It was 
also pointed out that Si additions produce the remanence-enhancement "phenomenon". 
This point will be discussed more precisely below. 

The third characteristic is that samples prepared by the melt-spinning method can be 
substituted by a large amount of Co compared with the sintered magnets. The temperature 
dependence of the magnetic properties and the corrosion resistance, therefore, is improved 
by the addition of Co (Li and Graham 1990). 

The fourth characteristic is that the grain sizes in the microstructure are initially already 
small enough for the preparation of magnets, and the pulverization process does not affect 
the magnetic properties, especially the coercivity. 

For industrial applications of the powders, the following three methods were proposed 
by Lee (1985) and Lee et al. (1985): 
(1) The resultant powders are mixed with resin to prepare bonded magnets. This type of 

magnet is called MQ-1, and is magnetically isotropic. They have been used in a wide 
variety of industrial applications, and still have a large market. 

(2) The second type of permanent magnets (MQ-2) results from hot-pressing of the 
powders under about 0.1 GPa at about 973 K. The resultant magnets show a magnetic 
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orientation parallel to the direction of compression, which results in an improvement 
of the magnetic properties over MQ-1. 

(3) The third type of powders (MQ-3) is prepared by the introduction of plastic 
deformation, by a certain pressure at around 973 K, to MQ-2-type magnets with about 
100% bulk density. This treatment increases the anisotropy of MQ-2-type magnets, 
and yields magnets with a polarization of 1.35T, and (BH)man of 318kJ/m 3 (Lee 
et al. 1985). The maximum (BH)man can be raised to 358kJ/m 3 by refining the 
method. 

The rapid-quenching method can also be applied to materials based on Th2Zn17, 
Th2Ni17 and TbCu7 strucmres. Katter et al. (1991) prepared Sm-Fe-N magnets by 
rapid quenching followed by annealing and nitrogenation. They obtained the best hard 
magnetic properties for an isotropic TbCu7-type material, (Sm10.6Fe89.4)l-xNx, with a 
coercivity o fHc j  = 490 kA/m, a remanence Jr = 0.86 T, and a (BH)man of 69.6 kJ/m 3. They 
also prepared a slightly Sm-rich material of Th2Zn17-type strucmre, and the magnetic 
properties of this material, especially the coercivity, were greatly enhanced. The (BH)man, 
however, was not different from that of the former material. 

Pinkerton and Fuerst (1992) obtained a coercivity of 1.78 MA/m by nitriding melt-spun 
Sm-Fe ribbons followed by pulverization to powder with grain sizes of <25 ~m. Their 
material showed the TbCu7-type structure. 

More recently, Sakurada et al. (1996) studied the nitrogenation of (R,Zr)(Fe,Co)x 
(R = Nd, Sm) materials prepared by rapid solidification. They believed that the substitution 
ofZr into rare-earth sites resulted in a higher magnetization because of the high Fe content 
and because of elongation of the c-axis, i.e. the c/a ratio increased. The main phase 
of their materials also has the TbCu7-type structure. Yamamoto et al. (1996) studied 
nanocomposite magnets of Sm-Zr-Fe-N + «-Fe which were prepared by nitrogenation 
following the heat treatment of rapidly quenched alloys. They also used the rapid- 
quenching method for the preparation of the Sm-Fe-M (M=Zr, Nb, Si, A1, Ti, B) 
phases. The main phase of the prepared powders has TbCu7-type structure. Since their 
materials are exchange-coupled magnets, we will discuss this magnet in more detail in 
sect. 5.3. 

Concerning Sm-Fe-C materials, Shen et al. (1993) discovered that Ga additions can 
stabilize the Th2Zn17-type structure up to about 1000K. van Lier et al. (1998, 1999) 
studied Ga-substituted Sm2(Fe,Ga)17 carbides prepared by the melt-spinning technique. 
They optimized the Sm content and the annealing conditions of the ribbons, and were 
able to prepare a powder with a coercivity of g0Ho = 2.18 T. Their as-quenched ribbon 
flakes consist of amorphous and TbCu7-type related phases, and annealing at higher 
temperatures yields a Th2Zn17-type structure. The Curie temperature of the material was 
improved by the appearance of the Th2Zn17-type structure. 

In Sm-Fe-based materials prepared by rapid solidification methods, the important and 
interesting point is that the structure of the main phase in the materials has either the 
TbCu7- or the Th2Zn17-strucmre depending on preparation method and conditions. This 
point has been investigated by Katter et al. (1991), Wendhausen et al. (1994), and recently 
by Teresiak et al. (1998). 
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4.2. Mechanical alloying 

Mechanical alloying method is a dry ball-milling technique to form alloys from a mixture 
ofmetals. Schultz et al. (1987, 1988) and Heisz and Schultz (1988) applied this technique 
to the Nd-Fe-B system, and obtained a layered structure of Nd-Fe, in which there are 
distributed boron regions. A microstructure composed of fine grains of Nd2Fel4B was 
acquired when the samples were heated at about 873 K for 1 hour. These Nd2Fe14B 
magnet samples had magnetic properties similar to those produced by the melt-quenching 
technique. 

Schnitzke et al. (1990) produced Sm2Fel7N3 with a coercivity of 2.4MA/m by 
this method. The bulk of their isotropic magnets had a remanence of 0.75 T, which 
corresponds to approximately half the saturated magnetization of the material. Ding et al. 
(1992) prepared isotropic Sm2FelTN3 powders by mechanical alloying, and studied the 
magnetization as a function of maximum applied magnetic field. Their powders have 
comparatively low magnetization, less than 1 kG, and high coercivity, about 2.8 MA/m, 
when magnetized under an applied field of 12 T. Kuhrt et al. (1992) prepared microcrys- 
talline Sm2Fel7Cx (x ~2) powders by mechanical alloying, and a subsequent solid-gas 
reaction in acetylene atmosphere. Their powders showed a room-temperature coercivity of 
about 1.85 MA/m, and a maximum energy product of about 60 kJ/m 3. Ding et al. (1994) 
studied Sm2(Fe,Ga)17C2 material prepared by mechanical alloying, and found that the 
powder, which had the 2:17-type structure, showed a coercivity of about 1.3 MA/m. 

Materials prepared by this teehnique have comparable magnetic properties as those 
obtained by the melt-quench technique. This method, however, has been mainly used 
for the preparation of fine microstructures in which exchange-eoupled effects can be 
expected. 

4.3. Exchange-coupled magnets 

The early study of exchange-coupled magnets was based on the reports of remanence 
enhancement by the Philips group (Buschow 1987, Coehoorn et al. 1988). Both melt- 
spinning and mechanical-alloying methods have been used to prepare this type of magnets. 
Coehoorn et al. (1988) prepared amorphous ribbons by the melt-spinning method, 
followed by a heat-treatment at 943 K for 30 minutes, and obtained flakes of Nd4FesoB20- 
Nd3. sFe77B19 .2  . These samples consisted of Fe3B (73%), Nd2Fel4B (15%) and c~-Fe (12%), 
and had Js = 1.6 T, J r  = 1.2 T and Hcj = 240 kA/m in the bulk. The microstructure of the 
magnet shows that the Fe3B phase has a grain size of about 30nm and the Nd2Fel4B 
phase of about 10 maa. 

Ding et al. (1993) investigated the remanence enhancement in a two-phase mixture of 
S m 2 F e l 7 N 3  and c~-Fe prepared by mechanical alloying. After nitrogenation, their powder 
h a d  J r  = 1.4 T, Hcj = 310 kA/m, and (BH)max = 205 kJ/m 3. 

The microstructure of the magnets in which remanence enhancement can be observed is 
composed of fine grains about 10 nm in diameter, which is three times smaller than that 
of normal melt-quenched powders. The grain size can be controlled by additives such 
as Si, V, Cu, Ga and Zr. The (BH)max gradually increases with decreasing grain size, 
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Fig. 22. Schematic representation of the concept of a nanocomposite 
magnet (Hirosawa 1999). 

from 130kJ/m 3 to more than 160kJ/m 3 in the case of Nd2Fel4B magnets (Davies et al. 
1996). The size of the grains in these magnets is the origin of the name "nanocomposite 
magnets". 

An idealized schematic representation of exchange-coupled magnets is shown in 
fig. 22. 

Kneller and Hawig (1991) have proposed an interesting idea to explain the origin of 
the remanence-enhancement phenomenon. They analyzed exchange interactions between 
hard and soft magnetic phases, and concluded that magnets composed of exchange- 
coupled (two-phase) fine grains should show a reversible change in magnetization in 
the second quadrant of their hysteresis curves. This is the phenomenon that the once 
reversed magnetizations (in the soft-phase regions by the applied magnetic field) recover 
their original direction by the interaction between the soft magnetic phase and the hard 
magnetic phase in which the magnetization is always in the original direction eren under 
applied field. They called this type of magnet "exchange-spring-magnets". In fig. 23 we 
show an example of the exchange-spring phenomenon of such a magnet as compared to 
the hysteresis curve of an MQP-B (Nd2Fe14B) magnet for comparison. 

Skomski and Coey (1993) have pointed out more attractive possibilities for this type of 
magnet. They proposed a microstrueture consisting of distributed spherical soft magnetic 
phases in an oriented hard magnetic matrix with an aligned mixture of plate-like regions 
of soft and hard magnetic phases in a specific direction. Their calculations showed that 
a multi-layer composite of the Sm2Fe17N3 phase with thickness 2.4 nm and the Fe65Co35 
phase with thickness 9 nm should have a (BH)max of more than 1 MJ/m 3 (120 MGOe). 

In real exchange-eoupled magnets, it is difficult to align the orientations of the hard 
magnet-ic phases. The realization of the proposed microstructures in bulk magnets may be 
difficult because of the technical difficulties in aligning both phase regions in the desired 
way. Multilayer thin films, however, should allow one to prepare a two-dimensional ideal 
microstructure, if combined with the strong tendeney of thin films to form texture during 
film growth. 
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Fig. 23. Comparison between recoil hysteresis curves of a Fe3BfNd2Fe~4B nanocomposite magnet and an 
ordinary "single-phase" NdzFe14B magnet (MQP-B) (Hirosawa 1999). 
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Fig. 24. Three types of nanostrucmre N~Fe-B  magnets and their typical compositions (Hirosawa and Kanekiyo 

1995). 

As shown in fig. 24, the compositions of nanocrystalline magnets in the Nd-Fe-B 
system can be categorized into three regions (Hirosawa and Kanekiyo 1995): The 
first region is Nd2Fe14B itself, and a large remanenee enhancement can be expected 
by exchange coupling at the grain interfaces (Manaf et al. 1993). The second region 
lies on the tie line of the Fe-Nd2Fe14B phases, i.e. a mixture of «-Fe and Nd2Fe14B 
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phases. The third type of material are the nanocomposites of Fe3B-Nd2Fel4B mixtures 
(Buschow 1987, Coehoorn et al. 1988). In this region, Fe3B is a metastable phase, and 
the thermodynamically stable phase is Fe2B. 

Since 1987 many exchange-coupled rare-earth-transition-metal magnets have been 
developed. Examples of exchange-coupled magnets are listed in table 2. 

Hadjipanayis et al. (1995), Neu et al. (1996) and Miao et al. (1996) have studied the 
formation of Nd2Fel4B +«-Fe nanocomposites, which are equilibrium mixtures on the 
Fe-Nd2Fe14B tie line. They observed remanence enhancement in samples with average 
grain sizes around 20-30 nm. Coercivity, for example, was about 360 kA/m in the sample 
of Nd3.sFe91Nb2B3.5 composition (Hadjipanayis et al. 1995). 

In the Fe3B-Nd2Fel4B region, mixed nanostructures are prepared from the Nd4Fe77B19 
composition by the melt-quench method. The Fe3B phase initially forms from an 
amorphous phase followed by crystallization of Nd2Fe14B phase. Buschow et al. 
(1986) studied phase compositions in this region. When the Nd content is higher 
than about 5at.%, metastable Nd2Fe23B3 and NdFe12B6 phases are also formed. 
However, these two phases have lower Curie temperatures and magnetizations than the 
Fe3 B phase (Hirosawa and Kanekiyo 1995). To obtain better magnetic properties of the 
Fe3B-Nd2Fe14B mixed nanostructures, the composition should have <5 at.% Nd, and 
19-4-2 at.% B (Hirosawa and Kanekiyo 1995). 

The present most challenging problem of nanocomposite materials is their compara- 
tively low coercivity. Recent values of the coercivities of isotropic magnets are presented 
in fig. 25. As seen, most of these magnets have coercivities less than 400 kA/m, except 
for some of the recently developed high-coercive powders. The values of coercivity are 
still comparatively small for industrial applications. Substitution of Dy or Tb for Nd is 
one way to increase the magnetic anisotropy of the main phase, and that has been tried by 
some groups (Coehoorn et al. 1989, Kanekiyo et al. 1993). These improvements, however, 
are at the expense of the magnetization and loop squareness. 

Another approach to increase coercivity is to diminish the grain size. Some additives 
are effective in reducing grain growth. For example, Ga attracted interest as a 
candidate for this purpose (Hirosawa and Kanekiyo 1993). A Nd4.sFe73GalCo3B18.5 
amorphous composite containing Ga prepared by melt-spinning shows crystallization of 
the Fe3B phase around 850 K, followed by crystallization of the Nd2Fe14B phase as in the 
ternary Coehoorn alloy (Coehoorn et al. 1988). Ga in the initial amorphous phase has an 
inclination to stay in the amorphous phase as the Fe3B and NdaFe14B phases crystallize 
step by step with increasing temperature from the amorphous phase. Ga, however, does 
not exist as Ga metal, but remains in the grain-boundary region and/or substitutes into 
the Fe sites in Nd2Fe14B. Recently, however, it has been assumed that the main effect of 
the Ga addition is to increase the volume fraction of Nd2Fel4B phase, which yields better 
magnetic properties. 

Similar effects and behavior have been observed with A1, Si, Cu, Ag, and Au additives. 
For reducing grain growth, Cr additions were also effective. For example, in 

Nd4.5(Fel xCrx)77B18.5 nanocomposite material, Cr substitutes for Fe in the Fe-B phases, 
and not in the Nd2Fe14B main phase (Kanekiyo et al. 1993). The optimum Nd content 
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Fig. 25. The remanence vs. coerctvity of rare-earth isotropic nanocomposite magnets (Hirosawa 1999). 

increases slightly with increasing Cr content. The grain sizes of the Cr-free Nd2Fe14B 
nanocomposites are 20-50 nm, while the average grain size is about 20 nm in composites 
to which Cr has been added (Kanekiyo et al. 1993). This reduction of grain size is one 
of the reasons for the enhanced coercivity in the samples. Another reason is the increase 
in the volume fraction of Nd2Fe14B with increasing Nd content. 

Other effects of Cr additions are as follows. First, the crystallized phases change with 
increasing Cr content in the sample. Cr-free samples are composed of a mixture of 
Fe3B and Nd2Fe14B phases, but with increasing Cr content the amount of c-Fe phase 
gradually increases, and finally the sample consists of Nd2Fel4B and Fe2B + c~-Fe when the 
Cr content reaches 1Õ-20 at.%. Second, the Curie temperature of the samples decreases 
with increasing Cr content (Hirosawa et al. 1993, Hirosawa and Kanekiyo 1996). 

Except for the lowering of the Curie temperature, Cr addition improves the magnetic 
properties of the permanent magnets. 

The Sumitomo Special Metal Co., Ltd. research team has been able to control the 
magnetic properties of Nd-Fe-B nanocomposite magnets by using some of the additives 
mentioned above. The relation between Br and Hcj of the magnets is shown in fig. 26. 
These values are quite good for industrial applications. 

Smith et al. (1998) studied Nd-Tb-Fe -Cr -B  nanocomposite materials produced by the 
mechanical milling technique. They investigated the phase relationships of the Nd2Fel4B 
phase and Fe3B, Fe2B and c~-Fe phases, and the strength of exchange coupling. They 
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Fig. 26. The remanence vs. coercivity of  some industrial nanocomposite magnets (Hirosawa and Kanekiyo 
1994). 

found that a Cr content up to 3 at.% or more leads to increased stability of (Nd, Tb)2Fe14B, 
and the Cr itself is concentrated in the Fe2B phase. They concluded that the phenomena 
mentioned above, in turn, decrease both the strength of exchange coupling and the 
spontaneous magnetization in the soft magnetic phase. The increase in coercivity of the 
bulk magnet can also be explained by the phenomena. 

Ping et al. (1999) studied the correlation between mierostructure and magnetic prop- 
erties of melt-spun ribbons of Nd4.5Fe77B18.5 , Nd4.5Fe76B18.sNbl.o, Nd4.sFe76.8B18.5Cuo.2 
and Nd4.sFe75.sB18.sCuõ. iNbl.0, which were crystallized by annealing. The crystallization 
process in the ternary ribbons consists of two reactions; crystallization of the Fe3B, 
starting at 874 K, and Nd2Fe14B, at 898 K, for a heating rate of 20 K/min. Addition of 
Nb raised the onset temperatures of both crystallization reactions by about 20-40 K. 
Cu, on the other hand, favors the crystallization reaction. Three-dimensional atom-probe 
microanalysis (3D-APM) indicated that Cu addition causes formation of high-density 
(1024 m -3) atomic clusters in which both Cu and Nd are enriched and B is excluded at 
temperamres much lower than the crystallization temperature. 3D-APM also revealed that 
Fe3B crystallizes in the region next to these atomic clusters where Fe and Bare  enriched. 
Therefore, the kinetics enhancement by Cu addition is of chemical origin. 
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Fig. 27. TEM bright-field micrographs of(a) Nd4.sFe77B18.5, 
(b) Nd4.sFev6.sB18.sCuo.2, (c) Nd4.sFe75.sBls.sCuo.1Nb1.o, and 
(d) Nd4.sFe76.Oßls.sNbl.o mett-spun ribbons which were 
crystallized at 933K for 10min. The average grain size 
is about 30, 17, 12, and 43nm, respectively. 

Niobium was found to cause formation of the Fe23B6 at the second stage of 
crystallization in these ribbons. 3D-APM indicated that Nb dissolves in this phase (in 
which almost no Cu was detected) when the Nd4.sFe75.sB18.sCu0.~Nbl.0 ribbon is annealed 
at the optimum temperature of 933 K. Since two phases crystallize from the amorphous 
phases surrounding the Fe3B primary crystallites, a finer microstructure is achieved in 
comparison to the case in which Cu is added (fig. 27). 

The investigation of a method for obtaining a sufficient coercivity for industrial appli- 
cations is still an important task in the research on the exchange-coupled magnets. With 
optimization of preparation conditions, exchange-coupled magnets based on Nd2Fel4B 
are currently in the initial stage of industrialization. The commercial value of exchange- 
coupled magnets, however, does not seem to be in the high energy product, but in the good 
cost-performance ratio due to the high Fe content which means a low cost of production. 

On the other hand, the industrialization of Sm-Fe-based nanocomposite magnets 
will be realized by the manufacturing activities of Sumitomo Metal Mining Co., Ltd., 
TDK Co., Ltd., Hitachi Metal Ind. Co., Ltd., Toshiba Co., Ltd. and other companies in 
Japan. 

4.4. Reaction velocity 

Reaction velocity, or the kinetics of reactions, is an important fundamental point 
in mechanical alloying and rapid solidification. For example, in the early stage of 
solidification of a cast alloy, and/or of the rapid solidification in Nd-Fe-B materials, the 
elements Nd and Fe are homogeneously mixed. In these cases, the final phases obtained 
are largely dependent on the velocity of the cooling of the solution. The temperature of 
the solution needs to be suIticiently high, for a suitable time, for atomic diffusion of the 
elements to complete the equilibrium reactions. 

Figure 28 shows a schematic presentation of the microstructure of the alloys obtained by 
conventional casting. The microstrucmre is composed ofthree phases: Nd-rich, Nd2FelgB, 
and e-Fe dendritic phases which appear via phase transitions from the original ~-Fe 
dendritic phases. 
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Fig. 29. Relationship between the velocity of the 
solidification front and the Nd concentration in 
Nd-Fe-B system (Umeda et al. 1996). 

In general, the peritectic formation of the Nd2Fe14B phase is preferred to that of 
the ?- le  phase rinder the higher cooling rate in the rapid solidification method. This 
phenomenon can be understood from the fact that the formation of the y-Fe phase requires 
a long diffusion distance for Fe atoms, which naturally requires that the materials be kept 
at sufficiently high temperature during the development of the microstructure. 

Umeda et al. (1996) studied the relationship between the velocity of the solidification 
fronts and the Nd content in the starting mixtures during the cooling process. Their study 
also revealed the relationship between the y-Fe and Nd2Fe14B phases under the rapid 
solidification conditions. The results are summarized in fig. 29. At a higher velocity of 
the solidification fronts, the Nd2Fel4B phase is more stable than the y-Fe phase, which 
should be the stable phase in the equilibrium state. 

We conclude that the cooling velocity in the rapid solidification process has a 
strong relationship with the reaction velocity and/or the velocity of the movement of 
solidification fronts, which decides the stable phase under the given conditions. More 
attention, therefore, should be paid to the reaction velocity of phase formation for 
controlling the microstructures of the rare-earth permanent magnets. 

5. Relation between corrosion and eoercivity 

5.1. Improvement of coercivity and corrosion resistance in Nd2Fel4B-based magnets 
Even at the present time, the obvious features of Sm-Co magnets are the high Curie 
temperatures, which means better magnetic properties at higher temperatures, and better 
corrosion resistance than the Nd-Fe-B materials. Except for increasing the energy 
product, the most important tasks for research on Nd2Fe14B-phase magnets and also 
other newly developed permanent-magnet materials, therefore, is to improve the corrosion 
resistance and raise the Curie temperature. 

In early studies, Sagawa et al. (1984a,b) already pointed out the effects of additives 
such as Co and Dy on improvements of the magnetic properties, especially the Curie 
temperature (Tc) and coercivity (Hcj), respectively, of Nd-Fe-B sintered magnets. 
Dy addition increases the intrinsic anisotropy field, which results in an increase of 
coercivity. The disadvantage of Dy addition, however, is the high tost of dysprosium. 
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Ohashi et al. (1987) studied the addition of Co to improve the corrosion resistance. As 
mentioned above, cobalt substitution was also known to increase the Curie temperamre. 
Even though the anisotropy field of materials doped with less than 3 at.% Co is almost 
constant, the coercivity of the doped magnets decreases drastically (Grössinger et al. 
1987). 

With out present knowledge, the co-addition of  Dy and Co to Nd-Fe-B-based magnets 
is a standard teclmique for commercial magnets. The reduction of the Dy content and the 
recovery of the coercivity by decreasing the amount of Co addition, however, are vital 
research tasks for Nd-Fe-B-based magnets. 

The effects of other elements, such as Mo (Grössinger et al. 1984, Sagawa et al. 1988), 
(Nb, Ti, Zr) (Kou et al. 1989, Nakamura et al. 1989), A1 (Sagawa et al. 1988), Cr (Higgins 
and Oesterreicher 1987), and V (Sagawa et al. 1990), on the magnetic properties of the 
magnets have been investigated. 

Phenomenologically, some metal oxides, such as Cr203, Y203, V203 and A1203, are 
effective for increasing the corrosion resistance of the magnets (Takeshita and Watanabe 
1989). Limited contents of oxygen, carbon and/or nitrogen are also effective in stabilizing 
the magnets in corrosive environments (Narasimhan et al. 1986, Kim et al. 1990). 
The optimum contents of these elements are, O: 0.06-0.12%, C: 0.06-0.14%, and 
N: 0.05-0.10% (Kim et al. 1990), depending on Nd content. 

Concerning the composition of corrosion-resistant Nd-Fe-B-based magnets, Shimo- 
tomai et al. (1990, 1994) and Fukuda and Shimotomai (1994) proposed an interesting 
magnet of composition Nd-(Fel _x_yCoxNiy)-B; 0.2 ~<x ~< 0.45, 0.05 ~ y  ~< 0.25, and a 
trace of Ti (Ti0.01»). Their magnets show good corrosion resistance, which is due to the 
stabilization of the grain-boundary phases of Nd(Ni,Fe) and/or Nd(Co,Fe) compounds. 
The grain-boundary phase corresponds to Nd3Co for Nd-Fe-Co-B magnets, which is 
more corrosion resistant than the normal Nd-rich phase in the undoped alloy (Sagawa 
et al. 1984a,b). The Ti additive was thought to form a TiB2 precipitated phase at grain 
boundary, which inhibited grain growth during sintering. 

They also added Ga and Dy to their magnets. The Ga addition was thought to lower 
the Curie temperature of the harmful impurity phase Nd(Fe,Co,Ni)2, while the effect of 
the Dy addition has been discussed earlier in this section (see also sect. 2). 

The microstructure of sintered Nd-Fe-B magnets is mainly composed of the Nd2Fe14B 
phase, the Ndl.IFe4B4 phase, and the Nd-rich phase at grain boundaries. The corrosion 
mechanism of the sintered body has been discussed in several papers. Nakamura et al. 
(1989) revealed that the Nd-rich phase has a more negative electric potential than the 
matrix Nd2Fe14B phase, the Ndl.IFe4B4 phase and, if it exists, the Fe-B phase. They 
also pointed out that the Nd-rich phase is easily dissolved in watet. 

Kim and Jacobson (1987), Jacobson and Kim (1987) and Kim (1989) studied and 
discussed the corrosion of Nd-Fe-B magnets in a number of solutions such as H2CrO4, 
HF, H3PO4, and in an autoclave at high temperamre. They indicated that the oxidation of 
the magnets shows parabolic weight gain in dry and humid air at temperatures between 
room temperature and 423 K, and that the oxidation rate at 423 K is smaller than that 
at room temperamre. This reduction can be explained by the fact that the formation of 
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Fe oxides takes place at around room temperature but is limited above 373 K, where the 
main phase formed by oxidation is a Nd oxide. Naturally, the formation of Nd oxides 
should reduce the formation of Fe oxides. This is also consistent with the above-mentioned 
results that the oxidation rate is reduced with increasing Nd content of the magnets. 

Oxidation in heated water vapor results in the formation of Nd(OH)3 which is formed 
by a selective attack of the grain-boundary Nd-rich phase by the water vapor. 

They also found that combined surface treatment with H2CrO4, HF, and H3PO4 
improved the corrosion resistance of the magnets in both the water and autoclave 
environments. They thought that this improvement comes from (a) the removal of 
nucleation sites for corrosion by chromic acid, and (b) the formation of a protective film 
at the surface by chromate conversion. 

They insisted that the chloride ion, which is introduced mainly by the handling of 
magnets, remarkably deteriorates the corrosion resistance of the magnets, and pointed 
out that Dy and A1 additions reduce the oxidation rate (Kim and Jacobson 1987). 

In practice, surface coating methods are a standard technique for increasing the 
corrosion resistance of the magnets. The coatings used include resin (William and 
Narasimhan 1987), Al-ion plating (Hirosawa et al. 1991a), and Ni plating (Minowa et al. 
1989). 

Surface coating teclmiques can also be applied to other magnets, such as Sm2Fe17N3 
powders. Machida et al. (1995), Izumi et al. (1996), and Noguchi et al. (1998) studied 
the surface coating of powders with Zn metal derived from Zn(C2H»)2, and were able 
to prepare highly corrosion-resistant powders for magnets. Recently, they improved their 
methods to apply alloy films composed of effective metallic elements: Zn, In, and Cu 
(Noguchi et al. 1998). 

The corrosion mechanism for Nd-Fe-B-based magnets has been studied in detail. 
Chin et al. (1988) investigated passivating currents of Nd-Fe-B-based magnets in various 
aqueous solutions, and found that the current density between a Nd-Fe-B sintered magnet 
and a Ni-Cr reference electrode alloy was more than double that of Sm-Co magnets. 

Fukuda and Shimotomai (1994) measured the electrochemical potentials between grain- 
boundary phases and the Nd-Fe-B and Nd-(Fe,Co,Ni)-B main phases, and concluded 
that the potential difference between the Nd-rich grain-boundary phase and the main 
phase is about 7 times larger in the Nd-Fe-B-based magnet than in the Nd-(Fe,Co,Ni)-B 
magnet. 

It is concluded that the corrosion of Nd-Fe-B-based magnets proceeds mainly in the 
grain-boundary phase, especially the Nd-rich phase. Increasing the corrosion resistance 
of the grain-boundary Nd-rich phase is probably the most effective approach for the 
preparation of corrosion-resistant Nd-Fe-B magnets. 

Concerning the oxidation of the grain-boundary phase, Steyaert et al. (1996) studied the 
kinetics of oxidation of Nd2Fe14B magnets by Mössbauer spectroscopy. They prepared 
powders of different average particle sizes, and exposed the powders in ambient air at 
temperatures between 423 and 573 K. They concluded that the oxidation started from 
the intergranular region of the particles, and then proceeded into the center portion of 
the particles by a bulk diffusion process when the intergranular portions were already 
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sufficiently oxidized. They calculated an activation energy of 110 kJ/mol and a diffusivity 
pre-exponential factor of 2.4 mm2/s using a simple single-particle analysis model (Jander's 
model). The obtained value of the activation energy is close to the value for the oxidation 
of pure Fe. 

Edgley et al. (1993) studied the oxidation at around 373 K, and concluded that the 
oxidation rate increases with temperature. 

Blank and Adler (1987) studied the oxidation behavior of Nd-Fe-B and (Nd,Dy)-Fe-B 
magnets in the high-temperamre region of 673-873 K, and they obtained parabolic 
oxidation rates. The observed microstructures of the oxidized samples using scanning 
electron microscopy (SEM), however, showed a clear interface between the oxidized 
surface region and the undamaged bulk, on the order of 1 ~m in thickness. In their 
experiments, there was no evidence of intergranular diffusion. 

The experiments of Blank and Adler (1987), however, were done at too high 
temperatures to be useful in analyzing the oxidation of Nd-Fe-B magnets in common 
usage. For example, the humidity (H20) in ambient air near room temperature, which 
contributes to the formation of Nd(OH)3 in the initial stage of corrosion, needs to be 
considered. The initial oxidation of the magnets, therefore, is expected to start from the 
grain-boundary region where the Nd-rich phase normally exists. 

The enhancement of corrosion resistance of the grain-boundary phase has therefore 
been studied by many researchers. As mentioned before, Co addition, for example, forms 
the Nd3Co phase at grain boundaries when the Co content is less than 5%, and this phase 
shows better corrosion resistance than the pure Nd-rich phase. Hirosawa et al. (1991a) 
studied this phase using TEM, and from EDX analysis clearly proved that the phase is 
Nd3Co. The existence of this phase was shown in studies on Nd-(Fe,Co,Ni)-B-based 
magnets by Kim and Jacobson (1987) and Fukuda and Shimotomai (1994). 

Other additives, such as Mo and V, should form (V, Mo)2FeB2 phases and/of other 
B-containing phases at the grain boundary. The Mo and V are fmely distributed in the 
materials, and suppress the grain growth during sintering (Sagawa et al. 1990). It is 
thought that a certain amount of Nd is released to form some anti-corrosive phases at grain 
boundaries as a result of the reaction, and that the borides thus formed suppress grain 
growth. However, the effectiveness of the Mo additive should have a strong relationship 
with the B content of the material (Rodewald and Schrey 1989, Hirosawa et al. 1991b). 
Tenand et al. (1990) reported high-coercivity magnets with H c j  ~ 17 kOe prepared with 
only Co and V additives without Mo. 

As Sagawa et al. (1990) discussed, the following three points should be important to 
obtain high coercivity, at least, in the sintered magnets: 
(a) Small grain size. 
(b) Good magnetic insulation among grains. 
(c) No soft magnetic impurity phases, or no direct contact of these phases with the main 

phase. 
Of course, the second and third points should be carefully considered for nanocomposite 
materials. However, improvements in coercivity and corrosion resistance of Nd-Fe-B-  
based sintered magnets have been achieved by using these guidelines up to now. 
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The corrosion and/or oxidation of nanocomposite magnets seems to be a more 
complicated phenomenon compared to the case of  sintered magnets. Figure 30 shows 
a comparison between the oxidation in an ordinary sintered Nd2Fe14B magnet and that 
in a Fe3B/Nd2Fe14B nanocomposite magnet. The nanocomposite magnet indicates better 
corrosion resistance. However, the analysis of  the mechanism of the oxidation, and the 
relation between magnetic properties and oxidation behavior, are just starting to be studied 
in some research groups. 

5.2. Some aspects of the corrosion mechanism in rare-earth magnets 

Kim and Jacobson (1987) and Blank and Adler (1987) have pointed out that the oxidation 
mechanism of Nd-Fe-B-based magnets obeys a parabolic law. The parabolic law of 
oxidation in metals was explained theoretically by Wagner (1933). His explanation can 
be summarized as follows: 

The increase of the thickness of  a surface oxidized thin layer is governed by flux flow, j ( j  may be 
oxygen and/or metal diffusion), which is inversely proportional to the thickness of  the layel, x: 

dx k 
j = c ~  = x' where t is time, and k is a constant. 

The results obtained by Blank and Adler (1987), especially their photographs of the 
oxidized layer, seem to be a typical case of  this parabolic-law oxidation, showing the 
formation of an oxidized layer on the surface of metal of homogeneous thickness. The 
oxidation mechanisms discussed in this section, however, are not so simple in the case 
in which the grain-boundary Nd-rich phase is oxidized selectively. This point has been 
schematically illustrated in fig. 31. The relationship between the oxidation mechanisms 
of the grain-boundary Nd-rich phase (fig. 3 la) and of the growth of the thickness of the 
oxidized layer (fig. 3 lb) should be important considerations in the oxidation of Nd-Fe-B  
magnets. We will return to this in more detail in the discussion of the oxidation mechanism 
of the magnets. 
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Fig. 31. Schematic representation of the oxidation mechanism in Nd-Fe-B magnets. 

In general, metal surfaces are covered by a thin oxide film of around 10 nm thickness. 
Kobayashi et al. (1993) showed that the oxidized surface layer was about 10nm thick 
for Sm2Fe17N3 magnetic particles. This thin oxidized layer should exist as well in other 
magnet materials, such as Sm-Co and Nd-Fe-B based magnets; however, this thin layer 
is thought to have no obvious effects on the coercivity and other magnetic properties, 
except for a slight decrease in saturation magnetization, which decreases with increasing 
volume fraction of the oxidized layer. 

If the magnets are oxidized, and some oxidized phases appear at grain boundaries as in 
the case of Nd-Fe-B magnets, it is an important question what effects should be expected, 
for example, on the magnetic reversal mechanism in the magnets. 

Kobayashi et al. (1995) proposed a phenomenological model which deeply concerns 
this question. Sm2Fe17N3 powders of initial coercivity 6.3 kOe in samples of aligned 
particles, were exposed to ambient air at 373-473 K for certain durations between 60 
and 3600 seconds. The sample powders showed a weight gain which corresponded to the 
increase in oxygen content, as shown in fig. 32. 

The weight gain always results in a decrease in saturation magnetization under 
an applied field of ~t0Happl .  = 1.5 T after pulse magnetization in a magnetic field of 
B o H a p p l .  = 5 T (see fig. 33). It was determined that almost all of the oxygen pick-up formed 
an oxidized non-magnetic phase, which was not identified (Kobayashi et al. 1996). 

The dependence on oxidation time at various temperatures is shown for coercivity and 
magnetization in figs. 34 and 35, respectively. These measurements were made on aligned 
powders in a field of about 0.5 T, and following pulse magnetization of about 5 T. The 
dependences follow a logarithrnic law. When a logarithmic dependence of the increase in 
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thickness of the oxidized layer, i.e. the decrease in saturation magnetization, is observed, 
the growth of the layer can be explained by the long-range quantum-tunneling oxidation 
mechanism proposed by Cabrera and Mott (1948). 

In Sm2Fel7N3 magnetic particles, the microstrucmre of the particles is simply 
composed of the main 2-17  phase and a trace o fa  Sm-rich phase, which does not play an 
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important role in the formation of the microstructure as compared with the Nd-rich phase 
in Nd-Fe-B magnets. The oxidation of the main phase is expected to become as indicated 
in fig. 34. The relationship between the formation of the oxidized surface phase and the 
deterioration in coercivity, shown in fig. 35, has not been clarified up to the present time. 

In conclusion, the use of industrialized magnets in harsh environmental conditions has 
been made possible by the improvement of the corrosion resistance and coercivity of 
the materials themselves through controlling the compositions using additives, and by 
protective techniques such as surface coating. A fundamental analysis of the oxidation 
and/or corrosion mechanisms, and the origin of the deterioration of the magnetic 
properties are future tasks in the researches on permanent magnets. 

6. Other preparation methods of industrial magnets 

There area few other methods for preparing industrial magnets. In this section, some of 
the methods, except sintering which was discussed in sect. 3, will be briefly reviewed. The 
methods can be roughly categorized into two types: first, the methods using metallurgi¢al 
techniques, such as ¢asting and hot-plasti¢ working; and second, a method which is known 
as the "bonded magnets" te¢hnique, which uses different types of resins for the binder. 

6.1. Hot-working and casting methods 

Lee et al. (1985) showed that hot-plasti¢ working gives anisotropy to an initially 
isotropical Nd-Fe-B bulk magnet. This anisotropy comes from crystal grain growth in a 
certain direction under applied pressure. The original method was unidirectional pressing; 
later, a back-extrusion technique was applied. The grains align perpendicular to the plastic 
flow. 

This te¢hnique has been developed to prepare the so-called "radial anisotropic ring 
magnets", in which magnetic grains are aligned in the radial dire¢tion in bulk ring magnets 
(Yoshikawa et al. 1994). In another application of the technique, Saito et al. obtained a 
Nd-Fe-B magnet with (BH)max = 430 kJ/m 3 by hot deformation of an amorphous bulk 
precursor prepared using shock compaction. 

A variation of the hot-working teclmique, a hot-pressing and plasma-activating 
process, was used to prepare high-density isotropic Nd-Fe-Co-B magnets for motor 
applications (Wada and Yamashita 1990). The main features of the obtained magnets 
are: (1) hig h density (nearly 100%), and (2) high coercivity which is mainly due to the 
starting powder composition. They prepared a magnet with a (BH)max of 15 MGOe and 
a coercivity of 1.36 MA/m. The temperature coefficients of magnetization and coercivity 
are comparatively better than those of the sintered Nd-Fe-B magnets. 

Shimoda et al. (1988) succeeded in preparing cast Pr2Fe14B magnets. The anisotropy of 
these cast Pr-Fe-B magnets can be enhanced by hot-working, in which the deformation 
comes from the rotation of the Pr-Fe-B-phase grains, which are pulverized during 
deformation, in a praseodymium-rich liquid phase under pressure (Yuri and Ohki 1994). 
The mechanism is different from ordinary plastic deformation of metals which is caused 
by the appearance of dislocations in microstructure. 
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The casting method can also be applied to Nd-Fe-B and Nd-Fe-C systems (Eisses 
et al. 1991). Since the magnetic properties and the shape homogeneity of small and thin 
magnets, however, are better in sintered magnets, the industrialization of the cast magnets 
has not been yet realized. 

6.2. Bonded magnets 

The basic idea of a bonded magnet is the mixture of a magnetic powder and a binder. The 
most obvious features ofbonded magnets are: (1) high degree of freedom in the shape of 
the magnets, which means that thin and long magnets can be prepared, (2) high shape ac- 
curacy without secondary machining, such as cutting and grinding, (3) high toughness 
without breaking and cracking, and (4) suitability for mass production. 

Almost all rare-earth magnets, except the sintered Nd-Fe-B magnets, can be prepared 
as bonded magnets. The magnetic powders are prepared by melt-quenching, such as 
the MQ types, by the HDDR technique, and by mechanical alloying. Exchange-coupled 
magnetic powders are also used for bonded magnets. Improvement in the preparation 
methods for bonded magnets, therefore, is an important task for future researches on 
permanent-magnet materials. 

Bonded magnets can be categorized into four types according to fabrication teclmiques: 
(a) calendering type using a flexible binder, (b) extrusion type using a thermoplastic resin, 
(c) injection type also using a thermoplastic resin, and (d) compression type thermoset 
resin. Figure 36 summarizes the types of bonded magnets. 

Calendering methods are normally used in the production of ordinary magnets used in 
daily life. Some ideas exist about the use of a thin sheet of a mixture of rubber or resin 
and the magnetic powder, such as for radially oriented magnets by rolling the sheets. 
However, scientific papers about the fundamental points of the techniques generally do 
not appear in ordinary technical magazines. 

The extrusion teclmique has been applied to Nd-Fe-B-based magnets. Sakata et al. 
(1992) reported on preparing magnets with 72vo1.% magnetic powder. The volume 
fraction has been increased to 78 vol.% using this technique (Akioka 1996). This value 
is nearly the same as for compression-molded magnets. 

Injection molding magnets can be easily prepared in complex shapes with high mass 
productivity by using automatic injection molding machines. The maximum content of 
magnetic powder can be raised up to about 67 vol.% by optimization of the bonding condi- 
tions, i.e. selection of the resin and the pre-treatment reagent for the powders. Anisotropic 
magnets can also be produced using magnetically anisotropic powders, by the application 
of magnetic fields during injection molding. For an anisotropic bonded Sm-Fe-N magnet, 
Sumitomo Metal Mining Co.Ltd. has achieved a (BH)max of about 100kJ/m 3. The 
injection-molding method has another advantage in that the magnets are without voids 
in bulk microstructure, which is advantageous for the prevention of the deterioration of 
magnetic properties by oxidation and/or by humidity (Claude et al. 1993). 

Compression molding realizes high densities of magnetic powders. In laboratory-scale 
experiments, it is possible to prepare magnets with more than 80 vol.% magnetic powder. 
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M a g n e t i c  p o w d e r  B inde r  M o l d i n g  m e t h o d  

~ ~~~nde~~ ~-->, 
Fig. 36. Relations among constituent technologies relevant to the fabrication of  bonded permanent magnets 

(Hirosawa and Tomizawa 1997). 

Since the compression technique needs comparatively high pressure, more than 600 MPa 
in ordinary cases, mass production is comparatively difficult except when rotary press 
machines can be used. The two main difficulties are in the powder feeding and in the 
wear and fatigue of dies for molding, which is also a problem in injection molding. 

Matsunaga et al. (1996) developed a method using a binder of low melting viscosity, 
and achieved a high volume fraction of highly oriented HDDR Nd-Fe-B magnetic pow- 
der. Their magnets also have the advantage of a low void fraction in the microstructure, 
which prevents or reduces the deterioration of the magnetic properties by hydrogen attack 
(Claude et al. 1993). 

The relationship between the magnetic flux loss and the volume fraction of voids in 
injectiordcompression-molding bonded magnets after treatment under the same conditions 
is represented in fig. 37 (Mino and Hirosawa 1999). It is clear that the magnetic flux losses 
proportionally decrease with increasing volume fraction of voids. 

The total world-wide market for rare-earth bonded magnets is estimated to be 
200 million dollars at present. There are some promising bonded magnets for future 
applications. Magnets using isotropic nanocomposite magnetic materials will be used 
for small-size rotors, such as stepping motors with multi-pole magnetization. For higher- 
temperature applications, Cr-doped Fe-Fe2B-Nd2Fe~4B nanocomposite bonded magnets 
should be useful. 

The most promising bonded magnet, however, is the anisotropic nanocomposite and/or 
metastable-phase magnet which potentially can achieve a (BH)ma× of more than 300 kJ/m 3 
with a sophistication of the current preparation teclmiques (Schrefl et al. 1994a). 
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7. Some typical studies using micromagnetic approaches 

Micromagnetism was introduced in the studies of magnetism by Brown (1962, 1963). 
In this section, we briefly summarize the present stage of this active field of research. 
With the development of greatly increased computing power, the calculation using, for 
example, the finite elements method (FEM), it is now possible to simulate the details 
of the magnetic reversal mechanisms and/or interactions between grains in complex 
microstructures, i.e. those found in nanocomposite magnets. 

The important reasons for recent developments of this type of simulation are the 
following. First, the specific coherent length (L), represented as 

L ~  

where A is the exchange stiffness coefficient, and K is the anisotropy constant, is 
comparable with the typical grain size in nanocomposite materials. This size is also about 
the same as the size of the activation volume, v, in magnetic after-effects, which means the 
nucleation region in the magnetic reversal. The width of domain walls in hard magnetic 
materials is about 10 nm, which is of the same order as the length L. 

All these sizes can be treated as a unit of magnetic moment in micromagnetic 
calculations, for example, see Fukunaga and Kanai (1998). The interactions among them 
can also be evaluated in the simulations. 

Second, the real microstructure of the magnetic materials can be observed directly 
by TEM, and this information can also be used directly in the simulations as the 
morphological information needed in the calculations for the models. 

Therefore, the most obvious ability of the micromagnetic approaches appears to be in 
the simulation of systems in which complex interactions between finite regions strongly 
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influence the properties of the whole system. In this sense, nanocomposites and/or 
exchange-coupled magnets are suitable materials for the micromagnetic approach. 

The principles of the simulation method may be found in the introductions of papers 
quoted in this section. Four independent factors are important: (a) the exchange energy 
between the magnetization units, such as the Heisenberg model, (b) the magnetostatic 
energy of the magnetization in an external field, (c) the magnetocrystalline anisotropy 
energy coming from uniaxial magnetic anisotropy, and (d) the stray field. 

For example, Schrefl et al. (1994b) analyzed the remanence enhancement in some 
magnets, Nd2Fe~4B, SmCos, and Sm2(Fe0.sCo0.2)x7N2.8. They predicted (a) more than 
40% of remanence enhancement is due to exchange interactions, (b) hardening of the 
soft magnetic phase which preserves a sufficiently high coercivity by exchange coupling, 
and (c) average grain sizes in the microstructure of the magnets comparable with the 
exchange length. 

Kronmüller et al. (1994, 1996) and Bachrnann et al. (1998) have been continuously 
developing micromagnetics-based methods. They studied the coercivity of rare-earth 
magnets by calculations in which each parameter was evaluated by following the well- 
known Stoner-Wohlfarth coherent rotation equation (Stoner and Wohlfarth 1948): 

2K1 
~0Hc = a ~ - s  - Neff./t0Ms, 

where /to is the magnetic permeability of vacuum, Ho is the coercive field, and 
K1 and Ms are the first anisotropy constant and the saturated magnetization, respectively. 
The parameters a and N «  are important characteristic values of each material: 
a characterizes the intrinsic character of the coherent magnetic reversal, and Neff. is a 
demagnetizing factor including the local parameters in the real shape of the sample, 
respectively. 

They also applied their technique to nanocrystalline magnets, and discussed the 
difference between the "Nucleation Model" and the "Nucleation Expansion Model". Their 
conclusion was that the difference between the models, if it exists, corresponds to a very 
small energy, and has almost no meaning in real magnets. 

They also pointed out that the finite-elements method, in which the material is divided 
into elemental units, may fail to represent the exchange energy in systems containing 
strong inhomogeneities in magnetization distributions. For these cases, they proposed the 
use of the atomic-exchange-interaction (AEI) model based on the Heisenberg model in 
the limited volume of discontinuous local regions. Unfortunately the AEI model requires 
extremely powerful computers if applied to a realistic system. For real applications, they 
proposed a combined FEM-AEI method. 

The group at the Laboratoire de Magnétisme Louis Néel has also been developing 
simulation methods based on micromagnetism. Recently, Toussaint et al. (1998) studied 
magnetization reversal in thin films, such as Sm-Co/Co-Zr/Sm-Co multilayer films, and 
films and an array of particles in W/Fe/W samples. They concluded that the magnetic 
reversal in the former case is governed by the propagation of a wall which is already 
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Fig. 38. Simulated effect of strength of interaction 
between hard and soft regions. Reduced M - H  curves 
are calculated under the assumption that the soff and 
hard grains have the same salm'ation magnetization 
(Fuktmaga I995). 

present in the soft magnetic phase; and that the considerable reduction of the coercivity 
in the latter materials, compared with coherent rotation model (S-W model) is due to the 
emergence of large nonsaturated volumes at the edges of  the particle. 

The general contributions from the group are mainly concerned with the coercivity 
problems, which were summarized along with important contributions from other groups 
in an article by Givord and Rossignol (1996). 

Fukunaga (1995) and Fukunaga and Kanai (1998) have been developing simulations 
in nanocomposite magnetic materials using a model based on interactions between cubic 
regions. Their method is an original approach in which each cubic region in the model 
corresponds to a hard or a soft magnetic phase region, and an interaction parameter t /at  
the surface of the two cubic regions, which is given by 

S Je 
- 6 K u V '  

where Je corresponds to the exchange constant for a unit surface area of  a cubic region, 
and Ku corresponds to the anisotropy constant in the hard phase, aed S is the surface area 
where the interaction appears, and V is the volume of a cubic region. They used an 
average grain size ofabout 10 nm for the hard and soft phases, and calculated the magnetic 
properties of  the magnets as a function of the exchange-interaction parameter. Figure 38 is 
an example of their simulation, in which the volume fractions of  the hard and soft regions 
were both 50%, and the interaction parameter between them was varied: ~/= 0.059, 0.118 
and 0.178. The optimum hysteresis curve was obtained for ~q--0.118 in this calculation. 

They improved their method by using finer magnetic elements, and developed a 
representation for the local demagnetizing field (Fukunaga and Kanai 1998). They 
concluded that a magnet composed of 60% soft and 40% hard grains with a grain size 
around 20 nm should be the best nanocomposite microstructure for the Nd-Fe -B  system. 

Other groups are also investigating the magnetic properties of  rare-earth magnets using 
micromagnetic approaches. The magnetic properties of  nanocomposite materials include 
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complex problems which are difficult to treat by either classical continuum models or 
quantum statics of distributed spin clusters alone. Combining these and other approaches, 
therefore, should be helpful for understanding the properties of these important magnetic 
materials, and should lead to a more powerful technique in the near future. 
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S°(T) standard entropy at temperature T x concentration 
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equilibria X magnetic susceptibility 
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T a anharmonic contribution at temperature T Op paramagnetic Curie temperature 
T c Curie temperature (Curie-Weiss constant) 
T N N6el temperature p specific resistance 
X symbol for an anion, S, Se or Te 

Introduction 

The rare earths form several binary sulfides of  various compositions and crystal structures. 
Most of  them have been well studied by now. Only for polysulfides has complete 
knowledge not yet been obtained. This work is an attempt to present recent results, to 
show how they have altered the general idea on the fundamental properties of  polysulfides 
and to call attention to those interesting compounds which need additional investigation. 

1. A historical account 

Attempts to find an analogy between CeS2 and CeO2 containing tetravalent cations led to 
the formula Ce2S3 .S with trivalent Ce (Biltz 1911, Klemm et al. 1930). The formula was 
derived from magnetic measurements, the chemical behavior of  CeS2, and the volume 
of its unit cell which is close to that of LaS2 with trivalent La. According to the 
formula, disulfides were described as compounds containing sulfur in excess of the rare 
earth's trivalent stoichiometry requirements and with properties inconsistent with those 
of  classical salts. The question how sulfur in CeS2 is bound to the normal sulfide was of 
minor importance. The 1950-1960s were a period of activity in the synthesis of  disulfides. 
They were obtained as powders for all light lanthanides, for some heavy lanthanides, and 
for Y (Flahaut and Guittard 1956a). Their structures were identified and their thermal 
stability was estimated. At the same time a sulfur deficiency in the disulfides was 
recognized. This characteristic seemed to be typical of  the heavy elements only (Flahaut 
and Guittard 1957, Flahaut et al. 1959). Why this hypostoichiometry appears even in 
excess sulfur was not clear, and interest arose in the study of the structures and properties 
of  these compounds. During the 1970s the composition nomenclature of the polysulfides 
increased considerably because of the development of  preparative chemistry. Webb and 
Hall (1970) synthesized the stoichiometric disulfides for all lanthanides under high 
pressure. For the light elements, in addition to disulfides, hyperstoichiometric compounds, 
LAS2.33 and NdSz67 (Eliseev et al. 1972) and the reduced polysulfides, LaSL94, 
LaSi.75-1.80, PrS1.98, PrS1.70, and 8m81.94 (Ring and Tecotzky 1964) have been prepared. 
The occurrence of the latter compounds as intermediates during disulfide synthesis was 
unexpected. Later the reduced polysulfides were detected as individual phases in the 
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La, Nd, and Eu systems through systematic studies of phase diagrams (Grizik et al. 
1970, Eliseev and Uspenskaya 1972a, Loginova 1974, Loginova et al. 1975, Ananth et al. 
1974). Eliseev and Grizik (1977) published the first review on nonstoichiometry of the 
disulfides. Usually reviews on rare-earth sulfides included only one or two pages with 
data concerning the polysulfides (Flahaut and Laruelle 1968, Samsonov and Drozdova 
1972, Jarembash and Eliseev 1975, Eliseev and Grizik 1977, Flahaut 1979). By the early 
1980s a large body of information on compositions and structural types of the polysulfides 
had been gathered, but information was very conflicting. The disulfides were taken as 
phases of continuously variable composition in a wide range or as exactly stoichiometric 
compounds without any homogeneity ranges. The reduced polysulfides were considered 
to be individual phases or compositions lying within homogeneity ranges. Poor and 
improper identification of the polysulfides may add to the confusion. Therefore, attempts 
to correlate compositions and structures of the polysulfides, on the basis of X-ray powder 
diagrams and common chemical analysis, were not successful at that time. Identification 
of the polysulfides became more reliable when structural research on single crystals came 
into use. The structures of the following stoichiometric disulfides were solved: YbS2 by 
Teske (1974); LaS2 by Dugu~ et al. (1978); and NdS2 by Borisov et al. (1979). Polytypes 
of LaS2 with different structures were established. It was expected that dimorphic behavior 
should also show other light elements. 

Other areas of investigation began to develop when high-quality crystals with 
mm 3 dimensions were obtained by Vasilyeva et al. (1985). Special techniques to 
characterize the crystals individually have been devised and, thus, precise experimental 
data on compositions and densities were obtained in addition to those from structural 
researches. The disulfide stoichiometry began to become apparent in association with 
their structural features. The structure of the disulfides consists of alternating sheets of 
composition [RS]n and layers of (S2)n with the chemical formula, (RS)~(S2) 2-. According 
to this formula the disulfides are arranged in analogy to the (CeS)zAs2 compound, one 
of a large group of compounds classified by Flahaut (1976). The role of the geometric 
factor in the arrangement of the [RS]~ sheet, and the polymerization of sulfur in the 
($2) 2- layer, became the subject of many researches at this period. Many attempts were 
made to find the factors responsible for the stability of the different structural types 
and to clarify the polymorphism phenomena of the disulfides (Wichelhaus 1977, Eliseev 
and Grizik 1977, Yanagisawa et al. 1979, B6nazeth et al. 1981, Kuzmicheva et al. 
1981). Electronic structure calculations on the basis of the structural data for LaS2 were 
performed by Zhukov et al. (1990). The availability of well-characterized crystals made 
it possible to study thermodynamic properties and some physical properties. Features of 
low-temperature magnetic behavior and memory phenomena of CeS2 were observed by 
Klimenko et al. (1991b); thin crystals of NdS2 and DySl.84 showed transparency over a 
wide spectral range (Shilkina et al. 1987a). These properties point to potential areas of 
practical use of the polysulfides. 

As to the nonstoichiometric polysulfides, they seemed to escape notice. Lack of 
information on how to grow crystals with a desired composition was a main obstacle 
in the development of this area. Powder-preparative chemistry could hardly provide 



570 INGA G. VASILYEVA 

reliable data for these compounds. Progress in the preparation and identification of new 
hypostoichiometric polysulfides has appeared through systematic studies of the Ps-T-x 
diagrams coupled to precise structural research using single crystals (Podberezskaya et al. 
1997, Vasilyeva and Belyaeva 1999, Vasilyeva and Belaya 1999, Vasilyeva et al. 1999). 
A series of distinctive intermediate phases of fixed and very close compositions in the 
systems RS1.50-RS2.00 with R = La, Pr, Nd, Sm and Dy were observed. All these phases 
may be described by the generic formula R, S2~_ 1. The compositions of the hypostoichio- 
metric polysulfides and their homogeneity ranges were determined from these diagrams 
without the necessity to prepare the phases beforehand in the pure state. According 
to the Ps-T-x diagrams, the conditions for growing crystals were known and some 
hypostoichiometric polysulfides were obtained as single crystals. Structural researches 
on SinS1.90, DySI.76, and DyS1.84 single crystals have shown that sulfur deficiency in 
these compounds results in the formation of different types of superstructures (Tamazyan 
et al. 1994, Podberezskaya et al. 1998, 1999). In all structures the [RS], sheet remains 
virtually unchanged and the (S)n layer is modified by special distributions of statistically 
occupied and vacant sulfur positions with the formation of -(Sn) 2-- chains of different 
length. These features of the hypostoichiometric polysulfides offered a clearer view of 
nonstoichiometry in the disulfides with the PbFCl-type structure. Chemical bonding and 
the geometric compromise between the (RS) + and ($2) 2- structural fragments has become 
the subject of investigation in order to predict changes in the physical properties of the 
disulfides, when sulffff deficiency or additional metal atoms occur. 

Possible areas of application are suggested by peculiarities in the physical properties 
associated with the nonuniform layered structure of the polysulfides. However, knowledge 
of these properties is far from complete. Presently, the most developed application of 
LaS2 is the production of La2S3 as a material for atmospheric infrared optical windows. 
As initial products for high-temperature and high-pressure technological processes the 
disulfides provide uniformity and strict stoichiometry of the final ceramics or crystals 
(Volinetz et al. 1977, Prokofiev 1993). 

2. The occurrence of polysulfides 

The compositional classification of polysulfides is based on three groups: the higher 
(hyperstoichiometric) polysulfides, RS2+x; stoichiometric disulfides, RSz0; and lower 
(hypostoichiometric) polysulfides, RS2_x. The classification covers all known compounds 
up to 1985, with compositions varying in the range from RS2.67 to RS1.70. The prime 
interest has been in the stoichiometric disulfides; researches with other polysulfides 
occurred rarely. The histogram in fig. 1 reflects this situation clearly. The compositions 
are grouped in two lines, of the RSz0 and RS1.90 compositions (within the accuracy of 
common chemical analysis), and the lines are typical for both light and heavy lanthanides. 
The lines of the RS1.75 and RS1.70 compositions are not quite conclusively demonstrated. 
The RS1.75 line is more typical of the light lanthanides, while the RS1.70 line is dominated 
by the heavy elements. There is a large scatter in the compositional range between RS1.85 
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Fig. 1. The number of polysulfides of different compositions reported in the period from 1908 to 1985. 

and RS1.80, and here it is difficult to find arguments in support of a concrete composition. 
It is seen that the extension of each of the observed isotypical lines does not conform 
to the known rule of periodicity for other lanthanide compounds. Thus there is reason 
to believe that some compositions reported in the literature are doubtful. Because of 
this, it is easily understood why authors studying the T - x  diagrams chose, among all 
polysulfides, only one or rarely two phases as highly reliable and/or in equilibrium. For 
instance, the phases LaS2.0 and LaS1.7 were depicted in the phase diagram of the La-S 
system (Bach 1986); the phases YbSz_x, YbSl.70 were involved in the Yb-S system 
(Eliseev et al. 1981); only CeS2 was shown for the Ce-S system (Jarembash and Eliseev 
1975); and Eu2S3.sl was found as the only polysulfide in the Eu-S system (Ananth et al. 
1974). Therefore, an accurate description of the phase equilibria in these systems requires 
re-examination of all powder data. 

No marked difference is observed between the chemical properties of the polysulfides 
of any composition. Being powders of micron dimensions they evaporate incongruently 
at ~600°C in vacuum. The dissociation temperature has a tendency to decrease along 
the lanthanide series (Flahaut et al. 1959, Ring and Tecotzky 1964). Polysulfides 
are considered to melt incongruently, losing sulfur and forming R2S3, except Eu3S4 
for the Eu polysulfide (Ananth et al. 1974). The polysulfides, except for cerium, 
are stable in air up to 500-600°C. The process of oxidation begins together with 
sulfur loss and leads to the formation of oxysulfides, oxysulfates or oxides with the 
temperature process (Radzikovskaya and Marchenko 1966, Ananth et al. 1974, Takashi 
1973). CeS2, a fine powder, is pyromorphic and decomposes in air at 300°C to form 
gaseous SO2 and solid Ce(SO4)2. The polysulfides are stable in water, but dissolve in 
nonoxidizing acids, evolving free sulfur. The full oxidation of sulfur up to SO ] ions 
is possible only in strong oxidizing media, for instance, HNO3 +Br2 (Radzikovskaya 
and Marchenko 1966), HBr+Br2 (Stuve 1981), or H202 (Picon and Patrie 1956). The 
polysulfides are practically insoluble in alkalis (Webb and Hall 1970). Other properties 
of nonstoichoimetric and stoichiometric polysulfides will be described in the following 
sections. 



572 INGA G. VASILYEVA 

3. Preparative methods 

3.1. General remarks 

Several comprehensive reviews on preparative methods of sulfide compounds are 
available (Samsonov and Radzikovskaya 1961, Flahaut and Laruelle 1968, Aloman 1968, 
Jarembash and Eliseev 1975). The following methods are suited for the preparation of the 
polysulfides: (a) reaction of sulfur with metals; (b) reaction of oxides or salts with H2S 
or CS2 in an inert gas, Ar or N2; (c) reaction of sulfides with sulfur. Synthesis between 
chlorides and a NaCNS melt was performed by Balashevskii and Valtzev (1983), but has 
not been used thereafter. Metathesis reactions between alkali metal polychalcogenides 
(Na2S2 and K2S2) and lanthanoid trihalides (PrCI3, LaC13) were realized at ~300°C, 
resulting in appropriate disulfides (Chen and Dorhout 1995). An ammonia-thermal 
synthesis is known for YbS2 (Teske 1974). However, this procedure is rather complex, 
specific and of little synthetic value for the other lanthanides, except maybe Eu, which also 
dissolves in water-free ammonia. Advantages and disadvantages will now be discussed 
for each method separately. 

Method (a). There are limitations in using this procedure. It is difficult to work with 
free metals, and the rare-earth metals are not available without gaseous impurities. During 
synthesis, products may be contaminated by Si, and also by oxygen and nitrogen whose 
diffusion through quartz becomes appreciable at temperatures above 900°C. Multiphase 
products after the first reaction must be crushed in a dry inert gas. The advantage of the 
procedure is the possibility to vary the sulfur partial pressure in the reaction zone and ob- 
tain the polysulfide of the desired stoichiometry. A modified version of this method is the 
application of high pressures and high temperatures to R-S mixtures. The procedure is not 
free from the above disadvantages, and the end products may be heterogeneous. Yanag- 
isawa and Kume (1986) have considered the heterogeneity of the polysulfide phases. 

Method (b). This method employs the oxides or salts as starting materials and has 
several advantages. Oxides are available in high purity and at rather low cost, and the 
compounds are convenient for preparative procedures. Disadvantages are the necessity 
to use high temperatures for reducing oxides (moderate temperatures for salts and 
hydroxides), to use toxic sulfidizing agents, and to clean them from oxygen. Kinetic 
problems arise as well, because of the formation of a thick product layer on the unreacted 
starting solid. All these make the process of rather limited importance. 

Method (c). Facilities to work with the starting products are combined here with 
reasonably low temperatures of synthesis. Besides, polysulfides with a minimum content 
of oxygen may be prepared in this process (Loginova 1974) because oxygen is removed 
from the starting sulfides during sulfidization. But a kinetic problem is important for this 
process as with the above procedures, especially if attaining equilibrium for the reaction 
is visually controlled. Loginova (1974) used an apparatus with automatic recording and 
balancing of the sample weight; this is more convenient but has a low sensitivity. It 
was not surprising that the time to reach the equilibrium state of the LaS1.5 + S --+ LaS2 
reaction under identical conditions was found to vary, from 25 to 250 hours. Therefore 
a non-equilibrium state for samples prepared in short times is expected. The kinetics of 
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the RS1.5(solid)+ 0.5S(gas) ~ RS2(solid) reaction was studied for the La-S and Gd-S 
systems. The process of LaS2 formation is controlled by the rate of the chemical reaction, 
while for GdS2 formation, sulfur diffusion into the solid sesquisulfide restricts the reaction 
rate. The different radii of these elements were explained to be the main factor responsible 
for the different kinetics of these disulfide formation processes (Loginova 1974). Synthesis 
of RS2 from the R2S3(solid)+ S(solid) mixtures has also been carried out under high 
pressures and high temperatures (Yanagisawa and Kume 1973, 1986). The process appears 
to hold considerable promise for the preparation of stoichiometric polysulfides of the 
heavy elements, which could not be normally prepared under ordinary sulfur pressure. 

3.2. The higher (hyperstoichiometric) polysulfides 

Both methods - high-pressures high-temperature technique and isopiestic experiments 
under high sulfftr pressures (Ppartial) -- have been used to synthesize the higher polysul- 
tides. Isopiestic experiments have been performed for the systems with Gd (Vasilyeva and 
Kurochkina 1981), Nd (Gorbunova and Vasilyeva 1985), Er (Gorbunova and Vasilyeva 
1986), Sm (Vasilyeva and Belyaeva 1999), Dy (Vasilyeva et al. 1999), and Pr (Vasilyeva 
and Belaya 1999). High-quality silica closed ampoules were used to keep the R2S3 + S 
mixtures (with ratio S/R2S3 >~ 3) at 700°C and under sulfur pressure in 5, 10, or 20 atm. 
This sulfur pressure appeared to be sufficient to prevent decomposition of RS2. The final 
products were identified compositionally and structurally, and in none of the experiments 
were hyperstoichiometric phases observed. Neither were they detected in any high- 
pressure experiments. Only disulfides of Yb, Nd, and Ce may be synthesized with 
pressures of 30-90kbar and temperatures of 1000-2000°C applied to mixtures even 
with the ratio S/R>~3. The mixtures were taken as Yb+3S or YbS1.50+3S (Eliseev 
et al. 1976, 1978), as NdSLs0 + 3S and CeSl.50 + 3S (Yanagisawa and Kume 1973, 1986). 
These results seem contrary to the earlier information referring to existence of the higher 
polysulfides. NDS2.67 and YbS2 +x were synthesized as very small crystals by the chemical 
transport reaction with iodine, however, without a direct determination of their actual 
composition (Uspenskaya and Eliseev 1972). LAS2.33 was detected during a phase-diagram 
study by a weighing method recording the composition increasing (Loginova 1974). 
These composition values are tentative because, as stated by the authors themselves, the 
characterizations were not highly accurate. We can agree with these authors' opinion, 
because the choice of these indirect techniques for compositional identification of the 
polysulfides was truly unsuccessful. In view of all these results, the disulfides should be 
taken as the higher polysulfides for the RS1.50-S systems. 

3.3. Disulfides and the lower (hypostoichiometric) polysulfides 

To our knowledge, the only study where the disulfides of La, Pr, and Nd were prepared 
from metals and sulfur is by Bucher et al. (1975). Metal, in the form of turnings, and 
sulfur were heated in double sealed quartz tubes at a temperature of 1150°C for 2-3 days. 
The intermediate multiphase product was dissolved in a large amount of liquid sulfur, 
and was kept at 500-600°C for 10-14 days. The high-pressure high-temperature variant 
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(500-1900°C, 14-70 kbar) was used to prepare disulfides ofNd, Gd, Tb, Dy, Ho, Er, Tin, 
Yb, and Lu from the R+2S mixtures (Webb and Hall 1970). 

The interaction of La and Nd oxides with HzS begins at 700°C and results in the 
corresponding disulfides (Aloman 1968). For CeS2 this reaction goes to form a mixture 
of CeS2, Ce2S3, and CeO2 (Flahaut and Guittard 1956b). The reaction between (RO)2CO3 
(R=La, Pr, Nd) and HzS takes place at temperature ~650°C, also giving the disulfides 
(Sallavuard and Rene 1970). The same temperature was suitable for the following 
reaction: R2(SO4)3 +HzS(gas) ~ RS2, R=La,  Ce, Pr and Sm (Biltz 1908, 1911, Klemm 
and Rockstroh 1927). Another sulfidizing agent, CS2 (in an inert gas), was used in the 
reactions with oxides, and LaS2 was prepared at 600°C (Takashi 1973); a H2S/CSz/Ar 
mixture and a temperature of 850°C were suitable for CeS2 formation (Vasilyeva et al. 
1998a). Le Rolland et al. (1994) prepared LaS2 using the interaction between solid 
La203 or La(OH)3 and gaseous CS2 at 500°C. 

The most popular procedure for obtaining disulfides is the reaction between solid 
R2S3 and gaseous sulfur at 600°C (Biltz 1911, Picon and Pattie 1956, Flahaut and 
Guittard 1956a,b, 1957, Radzikovskaya and Samsonov 1961, Grizik et al. 1970, Loginova 
1974, Golovin et al. 1975, Kriklya 1986). Under these conditions a low-temperature 
modification of the disulfides may be prepared. To obtain the high-temperature form 
for R = Ce, Pr, and Nd the high-pressure high-temperature technique was applied to the 
corresponding mixtures (Yanagisawa and Kume 1973, 1986, Yanagisawa et al. 1979). 

It is not quite clear what conditions are suitable for the preparation of the lower 
(hypostoichiometric) polysulfides. Logically they are formed after the disulfides when 
the R+2S mixture, under the same high pressure, is heated up to higher temperatures 
(Webb and Hall 1970, Eliseev et al. 1976, 1978). But why they occur when sulfur 
is used in excess of the disulfide stoichiometry (Ring and Tecotzky 1964) remains an 
enigma. In general, different final products may be obtained with the same reaction 
and identical conditions. Based on identification of the polysulfide compounds by X-ray 
powder diagrams and chemical wet analysis, Loginova (1974) and Golovin et al. (1975) 
reported that the stoichiometric disulfides may be obtained for Sm and even for Gd using 
the RS15(solid)+ S(gas) reaction. However the same experiments by Flahaut et al. (1959) 
yielded only hypostoichiomettic compounds for the heavy elements. This all leads Eliseev 
and Gtizik (1977) to argue that there are many polysulfide phases in the RS1.5-S systems: 
5 for La and Yb, 4 for Nd, 3 for Ce and Sin, and 2 for other elements. Unfortunately, 
no serious effort was made by Eliseev and Grizik in their review to estimate what 
compositions are correct and what ones are in error. 

Another problem to be discussed is the nonequilibrium state of the powdered 
polysulfides prepared by solid-gas interactions. In these cases the rate-controlling process 
is most often the sulfur diffusion in solids. A thick product layer formed on the unreacted 
starting solid inhibits the sulfur diffusion, resulting in a nonequilibrium state. To describe 
this state, one can use some indicators which are shared by many sulfide materials 
(Vanghan and Craig 1978). First, there is a greater number of phases on the surface of the 
solids than would follow from Gibbs' rule; the duration of the experiment has a dramatic 
effect on the number of phases and the compositional identity of the final products. 
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Second, there is no reproducibility of the resulting compositions in duplicate experiments. 
Third, the final products of the same gross composition reactions, for instance, R + 2S or 
RS1.50 + 0.5S, are not always identical, and depend on the origin of the starting products 
and the sequence of temperature and pressure variation. With these principles, one can 
suggest that the powdered polysulfides prepared by different authors (see sect. 3.3) can 
hardly be related to equilibrium materials. A multiphase surface state of powders has 
a serious effect on many properties and, thus, merits detailed consideration here. It is 
apparent that special means must be used to provide data on the gross composition and 
the spatial variation of the sulfur content over the grain. 

3.4. Compositional characterization 

There are indirect and direct means for determining the composition of the powdered 
polysulfides. Indirect determinations of the composition are inferred from the change of 
weight of RSI.5, powder reacting with gaseous sulfur (Loginova et al. 1975); from picno- 
metric density measurements and X-ray powder diagrams (Webb and Hall 1970, Eliseev 
et al. 1976); and from the shape of the Raman spectra being similar to those expected 
for the disulfides (Golovin et al. 1975, Le Rolland et al. 1991). Direct methods are based 
on wet chemical analysis, where metal and sulfur are determined by volumetric and/or 
gravimetric methods (Biltz 1911, Flahaut and Guittard 1956a, Loginova 1974, Yanagisawa 
and Kume 1973, Bolgar et al. 1987b, Takashi 1973). Mironov and Kamarzin (1979) 
discuss the metrological features of the analysis (precision, accuracy, and specificity). 
They showed that the sulfur content may be determined within a relative error of 2%, 
at best. In reality this error grows to 3-5% (Loginova 1974, Takashi 1973), and then, 
within this error, RS2.00 and RS1.90 may be characterized with high probability as phases of 
like composition. A set of analytical procedures to determine selectively amounts of S 2-, 
(S2) 2-, and S °, as a chemisorbed form, was described by Radzikovskaya and Marchenko 
(1966). Selective analysis should give information on the real polysulfide stoichiometry, 
eliminating the amount of chemisorbed sulfur from its total. However, this technique has 
rarely been applied to polysulfide analysis. Sulfur absorption by sulfide powders and even 
single crystals is a well-known phenomenon (Rau 1978). It was found that for powders 
of the lanthanide polysulfides the amount of sulfur absorbed, dependent on many factors, 
might be quite significant. Therefore, this kind of sulfur should be considered as a real 
source of random errors resulting in incorrect values for polysulfide composition. 

There are limited possibilities to establish the compositional inhomogeneity of pow- 
dered particles of the polysulfides. A new chemical method, differentiating dissolution, 
may be strongly recommended for this purpose (Vasilyeva et al. 1998a). This method was 
really effective in quantitatively characterizing the phase and chemical nonuniformity of 
CeSz-CeS1.5 mixtures. Another effective indicator of the compositional nonuniformity of 
the polysulfide powders is measurement of the sulfur pressure over the polysulfides. All 
other factors being equal, the more nonuniform powdered polysulfide produces a higher 
pressure. Indeed, three LaS2 powdered samples prepared in perfect analogy, except for 
time (experiment durations 8, 25, and 240 hours), showed the same pressure of 100 Torr 
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at temperatures 600, 650 and 720°C, respectively. The homogeneity of the last-named 
sample seems to have been achieved by very prolonged action on the solid by the gaseous 
sulfur. 

Final comment. The failure of common analytical methods to recognize the fine 
compositional differences of the polysulfides is evident. Therefore, new means, both 
analytical and physico-chemical, are desirable. Systematic studies of the phase diagrams 
should be the most suitable for this purpose. 

4. Phase equilibrium 

Systematic studies of the phase diagrams of the polysulfide systems have not been 
performed. This is easily explained by the high melting points and sulfur pressures of 
polysulfides, the reactivity of melts toward many container materials, and there being too 
little diffusion in solids below the Tamman temperature. The selection of experimental 
techniques which are adequate for these polysulfide properties is troublesome. The 
possible occurrence of an inexhaustible source of errors in phase-diagram construction 
becomes actuality if the study of the polysulfides is performed along traditional paths. 
Therefore, the data available in the literature on the phase diagrams of these systems are 
considered here together with the techniques used and their potentials. 

4.1. T - x  diagrams 

For most of the R-S systems, experimental data in the range 60-100 at.% sulfur have not 
been obtained, and some authors have plotted on their diagrams only the compositional 
lines corresponding to the most credible polysulfides, such as LaS2 and LaS1.7 (Bach 
1986); YbSz_x and YbSl.70 (Eliseev et al. 1981); CeS2 (Jarembash and Eliseev 1975); and 
Eu2S3.81 (Ananth et al. 1974). Only for two systems, Eu-S and Nd-S, have experiments 
been performed in a wide compositional range. However, the DTA investigation in the 
Eu3S4-S region was restricted to an upper temperature of 600°C and in the field the 
phase boundaries Eu283.81 and Eu3S4 with sulfur in solid, liquid and vapor state were 
determined (Ananth et al. 1974). The Nd system was accurately studied up to NdS3 
using the X-ray powder analysis, and the phases NDS1.75 and NdSz0, both of varying 
composition, were established (Eliseev and Uspenskaya 1972b). Flahaut et al. (1959), 
who studied the LaS2-LaS1.5 system showed that LaS2 is a phase without homogeneity 
range. Ring and Tecotzky (1964), on the contrary, observed wide composition ranges for 
La, Pr, Sm, Gd, Tb, Ho, and Y hypostoichiometric polysulfides according to their X-ray 
diffraction patterns. All these data on homogeneity ranges of the polysulfides are collected 
in table 1. It is clear that the correctness of these data depends essentially on the details 
of the preparation and characterization methods used in these studies for the powdered 
polysulfide samples. 

Little is known on the melting of the polysulfides. The peritectic temperature, 910°C, 
was determined by DTA for the reaction YbS1.70(solid) -+ 5'1o3 Ss(solid)+ L, with a sulfur 
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Table 1 
Phases and homogeneity ranges in the RS1.5-RS20 systems 
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Element Compositional range (S:R) Element Compositional range (S:R) 3 

La 2.01 Eu 1.92-1.87 

1.97-1.94; 1.88-1.782 

1.91-1.763 Gd 1.80-1.70 

Pr 2.0-1.73 Tb 1.80-1.74 

1.98; 1.702 

Ho 1.72-1.67 

Nd 2.33; 2.00, 1.80; 1.75-1.674,5 

1.98-t .803 Tm 1.78-1.72 

Sm 2.0-1.823 

1.94; 1.8955 Yb 1.76-1.70 

References 
1 Flahaut et al. (1959) 
2 Ring and Tecotzky (1964) 
3 Eliseev and Gfizik (1977) 

4 Eliseev and Uspenskaya (1972a,b) 
5 Jarembash and Eliseev (1975) 

content of 70at.% (Eliseev et al. 1981). No study of the liquidus region was carried 
out for this diagram. Quite a low peritectic temperature, 900°C, was established for the 
reaction NdS2(solid) --+ NdS1.5(solid)+ L (Uspenskaya 1972). With this in mind, Eliseev 
et al. (1981) suggested that peritectic-type diagrams must be typical of the RS1.50-RSz0 
systems, as that was observed in the RX1.50-RXz0 systems with X = Se and Te. However, 
another type of experiments, where NdS2 and ErSL85 crystals were heated in a closed 
quartz tube at 1100°C under sulfur pressures of ~<20 atm in excess of equilibrium, showed 
no evidence at all for polysulfide fusion (Gorbunova and Vasilyeva 1985, Gorbunova 
et al. 1990). Congruent melting was also established for the powdered polysulfides, when 
they were very rapidly heated in an open crucible in vacuum (Picon and Patrie 1956, 
Flahaut and Guittard 1956b). The initial composition was supported to hold constant up 
to melting, although a negligible sulfur condensation appeared. Recently a new high- 
temperature thermomieroscopic technique with the original heating and recording systems 
was described, where, in order to prevent decomposition of the samples, very rapid heating 
is performed in the camera with a pure helium pressure of about 3 atm (Gibner and 
Vasilyeva 1998). This apparatus is sensitive to all types of phase transitions, solid-solid, 
solid-liquid, solid-vapor, and liquid-vapor, and automatically records peaks, where for 
every transition there is a very specific profile of the peak. The occurrence of the solid- 
vapor peak is an important indicator of changes in the polysulfide initial composition, 
and the peak intensity allows the degree of the polysulfide decomposition before melting 
to be estimated. The experimental procedure of melting point determination for easily 
decomposing compounds in an open crucible was developed by Vasilyeva et al. (1998b). 
The melting points of some polysulfides were measured in this way and the results 
together with data obtained previously are listed in table 2. They are quite close to each 
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Table 2 
Melting points of the lanthanide polysulfides (°C) 

Rapid heating LaS 2 CeS 2 PrS2  NdS2 NdS1.90 SmS2 DySl.84 DySl.76 ErS~ss ErSI.75 

Vacuum 1650 1700 1780 1760 1730 
Pressure 3 atm. 1720 1760 1570 1640 1620 I660 

other, although Tm values were superior for those polysulfides which were heated in 
vacuum and, hence, could lose sulfur before melting. 

On the basis of all these experiments it should be noted that the melting behavior 
of polysulfides depends on a "pressure piston" in the systems. The liquidus being 
the projection of the monovariant line of the three-phase equilibria including sulfur 
vapor must be represented in the T-x  diagrams together with the vapor line. But it is 
experimentally difficult to directly measure the equilibrium sulfur pressure at melting 
points. Gorhnnova and Vasilyeva (1985) and Gorbunova et al. (1990) used an alternative 
variant. The pressures were measured at moderate temperatures in silica Bourdon gauges, 
and subsequently extrapolated with a justified assumption to the temperatures ranging up 
to melting. 

4.2. P - T  diagrams 

A high-pressure high-temperature technique was used to prepare heavy-element stoi- 
chiometric disulfides, which could not be accomplished normally under sulfur pres- 
sure. Therefore, most of the experiments were performed with a single composition, 
66.6 at.% sulfur, rather than in a wide compositional range. Several isobaric sections 
were studied in the YbSz.0-YbS1.5 system, and a change in positions of phase fields 
with pressure was observed (Eliseev et al. 1976, 1978, 1981). Applying a pressure of 
14-70 kbar at 400-1900 ° C to the R + S mixtures, Webb and Hall (1970) synthesized the 
stoichiometric disulfides for all heavy lanthanides. These compounds, having a rcat/ran 
ratio smaller than that for the disulfdes of the light elements, were structurally identical 
with the latter obtained normally. From these results it is evident that such behavior of 
the polysulfides along the La-Lu series obeys the Wentorf general pressure homologous 
rule (Wentorf 1963). According to this rule, only compounds with ionic-covalent bonds 
may behave in a similar way, and this can be extended to the lanthanide disulfides. 

New orthorhombic polymorphs for the light-element disulfides were obtained by high- 
pressure high-temperature procedures (Yanagisawa and Kume 1973, 1986, Yanagisawa 
et al. 1979). For these phases the positions of equilibrium lines of the monoclinic 
orthorhombic transformation for the Ce, Pr, and Nd disulfides were determined. No 
melting curves were presented, no attention was given to the different slopes of the 
polymorphic lines in the seemingly single-type diagrams, and the absence of reliable 
crystallographic characteristics for the final products was also a weakness of these studies. 
Merrill (1982) summarized these data in a survey where the P - T  diagrams for ABz- type  

compounds including the R elements were described, and the solid-state equilibrium phase 
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Table 3 
Characteristics of tensimetric methods 
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Method (a) Method (b) Method (c) 

Pressure range (atm) 

Temperature range (°C) 

Sensitivity of microbalance (g) 

Kind of reaction 

Time to achieve steady state (h) 

Means of composition determination 

Error in composition (at. pct) 

Means of homogeneity range 
determination 

Limit of determination (at. pct) 

10 3 2 0.5 1.5 5-20 

100-11 O0 600-1100 up to 700 
10-6 2.10-3 _ 

RS~ -+ R2S3+S. R2S3+S ~ RS 2 RzS3+S -~ RS 2 
120-240 25 190 

tensimetric calculations addition to weight chemical analysis 

O. 1 3-5 2-3 

breaking points of  X-ray powder diagrams chemical analysis 
Sz S2V-S2V lines 

~<0.07 ~<3 ~<2 

boundaries were emphasized. Some regularities in the behavior of the phase equilibria 
for the polysulfide systems along the La-Lu series may be noted. The stability ranges 
of isostructural disulfides shift to lower temperatures going from La to Lu. The solid- 
solid lines shift to higher pressure going from La to Sm. Even with these regularities, 
the information on the P-T diagrams is scant and inconsistent. Indeed, the phase state 
in these systems needs further investigation. 

4.3. Ps-T-x  diagrams 

Tensimetric methods are effective in studying phase equilibria of the polysulfide systems 
because the lanthanides are nonvolatile components at relevant temperatures (Strotzer 
et al. 1941, Lazarev et al. 1978, Vlach and Chang 1981). Direct sulfur pressure 
measurements by a silica Bourdon gauge, referred to as method (a) below, and two 
variants of buffer isopiestic-type measurements with sulfur transfer, methods (b) and (c), 
were carried out to construct the Ps-T-x  diagrams of the RS1.s0-S systems. Method (a) is 
based on the registration of transitions from three-phase equilibria, SlS2V, to two- 
phase equilibria, SV, and vice versa, when the phase state change occurs as a result of 
incongruent vaporization of the higher polysulfide in a closed system. The compositions 
of the intermediate polysulfides are calculated from the initial sample composition, which 
is known in advance, and the vapor phase in the points where complete decomposition 
of one of the condensed phases has taken place. The accuracy and sensitivity of 
the composition determination is achieved due to the precise characteristics of the 
initial sample (its weight and stoichiometry), and accurate measurements of the other 
experimental parameters such as pressure, temperature, and the gauge volume. In 
method (b) the composition is determined by chemical analysis after quenching the 
sample at the end of a run. In method (c) the composition is monitored continuously 
by means of a balance. The detailed parameters of these tensimetric methods are given 
in table 3. 
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Fig. 2. Ps-T phase diagrams for the 
SmSLs0-SmSz00 system: dashed lines, data 
from method (c); solid lines, data from 
method (a). Designation of monovariant 
lines: (1) S SmSzo V; (2) SmSi.9o SmS~.89 
V; (3) SmSl.89 Sm81.86 V; (4) Smgl.86 
SmS1.50 V; (5) SmSz0 SmS1.50 V 

The Ps-T-x  diagrams are studied for several systems. The La, Ce, Sm, and Gd 
systems were studied by method (c) (Loginova 1974, Loginova et al. 1975). For the 
Pr, Nd, Sin, Gd, Dy, and Er systems both method (a) and method (b) were used 
(Gorbunova and Vasilyeva 1985, Vasilyeva 1985, Vasilyeva and Gorbunova 1986, Gibner 
and Vasilyeva 1990, Vasilyeva and Belaya 1999, Vasilyeva and Belyaeva 1999, Vasilyeva 
et al. 1999). A considerable difference in topology between diagrams established 
using methods (c) and (a) is observed. Grossly nonstoichiometric phases with wide 
compositional ranges, such as CeSa.82-CeSz53 (although the composition of the higher 
Ce polysulfide is overestimated unjustifiably), SmS2.0-SmS1.82, and GdS2.0-GdS~.82 are 
the main results of method (c). The main results of methods (a) and (b) for these 
systems are no hyperstoichiometric polysulfides, no strict stoichiometric disulfides for 
the heavy lanthanides, and the occurrence of a series of individual intermediate phases 
spaced compositionally very closely. Most of the intermediate polysulfides may be 
represented compositionally as a homologous series of compounds with the generic 
formula RnS2n- 1. 

The difference between diagrams constructed on evidence obtained by methods (a) 
and (c) for the Sm system is clearly visible in fig. 2. Both the compositions of the 
Sm polysulfides and the positions of the lines representing the phase boundaries do not 
agree with each other. Features of the diagram based on the measurements of method (c) 
are the abnormal mutual arrangement of the phase fields and the Ps-T lines lying higher 
in relation to those of method (a), which leads one to consider this diagram to be "non- 
equilibrium". It seems plausible that in method (c) a steady state was assumed to be 
the equilibrium state, considering that the monitoring of the polysulfide weight change 
was not very sensitive in the experiment. Another example, where the kinetics are of 
primary importance to the topology of the polysulfide diagram, is shown in fig. 3 by the 
example of the T-x diagram of the DyS150-DYS1.84 system. In this study the criterion 
for an equilibrium state in the system (invariantness of pressure to time) was intentionally 
varied from 1 to 2 Torr per day (Vasilyeva et al. 1999). This change was sufficient to fix the 
invariantuess of pressure on the second instead of the ninth day, and to assume a steady 
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state instead of equilibrium one. As a result, the equilibrium phase diagram with two 
individual polysulfides is modified to that with one nonstoichiometric phase, see fig. 3. 
Therefore, the method of automatically monitoring the weight change with low sensitivity 
is not suitable for studying phase equilibria in polysulfides systems. 

The solidus portion of the pressure-dependent equilibrium phase diagram of the 
PrSz0-PrS1.5 system constructed by methods (a) and (b) is shown in fig. 4. A series 
of new sulfur-deficient polysulfides, PRS1.900(2), PRS1.846(6), PRS1.766(8), and PRS1.702(7), ill 
addition to the strict stoichiometric PrS2 has been found, separated by miscibility gaps. 
The intermediate polysulfides are seen to have narrow fields of stability. Therefore, 
it is difficult to prepare a single-phase intermediate polysulfide, especially when the 
desired thermodynamic parameters are unknown. On the other hand, the information 
resulting from these diagrams on the nonstoichiometric polysulfide compositions opens 
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the possibility to estimate the correctness of polysulfide compositions which were 
determined chemically, as is customary in the preparative chemistry. 

4.4. Correlation between the T-x and Ps -T-x  diagrams 

The correlation between T-x phase diagrams and diagrams of log pressure vs. 
inverse temperature, called Van 't Hoff diagrams, has been illustrated by the example 
of the Nd and Er systems (Gorbunova and Vasilyeva 1985, Gorbunova et al. 1990). 
This correlation was used to reach a conclusion concerning the true constitution of the 
Nd system and to estimate the equilibrium sulfur pressures for the Nd and Er polysulfides 
at their melting points. The operational details of the procedure are as follows. Possible 
forms of the Van 't Hoff diagrams were derived for the Nd and Er systems in accordance 
with the reported T-x diagrams. Two types of diagrams for Nd, with NdS2 either 
peritectically decomposing at 900°C (Uspenskaya 1972) or congruently melting at 1720°C 
(Gorbunova and Vasilyeva 1985), and one type for Er, with ERS1.85 congruently melting 
at 1620°C, were taken into account. Next the Ps-T lines for all the polysulfides were 
experimentally determined at temperatures from 400 to 1100°C, and the slopes of these 
lines relative to each other and to the line for pure sulfur were analyzed to be compared 
with the possible forms of the Van 't Hoff diagrams. The fact that none of the vapor lines 
showed any evidence of inflecting and that they had no tendency to a mutual intersection 
verified the validity of the T-x diagrams with congruently melting polysulfides. Knowing 
that NdS2 and ErSl.85 showed no transitions up to melting, the equilibrium sulfur pressures 
as extrapolated to the melting points were estimated to be ~180atm for NdS2 and 
-128 arm for ERS1.85. The correlation procedure is very useful especially for those systems 
for which data on the phase equilibrium are scarce and conflicting. 

4.5. Isotypical lines 

The construction of isotypical lines would be worthwhile to find a compositional 
principle for the homologous series and to make an estimation of the correctness of 
available dissimilar data. All new phases suggested from the Ps-T-x  diagrams and 
crystallization experiments, together with previous values for powdered polysulfides 
determined chemically, are collected in table 4 with indications of their accuracy. There is 
some disagreement on these magnitudes. Therefore, a line could be assumed to be actually 
existing if it included a sufficient number of reliably determined compositions. Among 
all these compositions, first preference was given to values resulting from tensimetric 
and crystallization experiments, as they are the most credible. The correctness of values 
obtained chemically for powdered samples was considered in some detail before their 
insertion in the line. On this basis one can easily construct two isotypical lines: RSz000 
for R=La-Nd,  and RSI.900 for La-Eu. From this point of view the RSI.766 and RS1.700 
lines are probable, but not as reliable, especially with regard to their estimated extension 
along the La-Lu series. Little can be said about other lines and phases not belonging to 
these lines but being members of the homologous series RnSen-1. Some compositions, 
e.g. RS~.80, seem to be quite tentative; others, e.g. RS1.893, RSI.863 and RS1.833 having 
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Table 4 
Representation of compositions known for the lanthanide polysulfides 
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Compositions derived from Compositions of powdered samples Compositions of crystals from 
tensimetric experiment (4-0.004) from the chemical method (4-0.08) the chemical method (±0.01) 

RSzooo R = LaNd RS2.oo R= La-Lu RS2.oo R= LaNd 
RSI.900 R=La-Nd, Sm, Eu RSl.90 R=La-Ho, Y RS190 R= Sm 
RSI.893 R = Sm - - 
RS1875 R=Nd - - 
RSI.863 R = Sm RS1.86 R=Dy 
RS185o R=Nd, Pr, Er RSI.85 R=Nd, Pr, Sm, Dy, Er RSI.85 R = Er, Gd 
RS1.833 R=Dy, Gd RSi.80 R=La, Gd, Tb RS~.84 R=Dy 
RS1.766 R=Pr, Dy RSI.75 R=La, Pr, Nd, Tb, Ho, Y RS1.76 R=Dy 
RSI.700 R=Pr RSl.70 R=La, Pr, Gd, Ho, Er, Yb,Y RSI.68 LTo R=H°, Lu 

their stability field on the P s - T - x  diagrams, are reliably identified (Vasilyeva and Belaya 
1999). The intermediate phase compositions RS1.900, RS1.893, RS1.846, RS1.766 and RSl.702, 
described by the generic formula RnS2,, 1 seem to be realized by the loss o f  one sulfur 
atom. The mechanism of  this loss, and the distribution of  the vacant sulfur sites in the 
structures o f  these intermediate polysulfides of  the homologous series, must be solved. 

Final comment. Complete thermodynamic and kinetic studies have been made to 
identify new individual polysulfide phases. The static membrane gauge method appears to 
be the most promising for controlling the equilibrium state in the systems. This method 
is also the main source in constructing P s - T - x  equilibrium diagrams, which provide 
valuable data for crystal-growth processes o f  the intermediate polysulfides. 

5. Crystal growth 

An important aspect o f  preparative procedures is the growth of  single crystals or films of  
the polysulfides. It is difficult to grow crystals or films from the melt or from the vapor 
because o f  the high melting points and incongruent vaporization o f  these compounds. No 
information is available about growing polysulfide films by a specific technique. However, 
the EuS1.9 or GdS1.9 phases were detected by Schienbein et al. (1978) in films prepared 
by the action of  an electron beam on the precursors EuS or GdS. However, the formation 
of  these phases was not associated with direct deposition from the vapor. Interaction o f  
EuS or GdS films with atomic sulfur, accumulated under these films at high deposition 
rates, led to the occurrence o f  the polysulfides. 

Three types o f  procedures were used to obtain crystals of  polysulfides: from water- 
free ammonia, by a chemical transport method, and crystallization from fluxes o f  a 
different origin. The first procedure was effective in growing small YbS2 crystals only 
(Teske 1974). Crystals o f  LaS2.0 and NdS2.0 were prepared by chemical transport with 
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iodine (5 mg/cm3), and mass transport took place from the hot to the cold zone (gradient 
-100°C) (Uspenskaya and Eliseev 1970, Eliseev et al. 1971, 1972). Well-faceted crystals 
are usually grown in a diffusion regime: any supersaturation in the gaseous phase results 
in poor crystallinity. Sulfur and bromine did not transfer polysulfides at all. There are 
short accounts, without details, on growing YbS2 x crystals (Eliseev et al. 1981) and 
GdS2_x crystals (Azizov et al. 1984) by chemical transport. 

Flux methods appear to be more effective for growing polysulfide crystals. The follow- 
ing groups of possible solvents were investigated: solvents with a common cation (NdI3); 
solvents with a common anion (Na2S2, Na2S2.8, Na2S4, and sulfur); indifferent solvents 
(KCNS, Pb, KCI, KI, and KI+KC1 or KBr+KI eutectics). Crystallization from a 
NdI3 flux met with failure because of the very high reactivity of the melts towards oxygen 
and crucible materials. Crystals of LaS2, NdS2, and PrS2 grew from a sulfur melt at 
500-600°C, but remained small, <0.5 mm (Bucher et al. 1975). The sodium polysulfides 
are very attractive fluxes because of their properties. They melt at low temperatures, 
produce the desired gaseous sulfur medium, and form sulfur species (Sn) 2- in the melt 
(Ziemann and Buess 1979). The ($2) 2- species is identical with the structural fragments, 
($2) 2-, of the polysulfides, and their concentration in the system would favor the kinetics 
and mechanism of polysulfide crystallization. Taylor (1980) discussed the stereochemical 
role of the dimeric species in such a mechanism for other disulfides. A Na2S5 melt in 
autoclaves under a pressure of about 10 atm was used in an attempt to grow La disulfide 
crystals (Scheel 1974). However, hypostoichiometric polysulfides, LaS1.9 and LAS1.7-1.8, 
rather than the expected disulfide, crystallized in this case. The question why a mixture 
of the two polysulfides is formed was left unanswered. Contrary to this study, all attempts 
to grow NdS2 and DYS1.84 crystals from Na2S2-Na2S5 fluxes have not been successful. 
Ternary compounds, NaNdS2 or NaDyS2, rather than the polysulfides, grew preferentially 
under all conditions. The occurrence of the ternary compounds was shown to be the result 
of a complex chemical interaction between ions generated by the flux and the polysulfide 
in the melts. It is not surprising, then, that the polysulfides showed a high solubility in 
these fluxes, 4-10 mass% at 650°C (Shilkina and Vasilyeva 1984, 1986). 

Indifferent solvents are more suitable for the polysulfides. LaS2 was grown from the 
KI+KC1 eutectic by Dugu6 et al. (1978) and B6nazeth et al. (1981); TbS2 was prepared 
from the KI +KBr eutectic by Kuzmicheva et al. (1983), NdS2 and DYS1.84 were obtained 
from a melt of KI alone (Shilkina et al. 1987a). The solubility of NdS2 and DYS1.84 was 
studied in many fluxes, and it was found to be at the level of 0.3-0.8 mass% at 900°C, 
in KC1, KI and the KI + KC1 eutectic. In the Pb and KCNS melts the polysulfides did not 
dissolve at all (Vasilyeva et al. 1985, Shilkina et al. 1987a). Crystals of all the lanthanide 
polysulfides, except Eu, Yb, and Tm, were grown from a KI flux at a temperature of 
715°C. Sulfur amounts and temperatures were chosen in such a way that stoichiometric 
disulfides should be realized without decomposing. The growth mechanism was not 
specifically studied. Nevertheless, "layer-by-layer" growth was presumed on the basis 
of the stepped relief of the crystal surface and the fact that spiral growth patterns were 
revealed through etching figures (Shilkina and Vasilyeva 1984). As a rule, the polysulfides 
grew from the fluxes as single crystals and as their agglomerates. 
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The average composition of the crystals was determined by wet chemical analysis 
for a weight of ~0.3 g with accuracy ~1.5%. It was RS2 for the La-Nd elements, and 
RS1.90 for Sm. The analysis shows that the crystals of these elements grown from the 
eutectic flux correspond precisely in composition to the higher polysulfides observed 
in these systems by the tensimetric technique. One can concede that in these growth 
experiments the higher polysulfides are crystallized as a single-phase product. For the 
heavy elements the parallel weights led to the dispersion of analytical results and the 
composition was determined as RSI.~s 1.82 for R=Dy, Er, Gd, and RS1.70-1.68 for R=Ho,  
Lu. This fact together with the large variability in external morphology and in color of 
the crystals for these systems rather suggests a heterophase crystallization. Other authors 
also observed heterophase crystallization of the polysulfides. Two kinds, c~ and ~, of solid 
modifications of LaS2 grew from the KCI+KI eutectic (B6nazeth et al. 1981); LaS1.94 
grew together with LaS1.7-1.s from the Na2S5 melt (Scheel 1974); NaNdS2 and NdS2 are 
collectively crystallized from sodium polysulfide fluxes (Shilkina and Vasilyeva 1984). 
The heterophase mixtures require more extensive identification than just a structural study 
of one or two single crystals sampled randomly from a wide variety of crystals. In an 
attempt before structural studying to divide the crystals into different groups on the basis 
of identity of some their properties, different diagnostic properties of the polysulfides 
were tested (Vasilyeva et al. 1985, 1999). 

Final comment. The spontaneous growth from fluxes does not always provide only the 
desired phase. In the case of heterophase growth a first selection of the crystals on the 
basis of some diagnostic properties is the best way to avoid an incorrect representation 
of the phase state in the polysulfide systems. 

6. Diagnostic properties 

Color, external morphology, luster, reflection, hardness, and density may be diagnostic 
properties of individual polysulfides, if these properties are not affected by the preparation 
conditions. For small crystals (~<0.5 mm) a first selection was performed using color 
(Uspenskaya 1972, Bucher et al. 1975, Wichelhaus 1977) or external morphology. It turns 
out that structurally identical crystals may show different habits due to different kinds of 
twinning (Kuzmicheva et al. 1983). Flux-grown crystals were reasonably large, and some 
of their properties were measured. For PrS2, NdS2, SmS1.9 and DyS1.84 crystals, properties 
such as external morphology, color, density, microhardness and specific spectroscopic 
parameters were tested to find the best indicator for first selection (Vasilyeva et al. 1999, 
Vasilyeva and Belyaeva 1999, Podberezskaya et al. 1997, Vasilyeva and Belaya 1999). 
These crystals were (3-5)x10-3 g in weight and 3 x 4 m m  in size; special procedures 
were developed to measure their properties and to accurately determine the composition 
of any individual crystal of such size. Molecular-emission spectroscopy was used to 
determine the composition with an accuracy of ~1% (Bachmrova and Chuchalina 1982); 
a microburette method was used for density measurements with an accuracy of ~0.5%, 
and the characteristic Raman spectra were recorded with a spatial resolution of ~1 mm 2. 
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Usually 20-30 crystals from each of these systems were analyzed to verify the crystal 
identity. As an illustration, some combined results are presented here. 

Morphology. Flux-grown crystals of the Pr, Nd, Sm, and Dy polysulfides were in the 
form of thin plates, rectangular parallelepipeds, truncated pyramids, and some irregular 
shapes. Going from the light to heavy lanthanides, the thickness of the plates increased 
from 0.02 to 0.3 ram, however these thick plates were not single-crystalline. For the Pr, 
Nd, and Sm crystals no single preferred form is observed. The Dy crystals can easily 
be separated into two groups, as square and extended plates according to their external 
morphology. 

Composition. No difference in composition between individual crystals analyzed was 
established for the Pr, Nd, and Sm polysulfides. The individual Dy crystals show 
no repeatability in composition, even if taken from one morphological group. These 
irregularities were suggested to be evidence of a compositional nonuniformity not only 
between the crystals but locally within individual Dy crystals as well. The nonuniformity 
is expected to be in the gm range. Therefore, a first mechanical separation of the 
Dy crystals by morphology has not the desired effect. 

Color. The color of the polysulfides was found to be ineffective in distinguishing 
between them, since the perceived color may involve different extrinsic effects, such as 
particle size, crystal perfection, or surface states. This is clearly the case since for the 
LaS2 powdered disulfides with identical particle size one may observe colors from deep 
yellow to red-orange; for NdS2 the color can vary from red to black-brown. A slight 
difference in color between the polysulfides along the La-Gd series may be noted only 
for thin ~100 ~tm crystals. A deep yellow color for LaS2 is modified to light brown for 
GDS1.85. Moreover, pleochroism is observed for these thin crystals under the polarizing 
microscope. All thick crystals, irrespective of R element and, thus, of composition, are 
of grey color with a mirror-smooth surface which was of the basal (010) plane according 
to Raman-spectroscopic identification (Kolesov and Vasilyeva 1992). The grey color was 
caused by structural macrodefects, such as flux inclusions, dislocations, block boundaries, 
and twins, which were independently detected by different means (Vasilyeva and Belaya 
1999, Shilkina et al. 1987a, Kuzmicheva 1994, Podberezskaya et al. 1999). 

Microhardness. The microhardness was measured on the mirror-smooth surface to 
be 400, 412, 450 and 445kg/mm 2 for the PrS2, NdS2, SmS1.9 and DYS1.83 crystals, 
respectively. One can see that these values are independent of the composition within 
the experimental error of 10%. It appears that the microhardness value is determined 
mainly by the internal morphology of these crystals rather than their composition and, 
hence, may not be a diagnostic parameter for these quite imperfect flux-grown crystals. 

Density. This property was found to be useful for a first selection of the polysulfide 
crystals. In each of the Nd, Pr and Sm systems 20-30 crystals selected randomly showed 
identical density, giving a good proof of phase uniformity of all these crystals. For the 
Dy crystals there was considerable scatter in density values, and only a histogram based 
on -100 measurements with well-defined maxima allowed the polysulfides with different 
density and hence with different compositions to be observed. At least two polysulfide 
phases were identified according to this histogram. The scatter still persists between the 
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Fig. 5. The Raman spectra of the lanthanide polysulfides. 

density of Dy crystals from a single morphological group. This is additional evidence of 
a local compositional nonuniformity within the individual Dy crystal. 

Spectroscopic properties. Golovin et al. (1975) and Le Rolland et al. (1991, 1994) 
have attempted to identify the powdered polysulfide phases using Raman spectroscopy, 
but characteristic peaks for these compounds were not clearly recognized. Kolesov and 
Vasilyeva (1992) used a precise Raman procedure with metal isotopes, polarized light, 
and the crystal oriented intentionally according to its crystallographic axes; their results 
are presented in fig. 5. A very specific peak for the ($2) 2- anion, one structural component 
of the definite structure, was established. This peak was suggested to be a "fingerprint" 
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for the 0t- and [3-forms of the light lanthanide polysulfides, and for SmS1.90. The peak 
loses its specificity for the polysulfides of the heavy elements because of broadening. 
This broadening may be caused by different effects, such as a heterophase local state in 
the ~tm range, or any atomic disordering in the anion layer. The effects may manifest 
themselves singly or together, and this makes further identification difficult. 

Final comment. The density and spectroscopic peculiarities were found to be good 
indicators for a first phase identification of flux-grown crystals even if the crystals show 
a microlocal compositional nonuniformity. The local micro-nonuniformity detected for 
Dy crystals is a very interesting finding and calls for further investigation as to which 
thermodynamics or kinetics are responsible for the heterophase crystallization in this 
system. On the other hand, it is desirable to gather accurate data on the density and 
composition before a structural study of the crystal is undertaken. These data allow some 
errors in the structural study to be prevented, since twinning is a characteristic property 
of the polysulfide crystals (B6nazeth et al. 1981, 1982). 

7. Structural properties 

7.1. Structural analysis 

Classification of the polysulfides according to structural data has already been at- 
tempted, but these reviews were representative rather than comprehensive (Samsonov 
and Radzikovskaya 1961, Flahaut and Laruelle 1968, Jarembash and Eliseev 1975, 
Eliseev and Grizik 1977, Flahaut 1979, Porcher and Cam 1983). At that time, single- 
crystal investigations were not extensive and powder data were summarized. In the 
earlier studies, the cubic lattice was thought to be maintained for the disulfides of all 
lanthanides according to the powder X-ray diagrams. Later, the anti-Fe2As structure 
(tetragonal cell, P4/nmm, with a0 ~ 4 A and co ~ 8 A) or superstructures of this type were 
proposed for disulfides. The sulfur-deficient compounds were described through pseudo- 
tetragonal cells, 2a0, 2a0,c0, although they really had lower symmetry (Flahant 1979). 
The first single-crystal studies (Dugu~ et al. 1978, Borisov et al. 1979) showed that the 
stoichiometric LaS2 and NdS2 have low symmetry, the orthorhombic Pnma cell with 
a = 2a0, b = 2c0, c = a0, and the monoclinic P21/c with a = 2a0, b = co, c = a0, respectively. 
These are superstructures of the anti-Fe2As type with distortions. Later, twinning was 
found to be typical of the disulfides, and special procedures taking account of the twinning 
effect were developed (B6nazeth et al. 1981, 1982). An extended treatment on the subject 
by Magarill et al. (1992) gave the structural data together with the techniques used in 
the structural studies (powder, photo and single-crystal methods). On the basis of the 
complete structure information for polysulfides and polychalcogenides, a full revision 
of these data was made by Podberezskaya et al. (1996). The symmetry and unit cell 
parameters for the polysulfides were considered and their relationship with those of 
the PbFC1 or anti-Fe2As structural prototypes was analyzed. The data recommended as 
most correct for the polysulfides were taken and supplemented by the latest results for 



POLYSULFIDES 

Table 5 
Structural types and lattice parameters of the polysulfides 

Space group Compound a b c /3 d~o dex p 

589 

P2jc, z=2  LaS 2 8.18 4.03 8.13 90 4.90 4.87 
(c~-form) CeS 2 8.107 4.075 8.084 89.80 5.07 5.05 

PrS2 8.079 4.054 8.058 ~90 5.16 5.16 
NdSz 8.015 4.012 7.988 90 5.39 5.36 

Pnma or LaS2 8.131 16.34 4.142 - 4.90 - 
Pn21/a, Z=8 CeS 2 8.103 16.221 4.093 - 5.06 - 
([3-form) PrS 2 8.025 16.125 4.062 - 5.17 

NdS 2 7.977 16.012 4.027 - 5.38 - 
P2jm, Z=2 TbS 2 3.8123 3.8599 7.887 90.10 6.72 - 
C2/c, Z=4 YbS 2 9.32(6) 4.74(4) 9.02(5) 118.3(9) 4.47 - 
P4jn, Z=20 SII1S 1.90 8.796 - 15.889(3) - 5.707 5.71 
P21/n, Z=40 DyS~.84 11.009(2) 11.531(2) 11.023(1) 91.152 6.303 6.30 
C112Jm, Dye1.76 15.429(3) 15.730(3) 11.539 89.97 - 6.18 
Z=48 

the lower polysulfides (Podberezskaya et al. 1998, 1999, Belaya et al. 2000). These are 
given in table 5. The structures have tetragonal, orthorhombic and monoclinic symmetry. 
They are all superstructures relating to the PbFCl-type by means of  different orientations 
and cell parameters. The superstructures have a tendency towards formation o f  closest- 
packed structures in which a maximum possible symmetry is combined with a minimum 
cell volume. According to Podberezskaya et al. (1997), the PbFCl-type rather than the 
anti-FezAs or anti-CuzSb types commonly occurring in literature, is preferable for the 
compounds where F, Pb, and C1 positions are occupied respectively by ($2) 2-, R 3+, 
and S2- ions. B6ttcher et al. (2000) systematized the layer compounds RS2 and their 
derivatives on the basis o f  structure of  the aristotype structure ZrSSi. 

7.2. Isostructural lines 

The data given in table 5 show that the polysulfides with compositions derived from 
structural studies tend to classify in the same manner as the compositions derived 
from tensimetric studies, see sect. 4.5. Structural studies of  the polysulfides using single 
crystals are quite scanty, and only for the RS2 isotypical line has reliable structural 
information been obtained for all members of  the series (Podberezskaya et al. 1997, 
Tamazyan et al. 2000a). Two structural types, the [3-orthorhombic form, Pnma, and the 
c~-monoclinic form, P21/a, were established for the strict stoichiometric disulfides of  
La, Ce, Pr and Nd. The c~- and ~-strucmres belong to a series o f  polytypes resulting 
in different arrangements o f  the layers (Yanagisawa et al. 1979, B6nazeth et al. 1981, 
Kuzmicheva et al. 1981, Yanagisawa and Kume 1986). The (~ --+ ~ transition takes place 
under pressure, a driving force for sheet displacement, and the pressure applied is a 
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function of ionic radius of the L a N d  elements (Yanagisawa and Kume 1986). Therefore, 
the [3-phases of CeS2, PrS2 and NdS2 could only be synthesized at high pressure, when 
the radius ratios were improved for the compressibility of the sulfur ions (Merrill 1982). 
The temperature effect and kinetics of the ct --~ [3 transition have defied explanation. The 
transition for LaS2 was found to be reversible with the upper limit of thermal stability of 
the (x-form at about 750°C (B~nazeth et al. 1981) and irreversible according to the study 
of Le Rolland et al. (1994). In this study two new phases, (x1-LaS2 and y-LaS2, were 
observed during the reconstructive phase transformation: (x/-LaSa as a metastable phase 
and y-LaS2 as a disordered intermediate between the (x and [3 phases. This experiment 
demonstrates that the polysulfide transformation is controlled by both thermodynamics 
and kinetics. Le Rolland et al. (1994) related the tetragonal y-LaS2 phase to a new 
polymorph with tile anti-Fe2As structure and with a spatially averaged disordered structure 
with local symmetry lower than tetragonal. The answer as to whether this y-phase is 
truly a polymorph or not may be obtained only after refinement of its composition and 
after studying the structure with a single crystal. No transition of (x-form to [3-form at all 
was observed for CeS2, PrS2 and NdS2 during quenching experiments in the temperature 
range between 800 and 1100°C (B6nazeth et al. 1981, Chen and Dorhout 1995). It is not 
known whether these temperatures really reflected the thermodynamic stability fields, or 
a kinetic factor limits reorganization of the (RS) and ($2) 2 layers for these elements. 
Podberezskaya et al. (1997) and Prokofiev (1993) gave a fresh insight in the transition 
kinetics in the polysulfides in the context of  a stereochemical argument. They suggest that 
not only temperature but also the sulfur vapor composition and especially the $2 content 
must be principal factors controlling the kinetics transitions of such type. 

Both TbS2 and YbS2 are not structural analogs of the series with the light-lanthanide 
disulfides. The YbS2 monoclinic cell is not related to the preceding schemes: all the sulfur 
atoms are in ($2) 2- pairs, and this compound is a disulfide of divalent Yb. TbS2 may be 
a member of a new structural branch, which will be typical for the heavier disulfides, but 
efforts to prepare the strict stoichiometric disulfides of other heavy rare earths as single 
crystals have been scarce. 

In the case of the RSL90 isotypical line (R = La-Eu) the structure has been solved only 
for SinS1.90. This compound actually has the Sm10S19 formula and monoclinic structure, 
P42/n (Podberezskaya et al. 1999, Tamazyan et al. 2000b). However, the formula and 
symmetry can be given for all members of this line. The statement can be confirmed 
as follows. First, phases of exactly the same composition, but with selenium anion, were 
found for the La, Ce, Pr, Nd and Sm elements (Urland et al. 1989, Plambeck-Fischer et al. 
1989, Grupe and Urland 1991), and the SmSi.90 polysulfide is structurally identical with 
these RSe19 compounds (Podberezskaya et al. 1996). Second, the spectroscopic peaks 
of the (82) 2- layer, fingerprints for PrSI.9 and NdS1.9, are similar to that for SmS1.90 
(Vasilyeva and Belaya 1999). 

The region arotmd the RS1.85:k0.02 composition includes several close polysulfides (see 
sect. 4.5). All these compositions are not homologues, and it is not surprising then, that 
no analogy occurs in the spectroscopic peaks of such compositions (Vasilyeva and Belaya 
1999). The structure has been solved only for DySLs34 (crystallographic formula Dy24S44 , 
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Z=24)  by Podberezskaya et al. (1998), and there are no arguments for extending this 
structure to other members of the region. However, structural data are known for DySel.s37 
(Lee and Foran 1994, 1996), YbSel.s3 (Kim and Oh 1995) and SmTel.84 (Park et al. 1998). 
These structures were stated to be different large superstructures. Therefore, for the other 
polysulfide members one would also expect the formation of different superstructures, 
which will be closely related to each other, but not isostructural. 

For the RS1,76 compositional line (see table 4) the structure has been solved only for 
DYS1.760 (crystallographic formula Dy24842, Z=24).  It is noteworthy that the DyS1.76 
structure, which is monoclinic C1121/m (Kuzmicheva 1994), is quite specific and is not 
found among the other polychalcogenides. Indeed, among the 15 kinds of sulfur atoms 
in the polysulfide layer two vacancies appear together with three sites filled partially 
by S atoms, with occupancy factors 0,37, 0.64 and 0.90 for S(13), S(14), and S(15), 
respectively, as shown in fig. 6. Therefore, the best answer as to whether this specific 
structure will be typical of other polysulfides with the same composition, is to make 
further structural studies with their single crystals. 

Reliable structural data for the RS1.70 line are missing. The Raman band of the anion 
layer for the PrS1.70 polysulfide was found to be broad (Vasilyeva and Belaya 1999). The 
broadening may result from a disorder of the sulfur and vacant sites since the number of 
vacancies in the anionic fragment of the ($2) 2- layer must increase in RS 1.70 as compared 
with the RS1.83 and RS1.76 polysulfides. The known structure of gbSl.70 (Cu2Sb type, 
space group P7462) has been suggested according to the powder diffraction patterns, 
and it belongs to a high-pressure modification. Since it is known that polytellurides of 
RTe1.73 composition may be prepared at normal conditions (Burns et al. 1979), serious 
efforts should be made to routinely obtain the polysulfides of this composition as perfect 
single crystals. 

7.3. Structural chemistry 

For understanding the chemical origin of the sulfide compounds, systematics by basic 
structural motifs were suggested by Bokii (1964) and Flahant (1976). But the little- 
explored rare-earth polysulfides were outside the systematics. When Dugu6 et al. (1978) 
showed that the structures of RS2 and (CeS)2As2 are formed by structural principles 
which are similar to basic structures in the Flahaut systematics, the crystallochemistry 
of the polysulfides began to evolve. Their structure was described by alternating sheets 
of (RS)n composition and layers of (S)~. In the sheets the sulfur atoms are isolated, and 
are S 2 anions, while in the layers the sulfur atoms form disulfide, ($2) 2- anions with a 
short S-S distance (~2.104A). An exception to this general arrangement is known for 
YbS2, as a disulfide of divalent Yb, where all the sulfur atoms are in ($2) 2- pairs. 

The idea that the symmetry of the polysulfides is controlled by mutual geo- 
metrical conjugation of the separate R 3+, S 2- and ($2) 2- layers was presented by 
Podberezskaya et al. (1997). From this point of view, the structure is described by 
an alternation along the period, co ~ 8A in the parent PbFC1 structure, layers of 
--(S2) 2 -R3+-N2--S2--R3+-(S2) 2--, where each layer has tetragonal symmetry 4mm. The 
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periodicity in the R 3+ and S 2- layers is achieved by the nonvalent contacts between 
the S 2- ions. The contacts are specified due to the minimal possible lattice constants 
in the polysulfides. The side of the large base, over which the 82. ion is centered in a 
distorted square antiprism, is given as a0 = 2rs> ~- 4 A. The other base of the antiprism 
consists of ($2) 2- ions, and the side of the square of this layer may be taken to be 
aV~ = a0. The arrangement of the R 3÷, S 2- and ($2) 2- layers for this series ofpolysulfides, 
NdS2.0, SmS1.9, DySI.s4, and DyS1.76, of differing symmetry and composition is given 
in fig. 6. The square nets of R 3+ and S 2- are similar, and the (RS) layers, being in 

1 proper relation, are shifted relative to each other by g the diagonal square. The interlayer 

S 2 -S  2- bonds vary within 3.342-3.842 A, and the average bond at 3.59A is slightly 
shorter than the doubled S 2- ionic radius. Irrespective of the symmetry and unit cell 
parameters, the structure of the (RS) layer is virtually the same for all compounds. The 
polysulfide ($2) 2- layer is very sensitive to the S/R ratio and shows much more variation 
in the arrangement. According to the structural data, the crystallographic formulas of the 
polysulfides are 

NdS2 -+ Nd4Ss -+ [4Nd 3+ 4S2-] 4+ [2S2-] 4-, 

SmS1.9o --+ Sm2o838 --+ [20am 3+ 2082-] 20+ r8S 2- 2S 2-120 
I_ 2 / , 

DyS1.84 ---+ Dy24S44 --+ [24Dy 3+ 24S 2 ]24+ [6S~- 4S2-2 {S 2- × o.f. }]24-, 

DySl.76--+ Dy24842 --~ [24Dy 3+ 24S2-124+ [6S 2- 4S2-2 {S 2 × o.f. } 2V] 24-, 

where o.f. is the occupancy factor, and V stands for a vacancy. 
For DySI.84 the partially filled sites, S(13), S(15), and S(16) shown in fig. 6 have o.f. 

0.388, 0.474 and 0.155, respectively. The models proposed for the arrangement of the 
anion layer are confirmed by the good agreement between experimental and calculated 
densities. The formulas demonstrate that a decrease in S/R ratio results in some S 2- sites 
being occupied only partially, and even in vacant sites as in the case of DySI.76. The 
vacancies reduce the coordination of the Dy atoms (Tamazyan et al. 1994). Following 
the formulas, it is clear that in all cases there is electrical equilibrium between the 
stable (RS) n+ and the varying [($2)2--82 ]n- fragments. To conserve this charge balance 
when sulfur content decreases, the dimensions and symmetry of the unit cell of reduced 
polysulfides are varied relative to the PbFC1 type, to form definite superstructures. 

Another aspect relating to the structural studies of these phases is the close relationship 
between the polysulfide structures composed of the three mutually stacked R 3+, S 2- and 
(Sz) 2- layers. When the unit cell parameters of the phases of one or several related 
compositions are commensurate, block structures or microtwins are formed, as pointed 
out by all authors who studied these compounds (Tamazyan et al. 1994, 2000a,b, 
Podberezskaya et al. 1996, 1998). Twinning, in turn, may lead to incorrect determination 
of the crystal symmetry, especially if the photo method was used in the study. Since 
the majority of structural studies for the reduced polysulfides utilized this method, only 
investigations where the composition was refined on the basis of more exact recordings 
of the intensities and adequate corrections for absorption may be taken into account. 
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Table 6 
Experimental methods for studying the thermodynamic properties of the polysulfides 

Method Temperature Compound Parameters measured 
range (K) 

(a) Adiabatic calorimetry 5-315 a-RS 2 (R = LaNd); Cp(T), S~98, H~9s-H~ l 
[3-LaS2, DyS184 

(b) Drop calorimetry 298-1800 LaS 2, PrS2, SmS z (cub.) H°T-H~98, Cp(T), S°(T), ~°(T) 2 

(c) Solution calorimetry 298 a_NdS2 ' DyS~.s 4 AfH~98 z~rso 13 

(d) Vapor pressure 298-1100 ~-RS2 (R=La-Nd), ArHO(T), AfHO(T), AfH~9s 4 
measurement, static SmSz.90, RS~85 (R=Gd, 
tensimetry Er, Dy) 

References 
1 Tagaev et al. (1989a,b) 
2 Kriklya (1986) 
3 Shilkina et al. (1987b, 1990) 

4 Vasilyeva and Belaya (1999), Vasilyeva and 
Belyaeva (1999), Vasilyeva et al. (1999) 

8. Thermodynamic properties 

8.1. General remarks 

Dissolution heats of the La and Ce disulfides have been measured in early 1900s (Biltz 
1908). However, systematic thermodynamic studies began only in the 1980s, even though 
separate thermodynamic data of the light-element disulfides, such as AfH298, Aat//298, 

AfG298 and S~9s, were estimated by different methods. These data have been collected 
and treated specially for the handbook by Gordienko and Fenochka (1979). Later some 
thermodynamic parameters of the La, Ce and Pr polysulfides were published by Bolgar 
and Gordienko (1990). The scarcity of thermodynamic data is easily explained: it is 
in part due to experimental difficulties and the absence of well-certified samples of 
polysulfides. The unfavorable kinetics of formation and dissociation of polysulfides limit 
the possibility of accurate measurements for both the chemical reaction enthalpy by 
calorimetry and the Gibbs energy by a technique measuring vapor pressure. For the 
polysulfides it is a problem to find suitable solvents, which are bound to accurately 
reflect the stoichiometry of the polysulfides. Studies of solid-vapor interaction cannot 
employ dynamic tensimetric techniques and methods of bomb combustion in sulfur 
atmosphere. Thus, only measurements of low- and high-temperature heat capacity and 
static tensimetry were coming into use as soon as high-quality samples of the polysulfides 
were prepared. A list of methods used for the polysulfides is given in table 6. Two types 
of samples were examined in these experiments: high-quality crystals and powders of 
micron dimensions. The crystals were of monoclinic and orthorhombic structure, the 
powders were cubic, according to the X-ray powder diagrams. Taking into account the 
"pseudo-m6ri6drie" effect (B6nazeth et al. 1981) the powders of cubic symmetry must 
actually be monoclinic. Therefore, thermodynamic data obtained with powders of cubic 



POLYSULFIDES 

Table 7 
Heat capacity and entropy of the lanthanide polysulfides 

595 

LaS2 LaS2 CeS2 PrS2 NdS2 SinS2 1 DyS1 84 

Method (a) 
Structural type 
C~(298K) ±0.3%, J/molK 
S°(298 K) ±5%, J/tool K 

Method (b) 
Structural type 
C~ (298K) -t=0.3%, J/molK 

Method of estimation 
Structural type 
S°(298 K) 

Mills (1974) 
Mustafaev et al. (1977) 
Latimer (1954) 

orthorh, monocl, monocl, monocl, monocl, monocl. 
70.37 71.58 71.58 73.76 73.40 73,40 
91,41 92.26 104.6 106.4 107.8 104.2 

cubic, cubic, cubic, cubic. 
71.98 74.31 74.90 75.72 

cubic cubic 

89.8 91.9 
89.9 92.0 
78.6 78.6 

The composition must be SmSi.90. 

symmetry may be correlated with data measured with crystals of  monoclinic symmetry. 
Thermodynamic properties obtained for the polysulfides are accepted as correct when 
values from different sources agree within experimental error. 

8.2. Heat capacity and entropy 

The low-temperature heat capacity has been measured from samples contained in 
an adiabatic calorimeter with continuous and impulse heating. For high-temperature 
measurements, samples in thin-walled tantalum ampoules were placed in a differential 
calorimeter. The background information obtained is given in table 7. The small 
difference (~1.0%) between the Cp(298 K) value of low-temperature measurements and 
that extrapolated to 298 K from high temperatures was explained by the different quality 
of  crystals and powders used in these experiments (Tagaev et al. 1989a). The close 
agreement of the two kinds of  measurements allows the thermodynamic parameters to 
be recommended as reliable. Heat capacity equations, enthalpy, entropy increments, and 
energy function in the low-temperature (Tagaev et al. 1989a,b) and high-temperature range 
(Kriklya 1986) have been tabulated. 

An attempt to represent the Cp(T) function for the isostructural disulfides as a general- 
purpose dependence was made by Tagaev et al. (1989a) and Bolgar et al. (1987a,b), 
and the dependence was thought to hold at high temperatures. At low temperatures the 
heat capacity of  the disulfides shows a complicated behavior because of the Schottky 
component, magnetic phase transition, and the thin structural features of  dimorphs. This 
behavior requires the low-temperature heat capacity to be experimentally measured for 
each new polysulfide, even if isostructural. Anomalies contributing to the heat capacity at 
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Fig. 7. Cp of (I-CeS 2 as a function of  temperature: dots, continuous 
heating; stroked dots, pulse heating. 

low temperatures were studied in detail by Tagaev et al. (1989a,b). A significant difference 
in heat capacity between the (~-LaS2 and ~-LaS2 forms was observed only at very low 
temperatures where the Cp behavior is determined mainly by the long-range order of 
crystal structures. The magnitude as a Debye temperature function was calculated, and 
the temperature at which an anharmonic contribution appears was found to be ira = 160 K 
for c~-LaS2 and Ta = 200 K for ~-LaS2. Lattice anisotropy was observed through the Debye 
parameter varying in the range from 300K up to 380K (Beresovskii et al. 1988, 1989, 
Tagaev et al. 1989a). The heat capacity of a-CeS2 measured at low temperature shows a 
),-type curve with a main maximum at 6.7 K and an additional maximum at 6.0 K (fig. 7). 
This result together with the magnetic susceptibility indicates the phase transition of the 
first-type simulated by ferromagnetic ordering. The transitions are characterized by the 
entropy Smax = 0.94R In 2 and S~max = 0.02R In 2 (Tagaev et al. 1989a). According to these 
experiments, the L a N d  disulfides were characterized as quasi-dimensional compounds 
where the number of bonds between the (RS) + and ($2) 2- layers is less than those within 
each of the layers (Beresovskii et al. 1989). For the nonstoichiometric polysulfides the 
heat capacities are available only for SinS1.90 and DyS~.84 (Kriklya 1986, Shilkina et al. 
1990). 

Entropy. Experimental values for the entropy, either measured or estimated, are known 
mainly for disulfides of the light elements. They are shown in table 7 together with 
the heat-capacity values. The estimated values of the entropy are determined less 
appropriately. For nonstoichiometric polysulfides the entropy values are still not known. 
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Table 8 
The standard heat of formation for the lanthanide polysulfides (AfH~98, kJ/mol) 
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LaS 2 CeSz PrS2 NdS2 SmSL90 SMS1.89 SmS~.86 DySL84 

cub.  monocl, monocl, te~ag. ? ? monocl. 

568 557.1 539 540 545 586 

580.7 547 

Structure cub. 

Method (d), ± 10% 

Method (c), ±5% 

Method of estimation 

Structure cub. 

Finogenov (1973) 603.6 

Gordienko and Fenochka (1979) 622.8 

cub. cub. cub. 

598.6 5 8 9 . 4  580.2 

611.5 

8.3. Enthalpy of formation, atomization energy 

The enthalpy of formation has been determined for NdS2 and DYS1.84 by means of 
solution calorimetry (Shilkina et al. 1987b). The accuracy of the AfH298 values obtained 
calorimetrically depends on the accuracy of the solution enthalpy measured in these 
experiments. The scatter in these values is believed to occur because HC1 was used as 
a solvent. According to Stuve (1981) HC1, indeed, may hardly be an effective solvent 
for the polysulfides. Tens±metric equipment allows the sulfur vapor above the polysulfide 
to be accurately measured over a wide range of temperatures and pressures (Gibner and 
Vasilyeva 1990, Vasilyeva and Gibner 1987). In these experiments, as opposed to solution 
calorimetry, the initial vaporization data were precise, but the other values employed in 
the high-temperature cycles were quite rough. This resulted in uncertainty in the enthalpy 
of formation calculated from the tens±metric data with the second law. Estimated values 
of the enthalpy, derived from the reduced cycle with the calorimetric data available in the 
literature, were presented by Finogenov (1973). 

Experimental and estimated values of the enthalpy of formation are given in table 8. It 
may be deduced that, in the present state of study of the polysulfides, these values agree 
and, thus, appear to be reliable. The data suggest that the tens±metric static method should 
be taken presently as the primary method for obtaining accurate thermodynamic data for 
the polysulfides. 

Atomization energy. Finogenov (1973) calculated the atomization energy for the light- 
element disulfides. The calculation is based on a linear correlation between the enthalpy 
of formation of the sulfides in the RS-RS1.33-RS1.5-RSz0 series. The following values 
for the disulfides were presented (in kJ/mole): 1412 for La; 1610 for Ce; 1506 for Pr; 
and 1453 for Nd. 

8.4. Vaporization 

Incongruent evaporation of solid disulfides has been shown by numerous studies: the 
vaporization began at temperatures of 600-700°C and the vapor was found to consist 
only of sulfur species (Biltz 1911, Picon and Patrie 1956, Flahaut and Guittard 1956b, 
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Table 9 
Thermochemical parameters of evaporation for the lanthanide polysulfides ~ 

Reaction lnPs2 (arm) A~H~ A,.S9 r T (K) 
(kJ/mol) (J/tool K) 

20PrS2.ooo(S) = 20PrSl.9oo(S) + S2(g) 
37PrS1.9oo(S) = 37PrSI.846 (s) + S2(g) 
25PrSLs46(s ) = 25PrS1.766(s ) + S2(g) 
30PrS1.766(s) = 30PrSLTo2(s) + $2 (g) 
10PrSL7o2(S) = 10PrSl.soo(S) + S2(g) 

20NdS2.ooo(S) = 20NdSLgoo(S) + Sz(g) 
80NdS 1.900 (s) = 80NdS 1.875 (s) Jr 8 2 (g)  

14NdS1 s75(s ) = 14NdSl.~57(s ) + S2(g) 
5.6NdSI.857(s) = 5.6NdSl.soo(S) + S2(g ) 

286SmSl.9oo(S) = 286SmS1.893(s) + S2(g) 
6.7SmS1.893 (s) = 6.7SmSi.863 (s) + S z (g) 
35SmSi.se3(S ) = 35SmS15oo(S) + S2(g) 

5.9GdS,.84(s) = 5.9GdSi.5o(S) + S2(g ) 

5.7ErS185(s) = 5.7ErS Ls0(S) + S2(g) 

19.31 20328/T 160.9±1.2 161.0±1.2 800-1052 
17.15-19311/T 160.5±2.2 142.5±2.1 952-1110 
17.60-20582/T 171.1±1.4 146.4±1.3 909-1220 
16.37-19669/T 168.8±1.6 141.04-1.4 980-1220 
16.80-20401/T 169.6±5.5 139.7±4.8 909-1220 

17.36-17.895/T 148.3±9.5 143.8±9.9 670-950 
20.36-22586/T 187.8+5.6 169.8+5.8 780-1070 
21.13-20819/T 201.0±7.4 175.6±7.3 780-1000 
17.15 19311/T 173 .14-7 .8  146.84-7.0  780-1170 

14.75-15166/T 126±15 123±18 700-840 
19.05-19598/T 163-4-3.7 58-4-4.2 1030-1145 
17.86-19983/T 166±2.0 148-4-1.8 1030-1145 

26.0-23144/T 192.3+9.9 179±10 700-1100 

24.1-23764/T 198±16.0 200 .0- t -18  785-970 

a References: 
PrS/ Vasilyeva and Belaya (1999), 
NdS x: Gorbunova and Vasilyeva (1986), 
SmSx: Vasilyeva and Belyaeva (1999), 

GdSx: Vasilyeva and Kurochkina (1981), 
ErSx: Vasilyeva and Gorbunova (1986). 

Takashi  1973). The interest  in the sulfur  loss process  has been  to obtain the sesquisulf ides 
in a des i red  modif icat ion.  No  at tempts  have been  made  to unders tand  what  in termedia te  
products  appear  in the process .  The first quanti tat ive dependence ,  l o g P s  = f ( 1 / T ) ,  for  the 
d issoc ia t ion  reac t ion  RS2(s) -+ RS1.5(s)+ S2(g) ( R = L a ,  Ce) was based  on ca lo r imet ry  
exper iments  (Bil tz 1911) and it was men t ioned  that  the d issoc ia t ion  reac t ion  proceeds  
wi th  a ve ry  low velocity.  The direct  interact ion,  RS1.5(s)+ S2(g) -+  RS2(s),  ( R = L a ,  Ce, 
Sm and Gd),  on the contrary,  was s tudied by  means  o f  an isopies t ic  me thod  (Loginova  
1974, Ponomarev  and Puchl i i  1990). This  is the case,  as a l ready  noted  in sect. 4.3, for 
non-equ i l ib r ium condi t ions  and, therefore,  the isopies t ic  me thod  mos t  often p rov ided  
invalid data. To obta in  equi l ib r ium data, both  the d issoc ia t ion  react ion and a ve ry  sensi t ive 
static gauge  me thod  were uti l ized.  Substant ia l  progress  in the tensimetr ic  exper iments  was 
achieved when  perfect  crysta ls  ra ther  than powders  began  to be  used  as s tar t ing samples .  
In this way the d issoc ia t ion  o f  the fo l lowing h igher  polysul f ides  has been  studied: PrS2 
(Vasilyeva and Belaya  1999); NdS2 (Gorbunova  and Vasi lyeva 1986); SinS1.90 (Vasi lyeva 
and Be lyaeva  1999); GdSL85 (Vasi lyeva and Kurochk ina  1981); DYS1.84 (Vasi lyeva et 
al. 1999); and ErS1.85 (Vasi lyeva and Gorbunova  1986). Since the h igher  polysul f ides  
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dissociate stepwise, the thermodynamic parameters of the vaporization were obtained 
not only for starting, but also for the intermediate polysulfides. The pressure equations, 
enthalpy and entropy for these polysulfides (except Dy) are given in table 9. The standard 
thermochemical data of the dissociation reactions could not be calculated due to a lack of 
desired thermal functions for the intermediates involved in the high-temperature cycles. 
As the data of table 9 suggest, the vapor pressure of the RS2 and RSI.90 compounds 
increases going from La to Nd. The same dependence has been found for the RS1.85 line 
with R=Nd,  Gd and Er (Vasilyeva and Gorbunova 1986). 

One paper (Gingerich et al. 1972) describes the mass-spectroscopic determina- 
tion of the heats of atomization of the CeS2(g), Ce2S(g), Ce2S2(g) and Ce2S3(g) 
molecules. In the study, gas-phase reactions over Au-Ce-CeS-BN-C mixtures were 
investigated by the Knudsen technique using a tungsten effusion cell. The enthalpy 
of the reaction CeS2(g)+Ce(g)=2CeS(g) was determined by the third-law method 
to be 168.1+4.2kJ/mole. From this value and the literature data on the dissociation 
energy of CeS(g), the heat of atomization of gaseous CeS2 was calculated to be 
Aatom. H~ -- 961.44- 50 k J/mole. 

Final remark. Even with all these data, it is felt that the database of basic 
thermodynamic properties for the lanthanide polysulfides remains incomplete, especially 
for the nonstoichiometric compounds. 

9. Chemical bonding 

The subject of chemical bonding and stability of polysulfides arose from the very first 
study (Biltz 1908), where their dissolution in unoxidizing acids was found to fall out of 
line for the classical salts due to the appearance of sulfur. It took many years to accumulate 
the different types of data necessary to understand, to some degree of certainty, the 
chemical bonding in the polysulfides. Up to now this phenomenon has not been explained 
properly. 

At first, the ionic model seemed to be adequate for describing the structures and 
properties of the disulfides. Trivalent metals were manifested in the compounds, except 
in YbS2 where Yb 2+ occurs. The compounds had high symmetry, and melted at high 
temperatures (Flahant et al. 1959). To these arguments the following facts, borne out 
by the ionic model, were added: a high acceptor ability of sulfur building a stable 
s2p 6 configuration (Samsonov and Radzikovskaya 1961), and high effective charges 
observed on the atoms of the LaS2 compound according to Raman spectroscopy (Golovin 
et al. 1975). The thermal stability (Ring and Tecotzky 1964), and the compressibility of 
sulfur ions under pressure (Webb and Hall 1970) in the series of lanthanide polysulfides 
has also been explained by means of a set of ionic radii. However, structural study 
of LaS2 (Dugu~ et al. 1978) allows this compound to be related to compounds of 
Flahaut's structural systematics (Flahaut 1976). Due to this, more complicated bonding 
should be typical of the lanthanide disulfides. Besides, following the crystallochemical 
formula (RS)+(S2) 2 the polysulfides are Mooser-Pearson phases and, therefore, they 
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are expected to be semiconductors without specific contacts between the metal atoms 
(Pearson 1977). Indeed, the semiconducting character of the La, Pr, and Nd polysulfides 
was confirmed experimentally by Bucher et al. (1975). That the covalence contribution 
increases along the series of RS --+ RS1.5 ---+ RS2 sulfides (R=La, Pr and Sin) was shown 
by means of heat-capacity measurements (Bolgar et al. 1987a,b). Increasing covalence in 
the chemical bonding of the polysulfides was shown through Madelung energy calculation 
following the ionic model. The energy value for PrS2 was about 10% higher than that 
for the appropriate Pr oxide. An effect of electrostatic repulsion between the nearest 
cation neighbors along the b-axis was observed in PrS2. This interaction seems to be 
a principal factor determining the structural stability of the disulfides (Yanagisawa and 
Kume 1986). 

This is all true when the stoichiometric disulfides are considered. What happens to 
chemical bonding upon sulfur loss remains unknown. A possible solution of the problem 
appeared when the structures of sinai.90 (Podberezskaya et al. 1999, Tamazyan et al. 
2000b), DySI.84 (Podberezskaya et al. 1998), and DyS1.76 (Tamazyan et al. 1994) were 
resolved. Formally, the chemical bonding may be characterized by the ionic formulas and 
by the interatomic distances in the structural series of the RS2 ---+ RS1.90 --+ RS1.84 --+ 
R81.76 compounds. These distances are compared with the known radii (metallic, ionic, 
covalent) taken from the Table of ionic radii in the ICSD databank (CRISTIN 1986). 
Considering the structures as alternating square nets, - (S2) -R-S-S-R- (S2- ,  two types 
of distances, within each layer (-($2)-($2)-; R-R; S-S;) and between the layers (R-S; 
S-($2); S-S), have been analyzed. In the sheet (R-S-S-R)  or (RS) + all the R-R and 
S-S distances are close to the sum of the appropriate metallic radii for R and ionic radii 
for S 2-, and the R-S 2- distances are close to the sum of the ionic radii of these elements. 
This means that the chemical bonding in this sheet is preferably ionic. 

A dramatic change occurs in the arrangement of the ($2) 2 layer of the nonstoi- 
chiometric polysulfides (see also sect. 7.3). In the disulfides the ($2) 2- layer consists 
only of "normal" ($2) 2- pairs with identical S-S distances, ~2.11-2.16 A. In this 
case, the ($2) 2- pair may be considered as a real ligand compensating the charge of 
two (RS) + sheets. Based on the argument that the electronic density of the ligand 
is not affected by decreasing sulfur content in the nonstoichiometric polysulfides, a 
transformation of s o m e  (82) 2- pairs into isolated S 2- ions should be taken into account. 
Thus, two kinds of sulfur atoms, formally univalent and divalent, are present in the 
nonstoichiometric polysulfides. However, such a description seems to be too simplified. 
Indeed, according to structural studies of DYS1.84 three types of S-S distances were 
recognized. The shortest distances, <2A, are for the S(13)-S(15) and S(16)-S(15)pairs 
if these positions are statistically disordered; normal distances, ~2.16 A, occur for the 
covalently bonded S(12)-S(12 I) and S(10)-S(14) pairs; the remaining ($2)2--(S2) 2- 
distances are between 2 and 3.6A, that is, longer than the sum of the covalent radii 
but shorter than that of the ionic radii. If the S(15) and S(16) positions are filled, 
this would lead to sulfur atomic shifts in the direction indicated by arrows in fig. 6, 
and to the occurrence o f - ( $ 3 )  2--  and -($4) 2--  sulfur chains. In the opinion of 
Podberezskaya et al. (1999), in an S-deficient layer the chemical bonding is realized 
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by a cooperative interaction of the covalently and ionic-covalently bonded (82) 2- pairs. 
The average distances between the rearranged ($2) 2- layer and (RS) + sheets decrease, 
which indicates some increase in the covalent contribution to the chemical bonding 
between these structural fragments going from stoichiometric to hypostoichiometric 
polysulfides. 

10. Electronic structure 

The present electronic-structure calculation is based on a linearized muffin-tin orbital 
method (Zhukov et al. 1990). As the structural model was taken the idealized structure of 
~-LaS2 where a small distortion from the square form of the Flahaut pyramid foundations 
and the non-equivalent positions of the (S2)2-pairs were ignored. This simplification was 
assumed to have no noticeable effect on the energy-band structure calculated. Figure 8 
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shows the band structure of  LaS2. According to the chemical formula, (LaS)+(S2) 2-, the 
most prominent feature in this electron-band structure is the presence of  the ($2) pair, 
resulting in the splitting of  all energy zones. Due to the strong S-S  bond in the pair, its 
bonding (o,~t) and antibonding (cr*,~t*) orbitals lie lower and higher, respectively, than the 
atomic orbitals o f  sulfur from the (LaS) ÷ sheets. The lowest band with the sulfur s orbital 
consists from three peaks of  the s state of  both sulfur species. In the p band the 2p atomic 
orbitals o f  sulfur from the sheet are characterized by noticeable impurities o f  the L a p  and 
d states. The sulfur pair forms five p zones with the upper zone on an antibonding orbital. 
After the fifth zone a gap occurs since the sixth antibonding zone, being pushed upward, 
lies above the Fermi level. The conduction zone is formed on 60-80% from the p orbital 
o f  sulfur pairs with an impurity of  the La 5d states. This hybridization indicates some 
participation of  the La 5d states in the chemical bonding of  the disulfide. The total number 
of  electrons in the valence band is 10, and it is fully occupied: of  6 valence electrons from 
two La atoms, 4 electrons go to sulfur in the sheet and two are transmitted to the ($2) pair. 
This explains the occurrence of  a semiconducting gap at the Fermi level. The width of  
the gap was calculated to be 0.95 eV, and it was characterized as an indirect band gap 
between the top of  the valence band and the bottom of  the conduction band ( F - R  or R - X  
or M-F) .  These findings are supported by a variety of  experimental determinations of  the 
band gap. 

11. Physical properties 

The physical properties of  the polysulfide are a very difficult topic, and at present our 
knowledge o f  this field is mainly qualitative and fragmentary. Nevertheless, the field is 
not only interesting but also of  importance for polysulfides to be turned to practical use. 

11.1. Electrical properties 

Obtaining reliable data here depends on the quality of  the test samples. The resistance data 
available for the polysulfides were taken from papers by Bucher et al. (1975), Loginova 
(1974), Shilkina et al. (1987a), Gorbunova et al. (1990) and Le Rolland et al. (1994), and 
collected in table 10 which clearly illustrates the preceding comment. According to the 
magnitudes, the polysulfides, even the nonstoichiometric ones, are generally interpreted 

Table 10 
Electrical properties of the lanthanide polysulfides at room temperature 

Formula R Sample Rn (f2) p (f~ cm) References 

RS2 La, Pr, Nd small crystals very high Bucher et al. (1975) 
RS 2 La, Ce, Sm, Gd powders, pressed 106-107 Loginova (1974) 
RS 2 Ce, Pr, Nd crystals, good geometric forms 107-108 Shilkina et al. (1987a) 
RSI.85 Gd, Er, Dy crystals, good geometric forms 109-1011 Gorbtmova et al. (1990) 
LaS2 x powders, pressed -10 l° Le Rolland et al. (1994) 
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taken to be semiconductors (Bucher et al. 1975, Loginova 1974, Vasilyeva 1988). It is 
further argued that the nonstoichiometry of RS2_x affects neither the charge of the metal 
nor the total charge of the (S2) 2 ligand. No experiments have been performed to explain 
the conductivity mechanism in the compounds. The polaron conductivity mechanism 
observed for ,/-LaS2 by Le Rolland et al. (1994) could hardly be extended to other 
polysulfides, as this phase had charged sulfur defects. 

11.2. Magnetic properties 

Numerous magnetic measurements of powders have been carried out to characterize 
the valence of the lanthanide atom in the polysulfides through their magnetic behavior 
(Klemm et al. 1930, Domange et al. 1959, Flahaut and Guittard 1956b, Flahant et al. 
1959, Jarembash and Eliseev 1975, Samsonov and Drozdova 1972, Bucher et al. 1975, 
Yanagisawa and Kume 1986, Le Rolland et al. 1994). Because of the differing quality of 
the samples, there is a discrepancy between the experimental and expected values. How- 
ever, this went unrecognized. LaS2 was found to be diamagnetic, while other polysulfides 
showed paramagnetic behavior. A slight Van Vleck paramagnetism for PrS2 and a N6el 
temperature TN = 2.2 K for NdS2 were determined by Bucher et al. (1975). For the LaS2 
polymorphs the magnetic properties have been studied in more detail (Le Rolland et al. 
1994). Unlike the ordered ~ and ~ phases, which were diamagnetic at all temperatures, 
•-LaS2, a new tetragonal polymorph with a spatially averaged disordered structure, was 
slightly paramagnetic at room temperature and showed evidence of antiferromagnetic 
ordering below 50K. This behavior was explained as being due to the presence of 
paramagnetic S- defects and rapid S-S-bond switching in the S-S basal planes. 

Detailed measurements of the magnetic susceptibility and remanent magnetization 
between 1.5K and 100K in fields of 10-2-102Oe have been carried out with the 
most optimal crystals of a-CeS2 and a-NdS2 (Klimenko et al. 1991a,b). The magnetic 
susceptibility of ot-CeS2 obeys a Curie-Weiss law with an anisotropic effective magnetic 
moment and Curie-Weiss temperatures: P=2.1gB, 0=+7.8K along the b-axis; and 
P =  1.5/~m 0=-0 .8  K perpendicular to the b-axis. No anisotropy was observed in the 
ac plane. A complicated magnetic behavior was observed for a-CeS2 (strong dependence 
of dc susceptibility on the thermomagnetic prehistory, cooling rate and applied field, 
remanent and memory phenomena) in low fields (0.1-100Oe) below TN (Klimenko 
et al. 1991a). Magnetization curves at 4.2K show a sharp metamagnetic transition at 
Hc=5kOe for a field along b and a linear dependence M(H) up to 30kOe for the 
perpendicular direction. Neutron scattering experiments were performed and calculated 
magnetic neutron intensities were obtained for long-range antiferromagnetic ordering 
corresponding to a Shubnikov space group P21/e, with ordered magnetic moments of 
magnitude #3c+ e = 1.54/~B oriented along [100]. The temperature dependence of the largest 
magnetic peak 010/200/002 yields TN = 7.2±0.3 K, in reasonable agreement with the bulk 
magnetic measurements. Similar measurements were started on ~-NdS2 and indicate a 
first-order magnetic phase transition at 1.85 K (Klimenko et al. 1991b). Neutron scattering 
experiments are now very desirable in order to accurately establish the magnetic ordering 
and the crystal-field splitting in the layered compound. 
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Low-temperature ESR spectroscopy in the range 110-190 K was used by Le Rolland 
et al. (1994) to characterize the metastable and disordered ~-LaS2 phase, which was 
slightly paramagnetic, due to paramagnetic S- defects. A single sharp resonance with 
g =2 was observed at 190 K, corresponding to an itinerant-electron signal. Below 170K 
this is joined by a broad signal at slightly lower field, which would correspond to localized 
paramagnetic centers. The structure of the disordered c(-LaS2 phase was shown to consist 
of local domains arranged in a disordered fashion. This finding may be valuable for 
tmderstanding the dynamics of sulfur defects in the ($2) 2- basal planes occurring in non- 
stoichiometric polysulfides. 

Bucher et al. (1975) recorded the NMR spectra of PrS2. The spectra, which showed a 
rather complex feature: field-dependent linewidth and frequency, that was not analyzed 
further. 

11.3. Optical properties 

There is not much information available about the optical properties of the polysulfides. 
As a rule, IR and Raman spectroscopy have been used to study the phonon spectra and to 
identify the structural type of the compounds (Golovin et al. 1975, Le Rolland et al. 1991, 
1994). But with powder samples, the technique was limited to identifying all the variety 
of structural types for the polysulfides. Working with crystals of  good quality, direct 
structural identification was done for all polysulfide crystals available (Shilkina et al. 
1987a, Kolesov and Vasilyeva 1992). It was shown that the structural fragment ($2) 2 has 
a spectroscopic feature and, being a "fingerprint", may be used in structural diagnostics 
of the polysulfides. 

Some studies resulted in data on the electronic structure of the polysulfides. The 
effective charge, m*, was determined for RS2 with R = La, Ce, Sin, and Dy (Golovin et al. 
1975). Eg was found for the polysulfides of  all elements, except Eu, Yb, and Tin, from IR 
absorption spectra and from VIS and near-IR reflection spectra (Kolesov and Vasilyeva 
1992). The Eg value, transparency range, and transmission coefficient were determined 
for NdS2 and DySL84 from IR transmission spectra (Gorbunova et al. 1990, Shilkina et al. 
1987a). The major results of the above studies may be summarized as follows: both hypo- 
and stoichiometric polysulfides are semiconductors with practically identical Eg ~ 1.4 eV 
derived from reflection spectra of the powdered samples, and 2-2.5 eV derived from 
transmission spectra of the LaS2 and NdS2 crystals of  10 ~m thickness. The values were 
interpreted as indirect and direct gaps, respectively, which is in good agreement with 
energy band calculations. The high transparency in the range from 2 up to 14 microns was 
observed for the NdS2 and DYS1.84 crystals of 10-100 ~tm thickness. The intensities were 
50% and 20%, respectively, relative to 70% calculated theoretically. The transparency 
decreased for the DySl.84 crystals because the structural perfection of these crystals was 
worse than that for NdS2.00. The origin of two selective absorption bands at 2.5 and 5 ~tm 
was not studied. The transmission coefficient calculated from the spectra was n = 2.24 for 
both Nd and Dy polysulfides, which was in good agreement with n = 2.2 measured by an 
immersion technique. 
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11.4. Other properties 

An attempt to obtain information on crystal-field splitting of the energy levels in the Pr, 
Nd, Sm, and Er polysulfides was made by Tagaev et al. (1989a) using optical absorption 
spectroscopy and luminescence. The polysulfide crystals, being of high optical density, 
have not shown luminescence under a xenon lamp with an exciting power of 1 kW. The 
"crystal thickness" effect for Sm and Er polysulfides was in these cases essential in 
obtaining well-resolved spectra. Therefore, reliable crystal-field data were obtained only 
for a-PrS2 and c~-NdS2. Some observations, for example on two differently coordinated 
Er centers in ERS1.85, indicate a local structural nonuniformity of the hypostoichiometric 
polysulfide crystals. This was also detected by structural methods. 

An absorption X-ray spectroscopic technique precluding the "thickness effect" was 
applied to study the R valence state and the fn-electron configuration for Ce and Eu 
polysulfides (Efremova et al. 1976). The Lm spectra showed no Ce(IV) in CeS2, but 
23% Eu(II) with the f7 configuration was observed in the EuS1.90 compound. The 
technique was suggested to be a very sensitive quantitative tool for determining impurity 
levels of ions with higher-valent states (Efremova et al. 1979). 

Final comment. No applications of the polysulfides are known at present; however, 
one may expect future applications utilizing their specific magnetic, semiconducting and 
optical properties for the design of different types of functional materials (Kuznetsov et al. 
1997). 

12. Concluding  remarks 

This review has summarized the present (beginning in 1908) state of the art of lanthanide 
polysulfide chemistry. It is intended to provide a factual background and to intimate the 
most intriguing areas for chemists and physicists who wish to enter this area. The P - T - x  
phase diagrams, oriented crystallization, the fabrication of large isometric and high- 
quality crystals, electronic structure calculations, and peculiarities of physical properties 
seem to be the most appealing features of the field. While attempts have been made 
at some generalizations, there is need for additional systematic study. Such studies will 
undoubtedly further our understanding, not only of the chemistry and the materials science 
of the lanthanide polysulfides, but also of the chemistry of nonstoichiometric inorganic 
compounds in general. 
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acac acetylacetonate HTPP 
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DMSO dimethylsttlfoxide Nc" 

HTMPP dianion of 5-(4-hydroxyphenyl)- 10,15,20- 
tris(4-methoxyphenyl)porphyrin OAc 
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2,3-naphthalocyanine 

acetate 
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OBTPP 

OCTPP 

OEP 

Pc 

Pc" 

Pot 

R 

SCE 

TBP 

TBPP 

TBTPP 

TCB 

TCTPP 

TDBPP 

TDCPP 

dianion of [3-octabromo-meso- TFPP 
tetraphenylporphyrin 

dianion of ~-octachloro-meso- THF 
tetraphenylporphyrin tmhd 

dianion of 13-octaethylporphyrin TMP 

dianion of phthalocyanine TMPP 

dianion of octasubstituted phthalocyanine 

general porphyrinato dianion TMPyP 

rare earth 

saturated calomel electrode TmTP 

dianion of tetrabenzoporphyrin TNTBP 

dianion of meso-tetralds(4-tert- 
butylphenyl)porphyrin ToC1PP 

dianion of ~-tetrabromo-meso- 
tetraphenylporphyrin ToTP 

1,2,4-trichlorobenzene TpC1PP 

dianion of ~3-tetrachloro-meso- 
tetraphenylporphyrin TPP 

dianion of meso-tetralds(3,5-di-tert- TPyP 
butylphenyl)porphyrin TSPP 

dianion of meso-tetrakis(3,5-dichloro- 
phenyl)porphyrin TTP 

dianion of meso-tetrakis(3-fluorophenyl)- 
porphyrin 

tetrahydrofuran 

2,2,6,6-tetramethyl-3,5-heptanedionate 

dianion of meso-tetramesitylporphyrin 
dianion of meso-tetrakis(4-methoxy- 
phenyl)porphyrin 

meso-tetrakis(4-N-rnethylpyridinitun)- 
porphyrinate 

dianion of meso-tetra(m-tolyl)porphyrin 
dianion of meso-tetra( 1-naphthyl)- 
tetrabenzoporphyrin 

dianion of meso-tetrakis(2-chlorophenyl)- 
porphyrin 

dianion of meso-tetra(o-tolyl)porphyrin 
dianion of meso-tetrakis(4-chlorophenyl)- 
porphyrin 

dianion of meso-tetraphenylporphyfin 
dianion of meso-tetra(4-pyridyl)porphyrin 
meso-tetralds(4-sulfonatophenyl)- 
porphyrinate 

dianion of meso-tetra(p-tolyl)porphyrin 

1. Introduction 

Tetrapyrrole derivatives such as porphyrins (e.g. 1) and phthalocyanines (e.g. 2) have 
aroused a widespread interest in various disciplines owing to their diverse and intriguing 
properties. Having a highly delocalized zt system, these macrocyclic compotmds exhibit 
a wide range of  novel optical, electrical, magnetic, and spectroscopic properties. These 
characteristics together with their extraordinary stability render them useful in the fields 
of  materials science, catalysis, biology, and medicine. The development in these areas has 
been well documented in the handbooks edited by Leznoff and Lever (1989-96), and by 
Kadish et al. (2000). 

: 1H,23H-porphine 2 ~ H ~  
29H,31 H-phthalocyanine 

When these macrocycles are complexed with rare-earth and actinide ions through 
binding with the four nitrogen atoms in the core, the unique nature of the metal ions 
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is incorporated in the complexes, resulting in characteristic features. The first examples 
of this class of compounds, namely R(Pc)2 (R = Pr, Nd, Er, Lu), appeared in 1965 (Kirin et 
al. 1965); these are now well-known electrochromic materials. To date, a vast number of 
porphyrinato and phthalocyaninato complexes of virtually the whole series of rare earths 
and actinides is known. As these metal ions are normally larger than the core size of these 
macrocyclic ligands, the metal centers are situated out of the ring, forming either half- 
sandwich complexes with other uni- and/or bidentate ligands, or sandwich-type complexes 
in which the metal centers are sandwiched between the macrocycles. The former series of 
compounds can serve as potent and specific NMR shift reagents, and have also been used 
to probe the structures of proteins and other biological molecules (see below). They are 
also important precursors for the class of sandwich compounds which have found their 
promising role in materials science (Jiang et al. 1998a, 1999a, Buchler and Ng 2000). The 
bis(porphyrinato) rare-earth complexes R(Por)2, first reported by Buchler et al. (1983), 
have also been proposed as structural and spectroscopic models for the "special pair" 
found in the reaction center protein of photosynthetic bacteria. The purpose of this article 
is to provide a comprehensive and up-to-date review of the half-sandwich porphyrinato 
and phthalocyaninato complexes of rare earths and actinides. As the current status in the 
research of sandwich-type complexes of these tetrapyrrole derivatives has been extensively 
reviewed recently (Jiang et al. 1997a, 1998a, 1999a,b, Ng and Jiang 1997, Buchler and Ng 
2000), they will not be included in this article and will only be mentioned in necessary. 
Rare-earth complexes of expanded porphyrins such as texaphyrins and sapphyrins have 
emerged as important derivatives which have found various biomedical applications. Since 
their chemistry and applications have also been summarized recently (Sessler et al. 1994, 
Sessler and Weghorn 1997, Jasat and Dolphin 1997), they will not be covered in this 
article either. 

2. Half-sandwich complexes of porphyrins 

2.1. Synthesis and reactivity 

The first members of this family of compounds were reported by Buchler et al. 
(1971). By treating Sc(acac)3 with H2(OEP) in imidazole at 170°C, the half-sandwich 
compound Sc(OEP)(acac) was obtained which could be purified by sublimation. At 
higher reaction temperature (235°C), Sc(OEP)(OAc) was produced instead, showing that 
the acac ligand underwent thermal decomposition. These compounds are very labile 
toward acids, and imidazole was found to be an ideal solvent. By using anhydrous 
ScC13 and H2(TTP) as the starting materials, Sewchok et al. (1988) isolated the half- 
sandwich compound Sc(TTP)C1, which upon alkaline hydrolysis is converted to the dimer 
[Sc(TTP)]20. Treatment of anhydrous ScCI3 with H2(Por) (Por = TPP, OEP) in pyridine at 
200°C also leads to the formation of the respective g-oxo porphyrin dimers [Sc(Por)]20 
(Por = TPP, OEP), which are extremely sensitive to dissociation and demetallation in the 
presence of trace amounts of acid (Gouterman et al. 1975). 
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Scheme 1. Derivatives of [Sc(OEP)]. Conditions: (a) MezMg in toluene; (b) NpzMg in toluene; (c) NaCp in 
THF, LiCp* in THF, Li(MeCp) in THF; (d) Na(Ind) in THF; (e) TMSOTf in toluene; (f) H20 in CH2C12; 
(g) LiOCMe 3 in toluene; (h) LiO(Me3C6Hz) in toluene; (i) NaN(TMS)z in toluene; (i) LiCH2SiMe3 in toluene. 

(From Arnold et al. 1993 with permission.) 

An efficient high-yield route to gram quantities of Sc(OEP)C1 was developed later 
(Arnold and Hoffman 1990, Arnold et al. 1993, Brand and Arnold 1995); it involves 
the metathesis reaction of ScC13(THF)3 and Li2(OEP)(THF)2 in toluene: 

ScC13 (THF)3 + Li2(OEP)(THF)2 ~Sc(OEP)C1 + 2LiC1 + 5THF. (1) 

The procedure does not require high-boiling solvents which are difficult to remove without 
resorting to chromatography that frequently results in the formation of oxo species. This 
half-sandwich compound is a versatile precursor to a wide range of alkyl, amide, and 
alkoxide derivatives of [Sc(OEP)] as shown in scheme 1. The organometallic sandwich 
compounds Sc(OEP)(ring) (ring=~l-CsHs, ~I-CsMes, ~]-CsH4Me, II-C9HT) can also be 
synthesized by treating Sc(OEP)C1 with the corresponding metallic species M(ring) 
(M=Li, Na). Hydrolysis of all Sc(OEP)R derivatives results in the formation of the 
bis(~t-hydroxide) dimer [Sc(OEP)(g-OH)]2 (scheme 1). 

The reactivity of the yttrium and lutetium analogs R(OEP)L [R = Y, Lu; L = CH(SiMe3)2, 
O-2,6-C6H3tBu2] has also been studied (Schaverien 1991, Schaverien and Orpen 1991). 
These compounds can be prepared by treating the corresponding RL3 with Hz(OEP) 
in toluene. The alkyl derivatives undergo facile protonolysis with HO-2,6-C6H3tBu2, 
HC---=CtBu, or H20 to afford the monomeric alkoxide R(OEP)(O-2,6-C6H3tBu2), or the 
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x ~ ( , .~ f  x" 

o, zo 

R(~_diketonate)3.nH20 + H2(Por ) TCB R 

R - Y, lanthanides (except Ce, Pm) 

[ 3-diketonate= ~ , t B u ~  tBu, O 
O O O O 

O 
Por - TPP, TTP, TFPP, TDCPP, etc. 

Scheme 2. 

dimeric alkynyl or hydroxide species [R(OEP)L]2 (L = C ~ C t B u ,  OH). The alkyl deriva- 
tives R(OEP)[CH(SiMe3)2] can also be generated by treating R(OEP)(O-2,6-C6H3tBu2) 
with LiCH(SiMe3)2. Reaction of Y(OEP)(O-2,6-C6H3tBu2) with two equiv, of MeLi in 
ether yields Y(OEP)(~-Me)zLi(OEt2), which upon treatment with A1Me3 in hexane gives 
Y(OEP)(~-Me)2A1Me2. Interestingly, this bimetallic complex can selectively activate 
oxygen molecules to afford the ~t-methoxy complex Y(OEP)(~t-OMe)zA1Me2. 

The "acac" method reported by Buchler et al. (1971) was modified subsequently 
by Wong et al. (1974) who developed a general procedure for R(Por)(acac). In a 
typical procedure, hydrated R(acac)3-nH20 is treated with Hz(Por) in refluxing 1,2,4- 
trichlorobenzene (TCB) for 3-4h, after which the solvent is removed under reduced 
pressure and the product is purified by column chromatography. This method is applicable 
for yttrium (Wong and Horrocks Jr 1975, Buchler et al. 1988) and virtually the entire 
lanthanide series (except R= Ce, Pm) (Horrocks Jr and Wong 1976, Wong 1983). Other 
[3-diketonato ligands such as those derived from 3-acetylcamphor and 2,2,6,6-tetramethyl- 
3,5-heptanedione (Htmhd) may be equally well used as reactant. A variety of free base 
porphyrins such as H2(TPP), H2(TTP), Hz(TFPP), and H2(TDCPP) can be employed to 
complex with lanthanide ions using this methodology (scheme 2). These compounds 
are reasonably soluble in organic solvents and are stable to air. Upon treatment with 
HC1 gas in organic solvents, the complexes are decomposed spontaneously giving the 
dications He(Por) 2+. 

Treatment of RC13 (R = Y, Sm-Lu) with H2(OEP) in imidazole melt at 210°C gives the 
corresponding half-sandwich complexes R(OEP)(OH) (Gouterman et al. 1976, Srivastava 
1978). This method can be extended to the water-soluble porphyrin H2(TSPP) using 
R(acac)3 (R = Gd-Lu) or other lanthanide salts such as chlorides and nitrates as the metal 
source (Horrocks Jr and Hove 1978). However, based on the analytical and 1H NMR 
spectroscopic data, it has been found that imidazole remains bound to the latter porphyrin 
complexes which can thus be formulated as R(TSPP)(OH)(imidazole)x (x ~< 2). Actually, 
in view of the size of the lanthanide ions and by analogy to the crystal structures 
of related rare-earth phthalocyaninates (see below), all these half-sandwich complexes 
should be regarded as octacoordinated species in which water molecules are likely 
present to saturate the coordination sites (Buchler et al. 1986, 1988). These water-soluble 
macrocycles, having a paramagnetic metal center, can function as NMR shift reagents 
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for biological molecules and other water-soluble substrates. For all these compounds, the 
lighter lanthanide porphyrins are very susceptible to hydrolysis and the stability increases 
for heavier congeners. 

By treating the anthracenyl- and biphenylenyl-bridged cofacial porphyrins 3a and 3b 
with Lu(acac)3.3H20 in refluxing 1,2,4-trichlorobenzene, Lachkar et al. (1997) have 
isolated the corresponding dilutetium complexes 4.MeOH, which contain two bridging 
hydroxyl groups and a MeOH molecule being coordinated to one of the lutetium centers. 
It is believed that the acac complexes 5 are the initial products which undergo hydrolysis 
during chromatographic purification on a silica gel column (scheme 3). 

The first actinide porphyrin Th(TPP)(acac)2 has also been synthesized and purified in 
a similar fashion except that Th(acac)4 is employed as the source of metal (Wong and 
Horrocks Jr 1975). Like the lanthanide analogs, this compound is also stable in air and 
water, and reacts rapidly with hydrogen chloride to form H4(TPP) 2+, but at a somewhat 
slower rate. Treatment of MC14 (M = Th, U) with H2(Por) (Pot = TPP, OEP) in benzonitrile 
and pyridine also gives the corresponding actinide porphyrins M(Por)C12.2PhCN, which 
react with Na(acac) in THF to give the respective M(Por)(acac)2 (Dormond et al. 1984, 
1986). The uranium complex U(OEP)C12.2PhCN can be converted to U(OEP)C12.2THF 
and U(OEP)C12 upon recrystallization in a mixture of CH2C12 and THF or heating 
at 200°C under vacuum, respectively. Recrystallization of U(TPP)C12 from THF/ 
1,2-dichloroethane/heptane, however, gives the mono-THF adduct U(TPP)Clz(THF), 
which has been structurally characterized (Girolami et al. 1987). 

The reactivity of Th(Por)Clz-2PhCN (Pot= TPE OEP) has been further explored by 
Kadish et al. (1988). Reaction of these complexes with aqueous NazCO3 in oxygen- 
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free THF leads to the formation of Th(Por)(OH)2, which trimerize in the solid state. 
These trimeric porphyrins [Th(Por)(OH)2]3 exist in different forms of aggregation in 
solutions depending on the concentration of the porphyrins. The compounds are trimeric 
at polarographic and 1H NMR concentrations, but dissociate into monomers as the 
concentration is decreased from ca. 10 -4 to 10 -7 M in PhCN or THE 

~ C02- 

CO2- 

6 

The ytterbium(III) complex of protoporphyrin IX, Yb(Por-IX)(acac) (6), has been 
prepared similarly using the hydrated Yb(acac)3 and free base protoporphyrin IX as 
the starting materials and 4-phenylpyridine as solvent (Horrocks Jr et al. 1975). This 
compound, containing a naturally occurring porphyrin, is soluble in an aqueous NaOH 
solution and has been used to re-constitute apomyoglobin using 0.05 M Trishydrochloride 
(pH 8.0) as the buffer. It is noted that the acac ligand present in Yb(Por-IX)(acac) is very 
likely replaced by OH- (or ~-oxo moiety) under alkaline conditions, but it provides no 
obstacle to reconstitution. The related europium(III), gadolinium(III), and lutetium(III) 
myoglobins have also been prepared in a similar manner (Srivastava 1980a,b). The 
formation of these lanthanide porphyrin-globin conjugates provides a new route for the 
introduction of lanthanide-ion probes into biomolecules. 

Wei et al. (1993) have synthesized a related gadolinium(III) hematoporphyrin derivative 
(HPD) by treating Gd(NO3)3.5H20 with HPD in 1,2,4-trichlorobenzene at 215°C. The 
complex can be used as a tumor localizer to probe a malignant neoplasia and a 
photosensitizer for photodynamic therapy. In an attempt to examine the in vitro 

stability of lanthanide porphyrins in aqueous solution, which may shed light on their 
in vivo behavior, the kinetics of the acid solvolysis reactions of a series of water-soluble 
lanthanide porphyrins formulated as [R(TMPyP)(OH)(H20)3]I4 (R=Pr-Lu,  except Pm) 
have been studied (Haye and Hambright 1988). These compounds can be prepared by 
treating Na2(TPyP) with the corresponding R(OAc)3 in refluxing DMF followed by 
N-methylation in chloroform with methyl iodide. They can also be synthesized directly 
from [H2(TMPyP)]I4 and R(OAc)3 in imidazole melts at 120°C. The kinetic data are in 
accord with the following mechanism: 

kl k~ 
[R(Por)] + H + ~ [R(Por)-H+], [R(Por)_H +] + H + 2¢ [R] + H2(Por), (2,3) 

k-1 

with a pseudo-first-order rate constant ]Cob s = kl[H+]2/{(k 1/k2)+ [H+]} indicating that 
two protons are required for solvolysis. Interestingly, a 0.1 A increase in the ionic 
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radius of the metal center leads to a remarkable 32000-fold increase in the rate 
constant at high [H+]. This is consistent with the previous observation that the heavier 
lanthanide porphyrins are more stable to solvolysis. For this series of compounds, 
complexes from europium(III) onward are of sufficient stability to protons at the 
physiological pH7.4. A related study on the kinetics of demetallation of R(TPP)X 
(R = Sc, Y, Sm-Lu; X=C1, Br, OAc) in AcOH/EtOH mixtures has also been reported 
(Lomova et al. 1987-1989). 

Hambright et al. (1988) have also studied the kinetics of displacement of the Gd ~H 
ion from the gadolinium(III) complex of TSPP by ethylenediaminetetraacetate (EDTA) 
giving Gd(EDTA) and H2(TSPP) as the main products. This represents the first example 
of metal removal from a metalloporphyrin by a chelating ligand. A mechanism has been 
proposed to account for the kinetic data. The water-soluble lanthanide complexes of 
TMPyP also undergo demetallation in the presence ofEDTA (Haye and Hambright 1991). 
Similar to the acid solvolysis reactions, a linear relationship between log k and the ionic 
radius of the metal center can be established, and complexes with smaller metal center 
are more stable toward demetallation by EDTA. 

The stability of Gd(TPP)(acac) in the presence of various amines has also been investi- 
gated (Radzki and Giannotti 1993). The porphyrin forms 1:1 complexes with morpholine, 
pyrimidine, imidazole, and 1-methylpyrrolidine, which can be considered as bidentate 
ligands, and 1:2 complexes with monodentate amines N(CnH2n + 1)3 (n = 2, 4, 5, 8) forming 
octahedral complexes. The relatively large formation constants of these adducts, as 
determined by spectrophotometric methods, are consistent with the observation that the 
Gd(TPP)(acac)-amine adducts are stable in solution and resist photodemetallation. Radzki 
and Giannotti (1994) have also employed absorption spectroscopy to study the steady- 
state photolysis of Gd(TPP)(acac) in toluene containing triethylamine as an electron 
donor o r  CC14 as an electron acceptor. These reactions produce a gadolinium complex of 
tetraphenylchlorin or a monooxidized n-radical cation, respectively. 

Complexes of 1:1 stoichiometry have also been identified by spectrophotometric 
titration of Gd(TPP)(acac) with vitamin E in CHC13 or cyclohexane solution (Radzki 
and Kransz 1995), and of Gd(TMPyP)(acac) with various nucleobases and nucleosides in 
mixed MeOH/NH3/H20 solutions (Radzki and Krausz 1996). Although the structures of 
the complexes remain elusive, the interactions are stronger for metallated porphyrins than 
for non-metallated analogs, showing that the metal is involved in complex formation. 

Apart from the potential biomedical applications, gadolinium(III) porphyrins can also 
be used as a novel circular dichroism (CD) probe for chirality of amino acids. The achiral 
porphyrin receptor Gd(TDBPP)(acac), prepared from Gd(acac)3 and H2(TDBPP), forms 
1:1 supramolecular complexes with chiral amino acids which exhibit strong, chirality- 
specific CD bands due to the exciton coupling. By using N-acetyl-I~-phenylalanine and 
L-phenylalanine methyl ester instead of unprotected phenylalanine as the guests, only 
weak CD signals are induced, indicating that the guest phenylalanine may be bound to the 
gadolinium as a bidentate ligand. As the induced CD bands observed around the Soret 
band are very strong, the absolute configuration of the amino acids can be sensitively 
determined from the sign of CD signals (Tamiaki et al. 1997). 
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In an attempt to develop more efficient receptors for amino acids, Tsukube et al. 
(1999) have recently modified the lanthanide porphyrins R(TPP)(acac) (R=Er, Gd, Yb) 
by linking a benzo- 18-crown-6 moiety in one of the phenyl rings of TPP. The synthesis 
involves the treatment of R(acac)3 (R = Er, Gd, Yb) with the free base porphyrin 7, which 
can be prepared by the condensation reaction of the amino-substituted H2(TPP) 8 and 
4-chlorocarbonylbenzo-18-crown-6 (9) (scheme 4). The resulting complexes 10, having 
a crown ether unit and a coordinatively unsaturated metal center which are highly 
complementary to the NH~ and CO 2 sites, respectively, of zwitterionic amino acids, 
are expected to offer synergistic binding of amino acids. The extraction ability of the 
erbium(III) conjugate 10 (R = Er) for several amino acids and dipeptides is higher than 
that of Er(TPP)(acac), with and without the presence of the model compound 11. The 
gadolinium and ytterbium analogs 10 (R=Gd, Yb), however, extract tryptophan with 
comparable efficiencies to those with corresponding mixtures of R(TPP)(acac) and 11, 
showing that the nature of the lanthanide center is an important factor in designing 
effective conjugate receptors. Similar to Gd(TDBPP)(acac), the erbium(III) conjugate also 
exhibits chirality-specific CD signals via complexation with chiral amino acids, enabling 
it to be useful as a sensitive CD probe for determining the chirality of amino acids. 

O 
N H C ~ u  O'-X) 

o o 
Co 03 

11 

As mentioned in the Introduction, the half-sandwich complexes R(Por)(acac) are 
important intermediates or precursors for the preparation of a whole range of sandwich 
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compounds of porphyrins and phthalocyanines (Ng and Jiang 1997, Buchler and Ng 
2000). The homoleptic his- and tris(porphyrinato) rare-earth complexes R(Por)2 and 
R2(Por)3 are usually prepared by treating R(acac)3-nH20 with the corresponding H2(Por) 
in 1,2,4-trichlorobenzene. It is believed that R(Por)(acac) is formed initially according 
to the mechanism shown in scheme 5. Treatment of R(TPP)(acac) [R = Srn (Spyroulias 
et al. 1995a), Dy (Bertini et al. 1996), Yb (Bertini et al. 1996), Lu (Spyroulias and 
Coutsolelos 1996)] or M(TPP)C12 (M = Th, U) (Kadish et al. 1993) with Li2(OEP) leads to 
the formation of the respective heteroleptic bis(porphyrinato) complexes RH(OEP)(TPP) 
or M(OEP)(TPP), respectively. Similarly, reaction of R(Por)(acac) (R = Y, Ce, Sm, Eu, Gd, 
Er, Lu; Por = TPP, TPyP, TBPR TMPP, TpC1PP) (Lachkar et al. 1988, Chabach et al. 1992, 
1995, Jiang et al. 1996, 1997b, 1998b)or M(Por)C12 (M=Th, U; Por=OEP, TPP, TTP) 
(Kadish et al. 1993) with Li2(Pc) gives the corresponding mixed double-decker complexes 
R(Pc)(Por) or M(Pc)(Por). The former reactions may also give the triple-decker complexes 
R2(Pc)(Por)2 and R2(Pc)2(Por) depending on the nature of the lanthanide metals and the 
macrocycles, and the ratio of these reactants. 

The above methodology has been extended by Chabach et al. (1996) who prepared 
a series of novel triple-deckers in which two different metal ions are sandwiched by 
three macrocycles. Reaction of R 1 (Por)(acac) (R 1 = Y, Gd, Lu; Por = OEP, TPP), generated 
in situ, with the double-deckers R2(Pc)(TPP) (R 2 = La, Ce) results in the formation of the 
respective mixed triple-deckers (Por)RI(Pc)R2(TpP) in good yields. 

The half-sandwich complexes R(Por)(acac) (R = Y, Eu; Por = TPE TPyR TBPP, TMPP, 
TpC1PP) also act as a template to induce tetramerization of dicyanobenzenes C6H2X2(CN)2 
(X = H, C7H15, OC5Hll) or 2,3-dicyanonaphthalenes C10H4X2(CN)2 (X = H, SC12H25) in 
the presence of 1,8-diazabicyclo[5.4.0]undec-7-ene (DBU) giving the respective double- 
decker complexes R(Por)[Pc'(X)8] or R(Por)[Nc'(X)8], respectively (Jiang et al. 1998c, 
1999c,d) (scheme 6). 

A series of pseudo-sandwich complexes containing a porphyrinato ligand and the 
Schiff-base ligand derived from bis(salicylideneimino)ethane He(salen) (12) have been 
prepared by Buchler and Hammerschmitt (1991). Treatment of R(Por)(OH) (R=Y, Tb; 
Por=TMPR TpC1PP) with Li2(salen) in CH2C12 gives the salts Li[R(Por)(salen)] in 
62-80% yields: 

R(Por)(OH) + Li2(salen) CH~Cl~ Li[R(Por)(salen)] + LiOH. 

R = Y, Tb; Por = TMPP, TpC1PP 
(4) 
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The pseudo-sandwich structure of these complexes has been inferred by the IH NMR 
study of the analogous zirconium complex Zr(OEP)(salen) which exhibits a square 
antiprismatic configuration at 295 K, while the two ligands freely rotate around each other 
at 373 K. 

C;:HH  
12 H2(salen ) 

A new synthetic route to half-sandwich lanthanide porphyrinates has recently been 
developed by Wong et al. (1999); it involves lanthanide amides as the precursors: 

R(NX2)3 + H2(Por) 2NHX2 [R(Por)(NX2)] H20/X'- [R(Por)]X' + NHX2. (5) 

Reaction of an excess of R[N(SiMe3)2]3.n[LiCI(THF)3] (R = Y, Er, Yb), generated in situ 

from the reaction of anhydrous RC13 with 3 equiv, of Li[N(SiMe3)2] in THF, with 
free base porphyrins H2(Por) (Por = TMPP, TTP) in refluxing bis(2-methoxyethyl) ether/ 
THF leads to the formation of the cationic monoporphyrinates [R(TMPP)(H20)3]C1 
(R = Y, Er, Yb) or [Yb(TTP)(H20)2(THF)]C1. These purple complexes are stable in air and 
have been spectroscopically and structurally characterized. The ytterbium(III) complex 
[Yb(TMPP)(H20)3]C1 undergoes metathesis with an excess of AgBF4 in THF, leading to 
the disproportionation of Ag I to silver metal and Ag n, and the isolation of the silver(II) 
porphyrin Ag(TMPP). 

The catalytic activity of these novel cationic lanthanide monoporphyrinates has also 
been studied (Wong et al. 1999). The ytterbium complex [Yb(TMPP)(H20)3]C1, but 
not the yttrium and erbium analogs, can effectively catalyze the conversion of phenyl 
isocyanate into its cyclic trimer, 1,3,5-triphenyl-s-triazine-2,4,6-trione. The complex 
appears to be a living catalyst as the resulting mixture can be re-used without losing 
any of its activity in the first three cycles. A plausible mechanism has been proposed as 
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shown in scheme 7. The ytterbium porphyrin first reacts with phenyl isocyanate to give 
aniline and the coordinatively unsaturated cationic species [Yb(TMPP)] +, which then acts 
as a Lewis acid to catalyze the cyclic trimerization of phenyl isocyanate. The isolation 
of 1,3-diphenylurea, formed in the reaction of aniline and phenyl isocyanate, is in accord 
with the proposed mechanism. 

Rare-earth complexes of porphyrins also show catalytic activity in the radical oxidation 
of unsaturated hydrocarbons by various oxidizing agents such as potassium hydrochlorite 
and tert-butyl hydroperoxide (Kochnev et al. 1991). Styrene, for example, undergoes 
oxidation to give a mixture of the aldehydes PhCHO and PhCH2CHO, and the epoxide 
PhCHCH20. The oxidation of saturated and aromatic hydrocarbons is also promoted by 
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rare-earth porphyrins through a similar radical mechanism (Vedernikov et al. 1993). It is 
believed that the action of the catalyst is to activate the oxidizing agent. 

2.2. Structure 

The half-sandwich structure of R(Por)(acac) was first inferred from the dipolar shift ratios 
observed in the 1H NMR spectra of R(TTP)(acac) (R=Eu, Yb) by assuming an axial 
symmetry (Horrocks Jr and Wong 1976). The out-of-plane displacement of the metal 
center was determined to be 1.80 A for the Eu m complex and 1.60 A for the Yb IH analog, 
giving Eu-N and Yb-N distances of 2.69 and 2.56 A, respectively. The calculations 
were later refined by Babushkina et al. (1986) who employed a new treatment for the 
paramagnetic NMR shifts which is based on an ab initio estimation of the coefficients 
describing the anisotropy of the magnetic susceptibility, proportional to the pseudo- 
contact shifts. The new model takes the ~-diketonato ligand into consideration which 
experiences a restricted rotation along the axis through the metal ion and the center of 
the porphyrin ring, giving a complex with non-axial symmetry. It was found that the 
metal ion is closer to the macrocyclic plane than had been estimated previously. 

The first X-ray crystal structure of half-sandwich porphyrinato complexes appeared 
in 1986. Dormond et al. (1986) reported the structure of Th(OEP)(acac)2 in which the 
thorium atom is octacoordinated by the four nitrogen atoms of the macrocycle and the 
four oxygen atoms of the two acac groups forming a nearly perfect antiprism. The thorium 
atom is closer (by ~0.1 A) to the oxygen atom plane which is consistent with the Th-O 
bond being shorter (mean value 2.40 A) than the Th-N bond (mean value 2.50 A). By 
comparing the powder X-ray diffraction patterns, the uranium complex U(OEP)(acac)2 
was found to be isomorphous with the thorium analog. 

Figure 1 gives the molecular structure of U(TPP)CI2(THF). The uranium atom is 1.29 
out of the porphyrin N4 plane, forming a 4:3 piano stool structure. The TPP ring is 
slightly "saucer-shaped" with the four nitrogen atoms forming the bottom of the dish with 
its convexity toward the uranium atom. This distortion may optimize 0 and ~ bonding 

Fig. 1. Molecular structure of U(TPP)C12(THF ) (rear phenyl ring omitted for clarity). (From Girolami et al. 
1987 with permission.) 
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(a) (b) 

Fig. 2. (a) ORTEP drawing of the Th3(OH)6(OH2) 2 core. (b) Projection of the trimeric unit along the c-axis. 
(From Kadish et al. 1988 with permission.) 

between the nitrogen atoms and the metal center, as it allows the sp 2 hybrids to point 
toward the metal rather than to the center of the porphyrin ring (Girolami et al. 1987). 

The trimeric structure of [Th(TPP)(OH)2]3.2H20 has been confirmed by Kadish et al. 
(1988). The six hydroxyl ligands in the molecular unit form a trigonal prism of which 
the triangular faces are capped by two water molecules and the rectangular faces are 
capped with three thorium atoms (fig. 2a). The three domed TPP units lie parallel to 
the threefold axis (fig. 2b) and each of the thorium atom assumes a distorted square 
antiprismatic geometry. The Th-Th separation is 3.960(3)~ and does not suggest any 
metal-metal interaction. 

Scandium(III) porphyrins are the major class of half-sandwich porphyrinato complexes 
which have been structurally characterized. The crystal structures of seven derivatives: 
Sc(TTP)C1.2(CIoHyC1), [Sc(TTP)]20.6THF, Sc(OEP)(~I-CsHs), Sc(OEP)Me.I.5CH2C12, 
Sc(OEP)[CH(SiMe3)2], Sc(OEP)(q-C9H7) and [Sc(OEP)(g-OH)]2, are known (Sewchok 
et al. 1988, Arnold and Hoffman 1990, Arnold et al. 1993). For Sc(TTP)C1, the scandium 
atom is 0.68A above the N4 plane forming a square pyramidal geometry. The two 
1-chloronaphthalene molecules are distorted in the lattice and cannot be resolved. The 
scandium atom in Sc(OEP)Me and Sc(OEP)[CH(SiMe3)2] is also coordinated in a regular 
square pyramidal fashion and sits atop the N4 plane at a distance of 0.66 and 0.71 A, 
respectively. The structures of Sc(OEP)(~-CsHs) and Sc(OEP)0]-C9H7 ) show clearly 
that the scandium center is sandwiched between the OEP macrocycle and the ~1-C5H5 
or ~1-C9H7 ring, although the essentially planar indene ligand is tilted with respect to 
the porphyrin ring in the latter structure. The metal center sits 0.78-0.80A from the 
mean plane of the nitrogens and 2.196-2.233~_ from that of the tI-CsH5 or ~]-C9H7 
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Fig. 3. ORTEP view of  [Sc(OEP)(~t-OH)] 2 
looking down the Sc-Sc vector. (From 
Arnold et al. 1993 with permission.) 

ring. The OEP ligand in all these complexes is slightly domed and ruffled, except in 
Sc(OEP)(~I-C9H7) where the porphyrin ring is remarkably planar. Both of the complexes 
[Sc(TTP)]20 and [Sc(OEP)(~t-OH)]2 adopt a dimeric structure. As shown in fig. 3, the 
two OEP rings of the latter are eclipsed with a separation of 5.06 A between the N4 planes. 
The Sc-O-Sc bond angle for both complexes is ~110 ° with an average Sc-O bond length 
of ~2.08 A. 

The first molecular structure of half-sandwich lanthanide porphyrins was reported by 
Schaverien and Orpen (1991). The lutetium alkyl complex Lu(OEP)[CH(SiMe3)2] has a 
structure resembling that of the scandium analog (Arnold et al. 1993), exhibiting a square 
pyramidal geometry. The five-coordinated lutetium atom lies 0.918 A above the N4 plane, 
and the porphyrin ring also displays a saucer shape. 

The molecular structures of the anthracenyl- and biphenylenyl-bridged bisporphyrins 
4a and 4h (scheme 3) have also been determined (Lachkar et al. 1997). In both 
structures, the two lutetium atoms are bridged by two OH- anions, and one of the metal 
centers is also weakly bonded to a MeOH molecule, giving one hexacoordinated and 
one heptacoordinated lutetium atoms. The dihedral angle between the two C20N4 mean 
planes is 19.7 ° and 27.1 ° for 4a and 4b, respectively. The anthracenyl and biphenylenyl 
connectors are planar within experimental error, and nearly orthogonal to the porphyrin 
core mean planes. The porphyrin macrocycles again have a convex shape with some 
ruffling. 

The coordination sphere of the terbium atom in [Tb(OCTPP)(OAc)(DMSO)2] consists 
of the four nitrogen atoms of the porphyrin and the oxygen atoms of the bidentate 
acetate and two DMSO solvent molecules forming a square antiprismatic geometry. The 
porphyrin ring also manifests a marked saddle distortion, and the displacement of the 
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individual chlorine atoms from the N4 mean plane is relatively large (1.03-2.18 A). The 
dihedral angles between the phenyl rings and the porphyrin mean plane vary from 49.03 ° 
to 49.74 °, which can minimize unfavorable steric interactions between the phenyl and the 
flanking chloride substituents (Spyroulias et al. 1997). The structural data are similar to 
those of  the cationic porphyrins [R(TMPP)(H20)3]C1 (R = Y, Er, Yb) in which two of the 
aqua ligands are disordered with a site occupancy of 0.5. The R - N  distances and the 
separation between the two parallel mean planes formed by four nitrogen atoms and four 
oxygen atoms follow the order Yb H~ < Er nI < ym,  reflecting an increase in ionic radii: 
98.5 < 100.4 < 101.9 pro. The analogous ytterbium complex [Yb(TTP)(HzO)2(THF)]C1, 
however, adopts a monocapped trigonal prismatic structure in which the seven-coordinated 
ytterbium center lies 1.090 A above the N4 mean plane and 1.676 A below the 03 mean 
plane defined by the two aqua ligands and the THF molecule (Wong et al. 1999). 

According to an extended X-ray absorption fine structure study, the gadolinium center 
in [Gd(TPP)(acac)].8H20.3TCB is also octacoordinated to the four nitrogen atoms of 
TPP, two oxygen atoms of acac, and two oxygen atoms of water, with Gd-N and Gd-O 
distances of  2.32 A and 2.43 A, respectively (Jiang et al. 1998d). 

2.3. Spectroscopic properties 

2.3.1. 1H NMR spectra 
Because of the paramagnetic nature of  some of the lanthanide and actinide ions, not all 
of  the rare-earth and actinide porphyrins give NMR signals. Broadening and substantial 
shift of  signals are usually observed for those compounds which can be characterized 
with NMR spectroscopy. Figure 4 shows the 1H NMR spectra of  Eu(TTP)(acac) and 
Yb(TTP)(tmhd) recorded at -21°C along with the assignment. The spectrum for the 
metal-free H2(TTP) is also displayed for comparison. It can be seen that the ortho and 
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Fig. 4. I H NMR spectra of (a) H 2(TTP), (b) Eu(TTP)(acac), and (c) Yb(TTP)(tmhd) in CDC13 at -21 °C. (From 
Horrocks Jr and Wong 1976 with permission.) 
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Fig. 5. Effect of increasing concentrations of Yb(TTP)(acac) on the 1H NMR spectrum of 4-picotine in CDC13 
at 36°C; Rp =0.0, 0.021, 0.043, 0.053, and 0.064 for spectra A-E, respectively. (From Horrocks Jr and Wong 

1976 with permission.) 

meta aryl protons become non-equivalent upon complexation owing to the out-of-plane 
displacement of the metal ion and the fact that aryl-group rotation is slow on the NMR 
timescale at this temperature. Most of the signals are shifted downfield, in particular for 
the ytterbium(Ill) complex of which the dipolar shifting ability is ca. 2.2 times that of 
the prosthetic group in metmyoglobin cyanide, the most effective of the low-spin iron(Ill) 
dipolar probes (Horrocks Jr and Wong 1976). 

As the complexes R(Por)(acac) are not coordinatively saturated, it is not unexpected that 
the compounds producing sizable shifts may act as shift reagents toward molecules with 
donor atoms. Figure 5 shows the spectral changes upon addition of successive quantities 
of Yb(TTP)(acac) to chloroform solutions of 4-picoline. Downfield shifts are observed 
for all proton signals, and a linear relationship between the observed chemical shifts and 
the mole ratio of Yb(TTP)(acac) to substrate (Rp) is established. It is worth noting that 
both the substrate and porphyrin resonance shifts are in the same direction, indicating 
that the picoline ligand also occupies, on the average, the equatorial region where 
(3 cos 2 0 -  1) < 0, which is consistent only with a significantly out-of-plane displacement 
of the metal ion. This ytterbium(III) complex also induces downfield shifts for the proton 
resonances of the aliphatic alcohol 1-pentanol (Horrocks Jr and Wong 1976). 

Apart from the ytterbium(III) complex Yb(TTP)(acac), the entire series of lanthanide 
analogs have also been evaluated as shift reagents toward 4-picoline. Only very small 
resonance shifts are observed for the early elements (Pr, Nd, Sm, Eu). Sizable upfield (Tb, 
Dy, Ho) and downfield (Er, Tm, Yb) shifts, however, are observed for the elements at the 
end of the series. The action of the diamagnetic lutetium(III) porphyrin Lu(TPP)(acac) is 
unique: it serves as a "ring current" shift reagent. All the proton signals for 4-picoline are 
shifted upfield in the presence of Lu(TPP)(acac), for which a labile equilibrium between 
coordinated and uncoordinated ligand is observed. The ring-current shifts, however, are 
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considerably smaller than the paramagnetic effects induced by the latter half of the 
lanthanide series (Tb-Yb) (Horrocks Jr and Wong 1976). 

The water-soluble lanthanide porphyrins R(TSPP)(OH)(imidazole)x (R=Ho-Lu) re- 
semble the TPP and TTP analogs in all these spectral properties except that, apart 
from the neutral 4-picoline, water-soluble substrates such as the p-toluidate anion and 
the N-methylpyridinium cation can also be used (Horrocks Jr and Hove 1978). The 
gadolinium(m) complex of TSPP is of particular interest. Having a Gd m ion (S = 7) which 
displays a high relaxivity and a porphyrin moiety which may selectively target to many 
pathological tissues, this water-soluble complex is potentially useful as a paramagnetic 
contrast agent for NMR imaging. Both the relaxation times T1 (spin-lattice) and T2 (spin- 
spin) for water are inversely proportional to the concentration of the complex. The effects 
are comparable to those produced by the free Gd III ion alone in a frequency region close 
to that used for NMR imaging (Marzola and Cannistraro 1987). 

Owing to their diamagnetic nature, porphyrinato complexes of scandium(III) (Buchler 
et al. 1971, Arnold and Hoffman 1990, Arnold et al. 1993), yttrium(III) (Schaverien 1991, 
Wong et al. 1999), lutetium(III) (Schaverien and Orpen 1991, Lachkar et al. 1997), and 
thorium(IV) (Wong and Horrocks Jr 1975, Dormond et al. 1984, 1986, Kadish et al. 1988) 
usually give normal 1H NMR spectra with signals falling in the 0-11 ppm region. The 
signals for the axial substituents, if any, however may appear at c5 < 0 due to the shielding 
effect by the porphyrin ring current. 

2.3.2. Electronic absorption spectra 
The formation of R(Por)([3-diketonate) from R([5-diketonate)3 and H2(Por) can be moni- 
tored by UV-Vis spectroscopy. As shown in fig. 6, the spectral features are changed re- 
markably upon complexation. A typical spectrum for the complexes R(Por)(13-diketonate) 
(fig. 6d) displays an intense B(0,0) (or Soret) band at ~420nm, and Q(2,0), Q(1,0), and 
Q(0,0) bands at ~510, 550, and 590nm, respectively (Wong 1983). An additional visible 
band at ~400 nm and an UV band at ~300 nm may also be seen, which can be attributed 
to the B(1,0) band of porphyrins and the zt-zt* transition due to the [3-diketonato ligands, 
respectively (Iwase and Igarashi 1993). Table 1 compiles the electronic absorption data 
for all compounds in this family. It can be seen that there is only a minor variation in 
the absorption spectra with changes of the metal center and supporting ligands. Change 
of porphyrinato ligands, however, may lead to a substantial shift of absorption bands. 
By replacing TPP with [5-halogenated TPP analogs such as OBTPP and OCTPP, for 
example, all the absorption bands are remarkably shifted to the red (>40 nm) (Spyroulias 
and Coutsolelos 1995, Spyroulias et al. 1997). 

The solvent effects on the absorption spectrum of Gd(TPP)(acac) have been studied 
by Radzki and Giannotti (1993). As shown in fig. 7, both the Soret and Q(1,0) bands are 
substantially shifted in different solvents, in particular in solvents with donor atoms. The 
magnitude is about two times larger than that for metal-free porphyrin Hz(TPP) which 
can be attributed to complex formation between the gadolinium porphyrin and the Lewis 
base solvents. 
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Fig. 6. UV-Vis spectral changes dur- 
ing the reaction of R(~-diketonate)3 
with H2(Por ). (From Wong 1983 with 
permission.) 

Figure 8 shows the absorption and magnetic circular dichroism (MCD) spectra of 
Yb(Por-IX)L, with and without interacting with the apomyoglobin. Upon interaction, 
all the B(0,0) (397nm), Q(1,0) (532nm), and Q(0,0) (570nm) bands intensify and 
experience a small bathochromic shift to 403,534, and 572 nm, respectively (fig. 8b). The 
ellipticities of the Soret and Q(1,0) bands are very similar as shown in the MCD spectrum 
(fig. 8a), although the extinction coefficients differ by factors of more than ten. These 
spectral changes form the basis for the spectrophotometric titration of Yb(Por-IX)L,, with 
apomyoglobin, which reveals a 1:1 stoichiometry of interaction. The sizable and positive 
extrinsic Cotton effect in the Soret band of Yb(Por-IX)L, induced by the interactions 
with the globin, as observed in the CD spectra, suggests that the lanthanide porphyrin 
occupies the heine site of the globin (Horrocks Jr et al. 1975). 

As mentioned in sect. 2.1, Gd(TPP)(acac) and its derivatives 10 are able to act as 
novel CD probes for chirality of amino acids (Tamiaki et al. 1997, Tsukube et al. 1999). 
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Fig. 8. (a) MCD and (b) UV-Vis spec- 
tra of Yb(Por-IX)L n (dashed curves) 
and Yb(Por-IX)globin (solid curves) 
in 0.05 M Trishydroehloride (pH 8.0). 
(From Horrocks Jr et al. 1975 with 
permission.) 

Figure 9a shows the visible spectral changes of Gd(TPP)(acac) in CH2C12 after being 
shaken with an aqueous solution of L-phenylalanine. The Soret band is slightly red- 
shifted and a small new shoulder at ~438 nm appears. Interestingly, the solution also gives 
CD peaks around the region of Soret and Q bands (fig. 9b). The former exhibits a reverse 
or normal S-shape depending on the chirality ofphenylalanine; racemic D,L-phenylalanine 
induces no CD signals because Gd(TPP)(acac) has no chirality. This experiment shows 
clearly that phenylalanine is extracted from the aqueous phase into the CH2C12 solution 
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in which a chiral supramolecular complex is formed between the achiral Gd(TPP)(acac) 
and the chiral phenylalanine. 

2.3.3. ESR spectra 
ESR spectroscopy is a useful technique to characterize the porphyrinato complexes having 
unpaired electrons. As reported by Coutsolelos and Spyroulias (1994), all the ESR spectra 
o f  Dy(Por)(acac) (Pot = TPP, ToTP, TmTP, TTP, TMP), recorded in the solid state or in 
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Fig. 10. ESR spectra of (a) Eu(OBTPP)(acac) 
and (b) [Eu(TMPyP)(acac)] 4+ in the solid state at 
290 K. (From Spyroulias and Coutsolelos 1995 with 
permission.) 

frozen solutions in toluene, show a signal at g = 2.000(7) with a peak-to-peak separation 
between 7.3 and 13.6 G. Hyperfine coupling due to neighboring atoms and probably Dy HI 

5 for both isotopes) is only observed for the TMP analog, giving six bands with a ( I :  
hyperfine coupling constant of 87 G. The solid-state ESR spectra of R(TPyP)(acac) and 
[R(TMPyP)(acac)] 4+ (R = Sm, Eu, Tb) are similar, which is exemplified by the spectrum 
of [Eu(TMPyP)(acac)] 4+ as shown in fig. 10b (Spyroulias et al. 1995b). The observed 
g-value (~2.00) indicates a free radical, and the hyperfine structure consists of more 
than 20 lines with a hyperfine coupling constant of 16.9 G, which may be attributed to a 
superposition of three sets of nine lines [due to four equivalent 14N (I = 1)] produced by 
the anisotropic signal. The octabromo analogs R(OBTPP)(acac) (R = Sm-Lu, except Gd) 
behave similarly with the exception that a smaller number of lines is observed in the 
hyperfine structure [see for example the spectrum of Eu(OBTPP)(acac) in fig. 10a] 
(Spyroulias and Coutsolelos 1995). 

The ESR spectra of Gd m porphyrins are remarkably different. Due to an 8S7/2 ground 
state and a long spin-lattice relaxation time, ESR spectra of Gd m complexes are easily 
observable at all temperatures, and are usually anisotropic. As shown in fig. 1 lb, the ESR 
spectrum of Gd(TPP)(acac) exhibits a highly anisotropic g-factor and consists of six major 
peaks in the region 0-6 G. This is typical of an S-state ion with a large zero-field splitting. 
The OBTPP counterpart Gd(OBTPP)(acac), however, gives a single broad signal with a 
g-value of 2.3099 (fig. 1 la). The difference can be ascribed to the destabilization of the 
a2u energy level of OBTPP compared with TPP and hence to the interaction between the 
porphyrin and the metal orbitals (Spyroulias and Coutsolelos 1995). 

By using a time-resolved ESR technique, Ishii et al. (1996) have determined the zero- 
field splitting and anisotropic g-values of the half-sandwich complexes Y(Por)(acac) 
(Por=OEP, TPP) and their double-decker derivatives in the lowest excited triplet (Tl) 
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Fig. 11. ESR spectra of (a) Gd(OBTPP)(acac) and (b) Gd(TPP)(acac) in the solid state at 290 K. (From 
Spyroulias and Coutsolelos 1995 with permission.) 

states. The zero-field splitting parameter D of [Y(OEP)] + is smaller than that of  Zn(OEP) 
and its g= is smaller than that of  [Y(TPP)] +. Based on the temperature dependence of 
the steady-state ESR spectra, this may be due to a spin-orbit coupling between the Jahn- 
Teller-split T1 and T2 states. The spin density on the yiii ion has been estimated as 0.011 
for Y(OEP)(acac) in the Yl state. 

2.3.4. Other spectroscopic studies 

Many half-sandwich porphyrinato complexes have also been characterized with IR 
and Raman spectroscopy. The spectra display characteristic bands due to the different 
vibrational modes of porphyrins and the coordinated supporting ligands (Liu et al. 1985, 
Wang et al. 1986, Coutsolelos and Spyroulias 1994). For the common acac complexes, 
the M - O  stretch appears in the range 355-364 cm -1 for M = Sm-Lu (Liu et al. 1985) and 



R AND AC HALF-SANDWICH TETRAPYRROLE COMPLEXES 639 

390-410cm -1 for M=Th,  U (Dormond et al. 1986). The acac ligand also displays two 
marker bands near 1570 and 1520cm -I assignable to the v(C-O) and v(C-C) stretches 
(Nakamoto 1997). The M-C1 stretching band for M(Por)C12 (M=Th, U) appears at 
255-265 cm -1 (Dormond et al. 1986). 

Tatsumi and Tsutsui (1980) studied the X-ray photoelectron spectra of R(TPP)(acac) 
(R = Sm, Gd, Er, Yb) and R(OEP)(OH) (R = Eu, Gd, Yb, Lu), and the respective metal- 
free porphyrins. The N ls spectra collapse to a single peak upon complexation, with 
a binding energy between the corresponding metal-free porphyrin doublet. The single 
N ls peak indicates that the four pyrrolic nitrogen atoms are equivalent, leading to four 
equalized R-N interactions. There is no significant difference in the binding energies 
of these lanthanide porphyrins (398.0-398.4 eV) showing that the electronegativities of 
lanthanides are very similar to each other. It has also been revealed that the full width 
at half maximum (fwhm) value of the N l s peak is linearly related to the number of 
unpaired electrons in the complex. The Gd m complexes, having an f7 configuration, show 
the largest fwhm values. The broadening can be rationalized by the multiplet splitting of 
the N ls core level arising from an exchange interaction between the ionized core and 
unpaired valence electrons induced on the nitrogen atoms. 

Similar results have also been observed for other porphyrinato complexes including 
Dy(TPP)(acac), R(HTMPP)(acac) (R=Dy, Er), Yb(TMPP)(acac), R(HTPP)(acac) (R = 
Ho, Tm, Yb, Lu), and R(TPyP)(acac) (R=Dy, Ho, Yb, Lu) for which the C ls (287.05- 
288.00), O ls (532.00-538.15eV), and R nd spectra have also been measured (Liu et 
al. 1993a,b, 1994a). It is worth noting that although the N ls spectrum of H2(TPyP) 
shows three bands at 400.1,398.0, and 398.7 eV assignable to the pyrrole NH, pyridine N, 
and pyrrole N atom, respectively, there is only a single peak at 398.6-399.0eV for 
R(TPyP)(acac), showing that the R-N and pyridine N peaks are accidentally coincident 
(Liu et al. 1993b). 

The M6ssbauer spectra of a series of g n  III porphyrins Eu(Por)(acac) have been 
recorded, all of which show a singlet with unresolved quadrupole splitting (Oliver et 
al. 1991). The isomer shifts at 80K (relative to EuF3) are in the 0 -1mms  -1 range 
characterizing the Eu m oxidation level. The high stability of Eu H~ is also supported by 
the magnetic susceptibility data of Eu(TPP)(acac) (3.40 BM at 298 K), which lies in the 
range 3.12-3.63 BM found for trivalent europium oxide and sulfate. 

2.4. Electrochemical properties 

Although the redox behavior of double- and triple-decker porphyrinato complexes has 
been well documented, the electrochemical properties of half-sandwich analogs remain 
little studied. The first systematic study of the electrochemistry of this class of tetrapyrrole 
derivatives was reported by Kadish et al. (1991). The complex Eu(TPP)(facam) was 
examined, and was found to have higher stability in the oxidized and reduced forms than 
the corresponding acac and tmhd analogs. The compound can be prepared by treating 
Eu(TPP)(acac) with 3-(trifluoroacetyl)camphor (Hfacam) and sodium hydroxide in an 
EtOH/water mixture. As shown in fig. 12, the cyclic voltammograms of Eu(TPP)(facam) 
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reduced porphyrin and are assigned to Eu(TPP) units lacking the facam axial ligand. (From Kadish et al. 1991 

with permission.) 

in PhCN show four reductions (labeled 1-4) and three oxidations (labeled 5-7).  While 
the first two oxidations are characterized by a reversible one-electron transfer, each of  
the four reductions involves only 0.5 electron per mole o f  Eu(TPP)(facam) as revealed 
by controlled potential coulometry. The first two reductions are well-defined in PhCN, 
but one or more chemical reactions occur after peaks 2, 3, and 4, leading to a decreased 
anodic peak current for processes 2 and 4 and the appearance o f  new oxidation peaks 
at E p = - 0 . 4 5  and - 0 . 2 0 V  for a scan rate of  1 .0Vs  -t (fig. 12). All these observation 
suggests the presence of  both monomers and dimers in solutions and can be accounted 
for by the mechanism shown in scheme 8, which involves a global addition or abstraction 
o f  2.0 electrons. 

The electrochemical behavior o f  the acac analogs R(TPP)(acac) (R = Eu-Lu)  is remark- 
ably different (Iwase and Igarashi 1993). As revealed by cyclic voltammetry and rotating- 
disk experiments as well as thin-layer coulometry, these compounds exhibit two oxidation 
waves (E1/2 =0.60-0.76,  0 .92-0.94V) and two reduction waves (Eu2 = - 1 . 3 2  to -1.37, 
-1 .67 to -1 .69 V), all o f  which correspond to a reversible one-electron transfer process. 
The second reduction may be associated with a dissociation reaction of  the acac ligand 
which is supported by thin-layer spectroelectrochemistry. By contrast, the Sm m analog 
Sm(TPP)(acac) undergoes four reversible oxidations (E1/2 =0.41, 0.59, 0.80, 1.03 V) and 
one reversible reduction (Ell2 =-1 .51  V). The coulometric results suggest that all these 
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Scheme 8. 

processes are attributed to the dimer [Sm(TPP)(acac)]2. By examining the UV-Vis 
spectral changes during electrolysis, it has been found that all the oxidation and reduction 
waves for this series of compounds are due to the porphyrin ring. 

The electrochemistry of the water-soluble complex Yb(TSPP)(OH)(imidazole)2 in 
basic, neutral, and slightly acidic solutions has also been studied (Zhuang and Gao 
1995). The cyclic voltammograms show a cathodic peak at about -1.24V, which is 
independent of pH, while the corresponding anodic peak does not appear. This process 
has been attributed to a two-electron irreversible surface electrochemical reduction with 
the reactant strongly adsorbed on the surface of the mercury electrode. As new couples 
due to imidazole and metal-free porphyrin appear in the second scan, it suggests that 
the complex is unstable and undergoes decomposition after the reduction. By using the 
chronocoulometric technique which can determine the amount of electroactive reactant 
adsorbed on the electrode, it has also been found that a monolayer is formed in the 
saturation coverage of the electrode. Since the data for the ytterbium complex coincide 
well with those of H2(TSPP), it can be concluded that the center of adsorption and the 
redox reactions is the porphyrin ring, and the V b  III ion does not take part in the redox 
processes. 

The actinide complexes M(OEP)(acac)2 (M = Th, U) exhibit a reversible one-electron 
reduction (El/2 =-1.57 and -1.56V vs. SCE, respectively) and two oxidations (E1/2 = 
0.76V and Epc=l.15V for M=Th; E1/2=O.58V and Epo=l.26V for M=U). The 
first oxidation is again a one-electron reversible process while the second oxidation 
is irreversible and couples with a fast chemical reaction. The Th TM complex gives an 
additional irreversible oxidation at 1.23 V which is due to a product of the chemical 
reaction. During controlled potential electrolysis, the UV-Vis spectra of both complexes 
are changed remarkably. The Soret band due to the OEP ring is greatly attenuated 
during electrochemical reduction, showing that this process is porphyrin-based. The 
oxidation processes, however, are more complicated. Based on the spectroelectrochemical 
study, the first oxidation of Th(OEP)(acac)2 is also attributed to the OEP ring, but 
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for the uranium(IV) analog the oxidation is metal-centered with the formation of an 
U v intermediate (Kadish et al. 1989). 

The electrochemistry of [Th(Por)(OH)2]3 (Por = OEP, TPP) is of particular interest as 
they contain three redox active metalloporphyrin units (Kadish et al. 1988). The cyclic 
voltammogram of the OEP complex recorded in THF at -72°C shows three reversible 
one-electron reduction couples at -1.49, -1.70, and -1.87 V vs. SCE. As the temperature 
rises to room temperature, the third reduction becomes irreversible, and it has been shown 
that it involves a one-electron transfer followed by a fast chemical reaction (probably 
dissociation) and an additional one or more electron reduction (an electrochemical ECE- 
type mechanism). The UV-Vis spectrum of the electroreduced species [Th(OEP)(OH)2]3 
shows absorption bands at 411, 456, and 799nm, and its ESR spectrum displays a 
signal at g=2.003, both of which are characteristic of a porphyrin sc radical anion. 
Further one-electron reduction doubles the molar absorptivities of the absorption bands 
at 456 and 799 nm, indicating that the second reduction is also based on porphyrin. 
The TPP analog [Th(TPP)(OH)2]3 also exhibits three reversible one-electron reductions 
at -1.13, -1.27, and -1 .36V at -55°C, which are shifted by 360-510mV relative to 
the respective processes for [Th(OEP)(OH)2]3 at -72°C. Three additional irreversible 
reductions at -1.76, -2.00, and -2 .10V are also observed for this complex when the 
potential is scanned to -2.20 V which may be due to the formation of dianions localized 
on each of the three porphyrin units. Spectroelectrochemical data also indicate that the 
initial three reductions occur at porphyrin based orbitals. 

The oxidation processes of [Th(Por)(OH)2]3 (Por=OERTPP) have also been in- 
vestigated (Kadish et al. 1988). As shown by cyclic voltammetry and rotating-disk 
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experiments, [Th(OEP)(OH)2]3 undergoes a reversible three-electron oxidation at 0.66 V 
in THF at -72°C, which according to the spectroelectrochemical study can be assigned as 
removal of an electron from each of the three porphyrin rings. Three additional less well- 
defined oxidation processes are also revealed at 0.99-1.14V at -72°C. The TPP analog 
[Th(TPP)(OH)2]3 also exhibits a three-electron porphyrin-based oxidation at 1.08 V, but 
the process is irreversible at -55°C or at room temperature. The overall redox processes 
of these trimeric complexes are summarized in scheme 9. 

2.5. Photophysical properties 

Photophysical properties of the diamagnetic R(TPP)(acac) (R = Y, Lu) and Th(TPP)(acac)2 
have been studied by Martarano et al. (1976). Figure 13 shows the uncorrected fluores- 
cence spectra of Y(TPP)(acac) in MeOH upon excitation at 400 and 425 nm. Interestingly, 
in addition to the normal $1---+ So fluorescence bands, labeled Q(0,0) and Q(1,0), 
B(0,0) fluorescence is also seen in the former case, which can be attributed to 
an unusual emission from the second excited state, $2 ~ So. The lutetium(III) and 
thorium(IV) analogs show similar luminescence properties. The quantum yield of this 
Soret fluorescence is essentially the same for all three complexes (q~f = 0.001, 0.001, and 
0.0004 for M = Y, Lu, and Th), even though the atomic number increases greatly from 
yttrium to thorium. This absence of the heavy-atom effect indicates that the radiationless 
decay of $2 proceeds primarily through internal conversion, presumably to $1. By contrast, 
the quantum yield of the normal fluorescence ($1 ~ So) exhibits a clear heavy-atom 
effect ( q ) f = 0 . 0 0 6 ,  0.001, and 0.0001 for M=Y, Lu, Th) showing that this emission 
is mainly internally quenched by intersystem crossing to the lowest triplet state. All 
these compounds phosphoresce strongly at 764-779nm ( ~ p = 0 . 0 1 ,  0.02, and 0.03 for 
M = Y, Lu, Th) with lifetimes which decrease markedly with increasing atomic number of 
the metal ion (rp = 29, 2.8, 0.3 ms). 

.=,~, 

~ Q(o,I) 

b 
Q (0,0). 

B(O,O) ~ / 

I I 1 I [ 400 500 600 700 
}kf (nm) 

Fig. 13. Uncorrected fluorescence spectra of Y(TPP)(acac) 
in MeOH at room temperature, with excitation at (a) 400 nm 
and (b) 425 nm. The arrow indicates a solvent Raman peak. 
(From Martarano et al. 1976 with permission.) 
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Fig. 14. TI, Si, and S 2 emission (dashed curves) and absorption (solid curves) spectra of (a) Gd(OEP)(OH) 

and (b) Gd(TPP)(OH). The asterisks indicate phosphorescence. (From Kaizu et al. 1986 with permission.) 

The paramagnetic erbium(III) porphyrins Er(TPP)(L) (L = OH, tmhd) also fluoresce 
from the S1 and the $2 state, but the OEP analog Er(OEP)(OH) shows only an emission 
due to $1 --+ So (Kaizu et al. 1986). Quenching of $2 emission in the latter complex, like 
other diamagnetic metal OEP complexes, is attributed to a fast relaxation to the $1 state. 
Similarly, an $2 emission is observed for Gd(TPP)(OH) but not for Gd(OEP)(OH) 
(fig. 14). The Gd m porphyrins also show a strong T1--+ So phosphorescence even at 
room temperature (fig. 14) which has never been detected for Er III analogs. Due to the 
perturbation by the paramagnetic metal ions, both Er HI and Gd m porphyrins exhibit an 
enhanced rate of intersystem crossing. It leads to a strong phosphorescence for the latter 
complexes [q~p = 0.01 and 0.001, rp = 70 and 34 ~ts for Gd(OEP)(OH) and Gd(TPP)(OH), 
respectively in MeOH at room temperature], but for the former, it results in fast relaxation 
to the low-lying (f, f*) excited states and therefore T1 emission is totally quenched. There 
are no sizable differences in quantum yields (q~f ~ 2 . 0 x  10 -4) and lifetimes (rp of the 
order 0.1 ns) of the $1 emission of these Er IlI complexes in MeOH. Upon irradiation 
in an absorption band of coordinated tmhd around 300 nm, Er(TPP)(tmhd) emits from 
both porphyrin $2 and coordinated ~-diketone T1 states. This implies that the rate of 
interligand energy transfer from the ~-diketone $1 state to the porphyrin S~ state is not 
as fast as intersystem crossing within the ~-diketone. Also energy transfer between the 
]3-diketone T1 and porphyrin $2 is rather inhibited. 

Gouterman et al. (1976) have also reported the luminescence properties of a series of 
rare-earth complexes R(OEP)(OH) (R = Y, Eu, Gd, Ho-Lu). The closed-shell yttrium(III) 
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and lutetium(III) complexes show moderately strong fluorescence [Q(0,0): 573-576 nm; 
Q(1,0): 629-630nm] and phosphorescence [T(0,0): 698-701 nm; T(1,0): 740nm] due 
to the OEP ring, with the latter having lifetimes of 55ms (for R=Y) and 7.8ms (for 
R = Lu) at 77 K. All the other open-shell lanthanide complexes exhibit weak porphyrin 
fluorescence [Q(0,0): 574-580 nm; Q(1,0): 630-635 nm] while the Gd m analog (f7) also 
shows a very strong porphyrin phosphorescence at 702rim with a lifetime of 103 gs 
at 77 K. The ytterbium(III) complex Yb(OEP)(OH) (f13) also gives an f-shell emission, 
2F5/2 --+ 2F7/2, at 975 nm. 

The lutetium(III) tetrabenzoporphyrin, probably having a formula of Lu(TBP)C1Lx, 
exhibits a S1 --+ So fluorescence at 632 nm in DME It has been found that the intensity 
is two-fold higher for deoxygenated samples than aerated samples showing that the 
$1 and T1 excited states have relatively close energies and are in equilibrium. Due to the 
heavy-atom effect, this compound shows a relatively intense T1 --+ So phosphorescence 
at 803 nm in DMF at room temperature with a quantum yield of 3.5% and a lifetime of 
870 ~s. By contrast, the yttrium(III) analog is essentially non-emissive; both fluorescence 
of phosphorescence are almost too weak to be observed (Vinogradov and Wilson 1995). 

Photophysical properties of Th(TPP)(acac)2 have also been examined and compared 
with those of the trimeric species [Th(TPP)(OH)2]3 (Yran-Thi et al. 1992). The 
fluorescence of the porphyrin 1(3~,:~.) state is severely quenched in both compounds 
(~bf = 8-40 x 10 -5, ~:f = 0.25 ns in THF) due to the presence of heavy thorium(IV) center(s) 
giving a long-lived triplet state (rp ~208 ~s). The triplet yield of the trimer (0.38), 
however, is drastically reduced with respect to that of the monomer (1.00) even though 
the former contains three thorium atoms. This has been attributed to the enhancement 
of the probability of deactivation of the singlet excited states via an internal conversion 
pathway. 

3. Half-sandwich complexes of phthalocyanines 

3.1. Synthesis and reactivity 

Although rare-earth phthalocyanines have a longer history than the porphyrin analogs, 
their chemistry has been relatively little studied. The first examples of this series of 
compounds were reported by Gurevich and Solov'ev (1961) who isolated the phthalo- 
cyanines of europium, gadolinium, and ytterbium in the reaction of o-cyanobenzamide 
C6H4(CN)CONH2 with the corresponding metal chlorides. The composition of these 
compounds was not known until 1964 when Plyushchev and Shklover (1964) treated 
ErC13.5H20 with phthalonitrile C6H4(CN)2 in the molar ratio 1:4 at 270-280°C. Based on 
the analytical data, the dark green crystalline product was formulated as Er(Pc)C1.2H20. 
Analogous yttrium, lanthanum, and other rare-earth complexes can also be prepared 
similarly. Since the metal chlorides are hygroscopic and contain a high water of 
crystallization, metal formates R(HCO2)3 .nH20 (R = Sm, El:) were used instead to prepare 
the corresponding phthalocyaninato complexes R(Pc)(HCO2) (Shklover and Plyushchev 
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1964). Kirin et al. (1965, 1967) and Kirin and Moskalev (1971) employed rare-earth 
acetates as the starting materials to prepare metal phthalocyaninates. It was demonstrated 
that apart from the monomeric half-sandwich complexes, the reactions also gave 
bis(phthalocyaninato) sandwich complexes, both of which remained poorly characterized 
at that time. These half-sandwich compounds are susceptible to de-complexation giving 
metal-free H2(Pc) upon heating in o-bromonaphthalene or treatment with concentrated 
sulfiaric acid (Shklover and Plyushchev 1964). When a DMF solution of R(Pc)C1 is treated 
with NH4OH, R(Pc)(OH)-H20 is formed which is thermally unstable. Upon heating to 
240°C, this compound converts to the dimeric species [R(Pc)]20 (Ni et al. 1987). 

An alternative procedure to half-sandwich rare-earth phthalocyanines was reported 
by Sugimoto et al. (1982) who treated rare-earth tris(1,3-diphenyl-l,3-propanedionato) 
complexes R(dppd)3 (R=Y, Sm-Yb) with Liz(Pc) in acetone or ethylmethylketone to 
give the corresponding [R(Pc)(dppd)(Hdppd)](sol)2 (for R = Y  or Sm-Tm, sol= MezCO; 
for R=Yb, sol=EtCOMe). The use of MeOH as solvent led to the formation of 
[R(Pc)(dppd)](MeOH)~ (R=Y, Eu-Yb). The presence of solvent and the ~-diketonato 
ligands in the complexes was supported by elemental analyses and spectroscopic 
measurements. These complexes are stable both in the solid state and in aprotic solvents, 
but in protic solvents such as MeOH the complexes decompose gradually to give H2(Pc). 
Interestingly, by treating R(tmhd)3 (R = Y, Sm-Yb) with Li2(Pc) in refluxing THF under 
an argon atmosphere, a series of novel bridging phthalocyaninato rare-earth dimeric 
complexes [R(tmhd)z]2(~-Pc) were produced which was structurally characterized for 
R =Sm (Sugimoto et al. 1983a). In the presence of oxygen, the reactions however gave 
the half-sandwich complexes R(Pc'-)(tmhd)2 (R = Y, Nd, Sm-Lu) in which the Pc ligand 
exists as a radical anion (Sugimoto et al. 1983b). 

Recently, Nemykin et al. (1998) have also prepared a series of half-sandwich com- 
plexes containing a phthalocyanine radical anion. Treatment of rare-earth ~-diketonates 
RX3 [R = Sm, Eu, Gd, Lu; X = 1,1,1,2,2,3,3-heptafluoro-7,7-dimethyloctane-4,6-dionate 
(hfdmod), 1,1,1-trifluoro-4-phenylbutane-2,4-dionate (tfpbd) or 3-heptafluorobutyryl-o- 
camphorate (hfbc)] with metal-free phthalocyanine H2(Pc) in DMSO gives the novel 
R(Pc'-)X2 as red-brown crystals in up to 6% yield. The major products (up to 86%) 
are the normal blue R(Pc)X which contain a dianionic Pc ring. The complexes R(Pc)X2 
are highly soluble in nonpolar solvents such as benzene, CHC13, and hexane, and the 
solutions remain red for a week. The complexes are even more stable in the solid state. 

Treatment of Lu(OAc)3.nH20 with phthalonitrile in the presence of 1,8-diazabicyclo- 
[5.4.0]undec-7-ene (DBU) in 1-hexanol gives the sandwich compound Lu(Pc)2 and the 
half-sandwich complex Lu(Pc)(OAc)(H20)2 (De Clan et al. 1985). Both compounds 
were structurally characterized and the latter was believed to be an intermediate in the 
formation of the former complex. A solid-state reaction of Lu(OAc)3 and phthalonitrile 
may also lead to the formation of Lu(Pc)(OAc) and Lu(Pc)2, along with the metal- 
free phthalocyanine Hz(Pc). The ratio of these products depends on the reaction 
temperature and reaction time (Clarisse and Riou 1987). The 1,2-naphthalocyanine analog 
Lu(1,2-Nc)(OAc) has recently been prepared in 56% yield by treating Lu(OAc)3 with 
Liz(1,2-Nc) in 1,2,4-trichlorobenzene (Guyon et al. 1998). 



R AND AC HALF-SANDWICH TETRAPYRROLE COMPLEXES 647 

Reaction of anhydrous R(OAc)3 and diiminoisoindoline in refluxing DMF un- 
der an inert atmosphere affords a blue powder formulated as R(Pc)(OAc)2H. The 
analogous R(Pc)(TTA)2H (HTTA=thenoyltrifluoroacetone) and R(Pc)(NPA) (H2NPA = 
4-nitrophthalic acid) can also be prepared similarly using R(TTA)3 and R(HNPA)3 as the 
starting materials, respectively (Ni et al. 1987). 

The first actinide phthalocyanines M(Pc)(acac)2 (M = Th, U) were reported by Guilard 
et al. (1987). The synthesis involves the reaction of M(acac)4 (M= Th, U) with Li2(Pc) 
in THF (31 and 45% yield, respectively). Treatment of MC14 with Li2(Pc) or H2(Pc), 
however, does not lead to the formation of the half-sandwich complexes. 

3.2. Structure 

Structural data for half-sandwich phthalocyaninato complexes are extremely rare. Strictly 
speaking, only one compotmd in this family, namely Lu(Pc)(OAc)(H20)2 (De Cian et al. 
1985), has been structurally characterized so far, although the molecular structure of the 
bridging phthalocyaninato dimeric complex [Sm(tmhd)2]2(~t-Pc) (Sugimoto et al. 1983a) 
is also known. Figure 15 shows the structure of the former complex in which the lutetium 
center is bound to four isoindole nitrogens of the phthalocyanine ring, two oxygen atoms 
of an acetate anion, and two oxygen atoms of two water molecules, forming a slightly 
distorted square antiprism. The lutetium atom is sandwiched between the N4 mean plane 
and the four-oxygen mean plane with a Lu-plane distance of 1.26 and 1.36 A, respectively, 
and the two planes make a small dihedral angle of 1.9 °. As shown in fig. 15, the 
phthalocyanine ring deviates largely from planarity and is convex in shape. By contrast, 
the phthalocyaninato ligand in [Sm(tmhd)2]2(~t-Pc) is essentially planar and bridges two 
samarium atoms, each of which is coordinated by the four isoindole nitrogens of the 
phthalocyanine ring and by four oxygen atoms of two ~-diketonato ligands (fig. 16). 

The molecular structure of R(Pc)C1 has also been calculated by the 1NDO method 
(Ni et al. 1987). The results show that, for a stable geometric configuration, the rare- 
earth ion is located at the central axis out of the phthalocyanine ring. As the atomic 
number of the metal ion decreases, the metal-to-ring distance increases from 1.50 A (for 
the Lu complex) to 2.30 A (for the La complex) and the total energy also increases from 

Fig. 15. ORTEP plot of Lu(Pc)(OAc)(H~O)2. Ellip- 
soids are scaled to enclose 50% of the electron density. 
Hydrogen atoms are omitted. (From De Cian et al. 
1985 with permission.) 
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© C 
Fig. 16. Molecular structure of [Sm(tmhd)2]2(~t-Pc). 
(From Sugimoto et al. 1983a with permission.) 

-335.4 au (for the Lu complex) to -195.0 au (for the La complex). This is in agreement 
with the experimental results showing that the R(Pc)C1 complexes for heavy lanthanides 
can be synthesized readily, but for the light lanthanide analogs, the complexes can only 
be obtained with difficulty and with lower yield. 

3.3. Spectroscopic and electrochemical properties 

Half-sandwich complexes R(Pc)X give typical UV-Vis spectra of metallophthalocya- 
nines. The spectrum of Lu(Pc)(OAc)(H20)2, for example, shows a B band at 342 nm 
(log e=4.67) and a Q band at 673 nm (log e = 5.14), together with two vibronic bands 
at 608 and 645 nm (De Cian et al. 1985). For complexes with a phthalocyanine radical 
anion such as R(Pc'-)(tmhd)2 (R = Y, Nd, Sm-Lu) (Sugimoto et al. 1983b) and R(Pc" )X2 
(R = Sm, Eu, Gd, Lu; X = [3-diketonate) (Nemykin et al. 1998), the absorption spectra are 
remarkably different: the Q band is greatly diminished and a new radical band at ~500 nm 
appears. As shown in fig. 17, the spectrum of Tb(Pc" )(tmhd)2 shows absorption bands 
at ~330, 500, 620, and 680 urn. The broad band at 500 nm is characteristic of complexes 
having a Pc" ligand such as Li(Pc" ) and RIII(pcZ-)(Pc'-) and is not observed in normal 
complexes having a Pc 2- ligand. Upon reduction with [Bu4N][BH4], the intensity of the 
Q band increases dramatically and the radical band disappears, giving a normal spectrum 
of metallophthalocyanines. The absorption spectra of these complexes are practically 
independent of the nature of the central ion and the type of the axial ligand. 

The presence of the phthalocyanine radical anion in R(Pc'-)(tmhd)2 (R=Y, Nd, 
Sm-Lu) is also supported by the magnetic, ESR and Raman spectroscopic studies 
(Sugimoto et al. 1983b). The magnetic moment of the diamagnetic yin and L u  III is 
1.65 BM which is close to the free-spin value. Their ESR spectra, both in the solid state 
and in benzene solution, show a signal centered at the free-spin value at g=2.001. The 
shape and g-value are characteristic of those of H(Pc'-) and Li(Pc'-). Complexes with 
paramagnetic rare-earth elements are ESR-silent, probably due to the spin-spin relaxation 
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Fig. 17. Absorption spectra of Tb(Pc'-)(tmhd)2 
in benzene (solid curve) and upon addition of 
an equimolar amount of [Bu4N][BH4] (dashed 
curve). (From Sugimoto et al. 1983b with 
permission.) 

effect. By comparing the Raman spectra of Er(Pc'-)(tmhd)2, Er(Pc)(dppd)(Hdppd) and 
H(Pc" ), it has been found that the marker bands for Pc ' -  are strong peaks at about 1600, 
1170, and l l 00cm -1. 

NMR data for half-sandwich rare-earth phthalocyanines are extremely rare. Ni et 
al. (1987) have measured the 1H and 13C NMR spectra of a series of R(Pc)(OAc)2H 
( R  = Sm-Lu) and R(Pc)C1 (R = Er-Lu). Due to the intrinsic nature of the metal ions, the 
signals for the ct and [3 protons of the phthalocyanine ring span a wide region. Figure 18 
shows the variation of ~H NMR shift of the c~ protons and the OAc methyl protons in 
R(Pc)(OAc)2H (R= Sm-Yb) relative to those of the diamagnetic lutetium analog. It is 
noted that the A6a/A6~ values remain almost constant for these complexes, showing that 
the shifts are mainly due to a dipolar contribution. 

The aH NMR spectrum of the diamagnetic Th(Pc)(acac)2 shows a typical ANBB ~ 
multiplet for the aromatic protons in the normal region (Ha, 6 9.61; H~, 6 8.29). Such a 

ZO I / *  "\ / 
- I / /  \ \  

I ' ,2  

E , L i i ~ i 

Sm Eu Gd Tb Dy Ho Er Tm Yb Lu 

Fig. 18. Variation of IH NMR shift 
of half-sandwich lanthanide phthalocyan- 
inates: (1) c~ protons; (2) methyl protons 
of the OAc group; (3) induced shift 
calculated by Bleaney's equation. (From 
Ni et al. 1987 with permission.) 
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multiplet is also observed for the H~ (6 6.73) and H~ (6 5.86) protons in the paramagnetic 
complex U(Pc)(acac)2, but is upfield-shifled by approximately 3 ppm. The methine and 
methyl protons of Th(Pc)(acac)z give bands at 6 4.45 and 1.50, respectively, while the 
corresponding proton signals for the uranium analog appear at 6 13.04 and -7.91. These 
data suggest that these two complexes are cis-coordinated by two acetylacetonate ligands 
and have the metal ion out of the macrocyclic ring (Guilard et al. 1987). 

The electrochemistry of Lu(Pc)(OAc)zH has also been studied (Ni et al. 1987). The 
complex undergoes a reversible one-electron oxidation at 0.58-0.65V vs. SCE and a 
quasi-reversible one-electron reduction at -0.98 to -1.09 V, depending on the solvents. 
The electron-transfer rate constants for both redox processes in different solvents have also 
been calculated: they range from 0.9 to 3.6 cm s -I . Similarly, the naphthalocyanine analog 
Lu(1,2-Nc)(OAc) also exhibits one oxidation (0.36 V vs. ferrocenium/ferrocene) and one 
reduction process (-1.28 V vs. ferrocenium/ferrocene) as revealed by cyclic voltammetry 
(Guyon et al. 1998). 

The actinide complexes M(Pc)(acac)2 (M = Th, U) undergo two reversible one-electron 
reductions (for M=Th,  E1/2 =-0.85 and-1.29V,  for M=U, E1/2 =-0.83 and-1.28 V), 
and one reversible one-electron oxidation (for M=Th,  EI/2 =0.73 V; for M=U, E1/2 = 
0.79 V) in PhCN. The potential difference between the first oxidation and the first reduc- 
tion of these complexes (1.58-1.62 V) is comparable with the average separation (1.56 V) 
between the highest occupied and the lowest unoccupied molecular orbitals of other 
metallophthalocyanines when both the oxidation and the reduction occur at the conjugated 
~-ring system. According to the coulometric studies and by observing the UV-Vis and 
ESR spectral changes during electrolysis, it can also be concluded that all of  these 
processes involve a one-electron transfer in the Pc ring. The two reductions are also 
reversible on the spectroelectrochemical time scale, but the first oxidation is not reversible 
on a time scale of 5-8 min. 

4. Outlook 

In the previous sections, the current status of studies of the half-sandwich porphyrinato 
and phthalocyaninato rare-earth and actinide complexes including their synthesis, 
spectroscopy, and electrochemistry has been summarized. By incorporating the intriguing 
electronic and optical properties of the tetrapyrrole derivatives and the unique nature, 
in particular the paramagnetic properties, of the heavy metal centers, these complexes 
are potentially useful as biological probes for biomolecules, imaging agents, and 
photosensitizers in photodynamic therapy, and may also find applications in materials 
science, although studies in these directions are still in their infancy. We hope the 
grounding provided in this article will stimulate further research into this novel and 
important family of complexes. 
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electron paramagnetic resonance, s e e  EPR 
electron spin resonance, s e e  ESR 
electron-nuclear relaxation 110, 117, 194, 269, 

314, 354 
electronegativities 482 
electronic absorption spectra 628 
electronic moment 89, 92 
electronic specific-heat coefficient 501 
electronic smacture 462, 601,602 
emission 644 
enthalpy of formation of polysulfides 597 
- measurement techniques 597 
entropy of polysulfides 596 
- CeS2 595 
- LaS 2 595 
equiatomic ahnninides YbTA1 456 
equiatomic gallides YbTGa 463 
Er-S system 580 
Er-S system, pressure-dependent phase diagram 

582 
ErA12 179, 184 
ErBazCu~O6 + 6 263 
ErFe 2 13, 189 
ErFe6AI 6 235 
Er metal 120, 133, 136, 138 
ErNi 5 213, 214 
ErNizBzC 254 
Er polysulfides 580, 602 
ErRh4B 4 251 
ErS1.75 578 
ERS1.85 578, 582, 598, 605 
Eu-S system 571,576 
EuAs 3 209 



SUBJECT INDEX 737 

EuAuGe type 468 
EuBa2Cu306 + 6 260 
EuBa2Cu3 O~ 7 265 
EuO 120, 239, 240 
Eu(OBTPP)(acac) 637 
EuPdAs 292, 410, 411 
Eu polysulfides 577 
EuSl.90 605 
[Eu(TMPyP)(acac)] 4+ 637 
Eu(TPP)(facam) 640 
Eu(TTP)(acac) 626 
exchange-coupled magnets 517, 540-547 
- ( B H ) m  = > 1 MJ/m 3 (120MGOe) 541 
- multi-phase permanent magnet flakes and 

powders 544 
- multilayer thin films 541 
exchange-coupling parameter 15 
exchange energies 15, 26, 29 
exchange field 15 
exchange interactions 4, 15 
exchange-spring-magnets, s e e  exchange-coupled 

magnets 
exciton condensation 412 
extended domain wall (EDW) 41 
extended Hiickel calculations 458 
extended Zintl formulation 467 
extrusion technique 556 

4f charge density 5, 11 
f-electron delocalization 61,154, 188, 285, 290 
f-electron magnetism 251 
FFLO state 320, 376 
FFT (fast Fourier transform) 111, 114, 256, 

339 
4f magnetism 61, 124 
5f magnetism 61 
FTr2B2C (F = R, Th, U) 253 
4~5d exchange interaction mechanism 11 
4f-3d exchange interactions 14, 518 
fast fluctuation limit 100, 103, 124, 126, 272, 

318, 337 
fast Fourier transform, s e e  FFT 
Fe-Fe interatomic distances 521, 522 
Fe2B 533, 534 
Fe3B 534, 546 
Fe3B/Nd2Fe14B nanocomposite magnet 552 
Fe3B-Nd2Fe14B nanostructures 543 
FeCo nanostructure layers 49 
Fe65Co3s phase 541 

Fe K-edge absorption spectra of the series of 
R2FeI4B compounds 525 

Fe K-edge integrated XMCD signals 526 
- for RzFe14B compounds 526 
Fe oxides 550 
Fe2P-type structure 459 
FeSi 293 
FeSiBNbCu (Finemet) 48 
Fermi liquid 289, 291,328, 335, 363, 364 
Fermi-liquid-type behavior in Y b T X  phases 

496 
ferromagnetic (F) ordering 
- ct-CeS~ 596 

Y b T X  phases 488 
ferromagnetic Kondo lattice 493 
field anisotropy 126 
field cancellation 277 
field correlation 125 
field distribution 93, 95, 97, 104, 144, 162, 256, 

269, 273-276, 283, 309, 322, 338, 339, 358 
field fluctuations 95, 100, 103, 124, 160, 182, 

215, 389 
Finemet 48 
fluctuation rate 94, 100, 102, 104, 125 
fluorescence spectra 643 
Fourier components 153, 155, 161 
frustration 267, 279-281 

(Ga,Nb)- and (Cu,Nb)- dopants 528 
?-YbAuGe 474 
y-Fe dendritic phases 547 
y-LaS 2 590, 603 
gap 
- charge 297 
- closure 299, 304-306, 314, 315 
- formation 247, 293 
- Haldane 283 
- spin 297 
Gaussian 93, 97, 100, 103, 114, 272 
Ganssian-broadened Gaussian 274, 308 
GdA12 179, 184 
GdBaaCu306 + 6 261 
GdBa2Cu3 O~ 7 265 
GdCo 2 189 
GdFe 2 13, 189 
Gd/Fe multilayers 40 
GdGa 6 216, 217 
Gd3GasO12 280 
Gd2In 232 
GdxLa 1 xA12 186 
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Gd metal 78, 84, 106, 120, 126, 128-131 
GdMn 2 202, 203 
GdNi 2 189, 191 
GdNi 5 120, 210, 212, 228, 380 
Gd(OBTPP)(acac) 638 
Gd(OEP)(OH) 644 
Gd polysulfides 577, 580, 602 
GdRh4B 4 252 
GDS1.84 598 
GDS1.85 598 
Gd(TPP)(OH) 644 
Gd(TPP)(acac) 635, 638 
Gd~Ul _xA12 186 
Gd0.696Y0.304 231 
germanides YbTGe 471 
giant magnetoresistance 245-248 
giant magnetostriction 1-50 
grain-bomadary phase in Nd-Fe B magnets 
grain-boundary phases of Nd(Ni,Fe) and/or 

Nd(Co,Fe) compounds 549 
Griffiths phase 311,400 

529 

H2CrO 4 549 
HDDR (hydrogenation, disproportionation, 

desorption, recombination) process 516, 530 
- Nd-Fe-B 557 
HD (hydrogenation~disproportionation) process 

534 
HF, see  heavy-fermion 
HF (hydrofluoric acid) 549 
1H NMR spectra 626 
HP-YbCuA1 457 
HP-YbNiA1 457 
H3PO 4 549 
HT-YbAuSi 467 
H2(TTP ) 626 
half-sandwich, see  tetrapyrrole complexes 
Hall coefficient 497 
Hall measurements 496 
hard magnets 248-250 

- see  a l so  permanent magnets 
heat capacity 595, 596 
- CeS 2 595 
- DYS1.84 595 
- LaS 2 595 
- NdS2 595 
- PrS 2 595 
- SmS2 595 
heavy-atom effect 643 
heavy-fermion antiferromagnet 488 

heavy-fermion behavior 154, 169, 176, 197, 285, 
287, 292, 293, 296, 361,364, 383, 384, 403, 
518 

heavy-fermion compounds 284, 393, 488 
heavy-fermion materials 210, 276 
heavy-fermion systems 319-393, 500 
heavy-hole gas 304 
heavy-hole state 313 
heavy-mass state 501 
Heisenberg ferromagnet 117, 128, 212, 239 
helical spin structure 132, 134, 196 
Helmholtz coils 76, 89 
heterogeneous magnetic materials 50 
HfRhSn 475 
high-energy-product magnets 526, 529 

- Nd-Fe-B (444 kJ/m 3) 530 
high magnetic fields 82, 224 
high-pressure investigations of Y b T X  502 
high-symmetry site 157, 162, 174, 176, 223, 233, 

356, 377 
high-temperature modification of YbAuSi 468 
high-T~ superconductivity 255 
Hill behavior 154, 175, 191 
histogram 76 
HoA1 z 179, 184 
HoBa2Cu306 +,5 260, 262 
HoBa2Cu307 150, 254 
HoDz0 209 
HoD2.12 209 
HoF 3 243 
HoFe 2 13 
Ho2FeI4B 249 
HoFeO 3 244 
HozIn 233 
Uo0.7Lu0.3 eh4B4 252 
Ho metal 132, 133, 138, 139 
HoMo6S 8 251 
HoNi 2 189 
HoNi2, 191 
HoNiaB2 C 253 
Ho polysulfides 577 
HoRh4B 4 252 
homogeneity ranges 

hy-postoichiometric polysulfides 576, 577 
- YbAuIn 465 
homologous series RnS2, , ~ 582 
hopping 115, 121, 148, 361 
Hund's rule 142 
hybridization 154, 191,221,287, 290, 293, 295, 

296, 301,307, 334, 341,394, 395 
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hydrogen states 65 
hydrogenation disproportionation desorption 

recombination, s e e  HDDR 
hydrogenation-disproportionation, s e e  HD 

process 
hydrolyzability 465 
hypeffine coupling 146, 147 
hyperfme field 89 
hyperfine interaction 497 
hyperstoichiometric polysulfides 573 
hypostoichiometric polysulfides 574, 600 

crystal growth 584 
hysteresis 110, 194, 204, 330 
-- Tbo.27Dyo.73Co z thin film 30 

i-GdsMge2Zns0 282 
IR absorption spectra 604 
IR transmission spectra 604 
i-TbsMg42Zus0 282 
i-DysMg4zZns0 283 
implantation depth 88 
impurities 289, 295, 298, 356, 358, 374 
incommensurate magnetic structure 491 
incommensurate spin density wave 254, 336, 

339 
incommensurate spin structure 118, 181,216, 

227, 255, 301,323, 335, 379, 387, 404 
indium and thallium compounds YbTIn and YbTT1 

464 
induced-moment spin glass 149, 310 
inelastic neutron scattering 505 
inhomogeneity 177, 178, 198, 200 
inhomogeneous behavior 234 
inlmmogeneous broadening 94, 182, 184 
inhumogeneous freezing 187, 270, 276, 277 
inhomogeneous magnetic order 309 
inhomogeneous magnetic properties 332 
inhomogeneous magnetism 305, 369, 374, 384, 

387 
inhomogeneous transition 323 
initial asymmetry 68, 110, 113 
rejection molding magnets 556 
insulators 70, 115, 238, 265 
interaction parameter t/ 560 
mtergranular diffusion 551 
interlayer interactions 468 
interlayer Sn-Sn bonding 477 
intermediate valence 291, 292, 318, 348, 

408412, 494 
interstitial field 63 

interstitial site 70, 115 
interstitial susceptibility 96 
isomer shift 498 
isostruc~ral lines 
- RSj.70 591 
- RS1,76 591 
- RS1.85 590, 591 
- RS1.90 590 
- RS 2 589-591 
isotropic SmzFelvN 3 powders 540 
isotropy 97, 99 
isotypical lines of polysulfides 570, 571, 582, 

583 
itinerant magnet 233 
itinerant magnetism 160, 193,201,291, 352 
i-YsMg42Zns0 283 

J multiplets 141 
Jahn-Teller effect 242 
Jander's model 551 
jump process 201 
jump time 122 

KHg 2 structure 460 
KHg 2 superstructures 471 
Kagom6 systems 193, 268, 273,279, 333,345 
kinetics 617 
Knight shift 82, 89, 93, 95, 128, 146, 148, 149, 

152, 164, 166, 171, 185, 210, 213, 220, 265, 
298, 300, 313, 325, 356, 362, 365, 367, 368, 
373, 378, 379, 405, 408, 409, 412 

Kondo disorder 397, 399, 403 
Kondo effect 306, 487, 518 
- two-channel 397, 400 
Kondo impurities 495 
Kondo insulators 291,293-319, 408 
Kondo interaction 293, 301,313, 314, 325, 342, 

383, 388, 390, 394, 496 
- multichannel 394 
Kondo lattice 154, 273, 276, 318, 338, 382 
Kondo metals 224, 293-319 
Kondo minimum 495 
Kondo model 290 
Kondo necklace 290, 291, 311,330, 341,342, 

388, 407 
Kondo screening 342 
Kondo semiconductors 291 
Kondo semimetals 291,293-319 
Kondo temperature 287, 290, 306, 337 
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Korringa relaxation 117, 183, 195, 215, 296, 391, 
403 

Kramers ion 144 
Kubo-Toyabe 98, 103, 114 
Kubo golden rule (KGR) 275 

L~u absorption edge measurements 504 
L m absorption spectra 493 
LMTO band structure calculations 480 
LT-YbAuSi 467 
L 3 XANES spectrum 504 
L-S  coupling of  R~-~Fe moments 526 
(La,Sr)2CuO 4 257 
(La,Tb)2/3 Cal/3MnO3 246 
La-Lu system 578, 579 
La-S system 571 
LaAg I _ xInx 171 
LaA12 180 
Lal _ xCaxMnO3 246 
La0.asCe0.85NiSn 298, 304 
LaxCe 1 xRhSb 312-314 
La0.1Ceo.gRhSb 313 
LaCuOz5 284 
La2 CuO 4 257 
LaF 3 243 
Lal. 6 _ x N d o . 4 S l x C U O 4  258 
LaNi s 210 
LaNiO 3 245 
LaNizSi 2 222 
La polysulfides 577, 580, 602 
LaS 168 
LaS 2 578, 589, 597, 601,604 
LaS2.33 573 
LaSn 3 408 
La 2 xSrxCuO 4 244, 256 
La 1 xSr~MnO3 246 
La0.74Th0.26 410 
lanthanide intermetallics 140 
lanthanide metals 123 
lanthanide-transition metal compounds 
Larmor precession 67 
lattice defect 121 
lattice parameters of polysulfides 589 
lattice pressures 197 
Laves-phase compounds 
- RCo2 12 

- RFe 2 11 
least-squares fitting 112 
Level Crossing Resonance 62, 82 
LiGaGe-Wpe structure 457 

10 

LiHoF 4 243 
LiTbF 4 243 
ligand electrons 154 
linear muffin-tin orbital (LMTO) method 517 
linewidth 498 
local field 88, 116, 129 
local field cancellation 157, 160, 162, 174, 177, 

234, 355, 377 
local moment 374, 376 
local shrinkage and expansion in c-plane of  Th2Fei7 

crystal structure 523 
local-spin-density approximation 522 
local spin-density functional (LSDF) method 

517 
localized magnets 219 
localized moments 285 
Lorentz field 90 
Lorentzian 95, 98, 104, 114, 149, 162, 173, 177, 

199, 269 
low-carrier heavy-fermion systems 155 
low-carrier systems 292, 350, 383, 385, 386, 

408 
low-energy excitations 338 
LuFe 2 189 
LnNiO 3 245 
LuRh~B 4 252 

MORE facility 74, 80 
magnesium and zinc compounds YbTMg and 

YbTZn 485 
magnetic after-effects 558 
magnetic anisotropy 107, 140, 150, 167, 213, 

227 
magnetic annealing 48 
magnetic circular dichroism 629 
magnetic domains 106 
magnetic exciton 146 
magnetic frustration 140, 193, 197, 199, 201, 

206, 233, 235, 279, 319, 343, 381 
magnetic hysteresis loops, sandwich T b ~ o /  

Nd-Co/Tb~Co 43 
magnetic instability 175, 311,328, 334, 348, 390, 

394, 400, 404, 406, 407 
magnetic insulation among grains 551 
magnetic interactions 3 
magnetic moment 
- 3d-sublattice 32 
- lanthanide sublattice 16, 32 
magnetic phase diagram 201,208, 218, 219, 225, 

245, 256, 258, 266, 308, 311,358, 402 
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magnetic phase transition temperature 47 

magnetic polaron 246 
magnetic properties 
- of polysulfides 603, 604 
- of  Y b T X  phases 487-495 
magnetic short-range order 495 
magnetic softness 48 
magnetic subsites 122, 159, 182 
magnetic superconductors, see coexistence of  

superconductivity and magnetism 
magnetic susceptibility, high field 30 
magnetic X-ray scattering 64, 243, 355 
magnetization 
- field-annealing effects 30 

saturation 13, 14 
- spontaneous 30 
- TbFe 39 
- Tb0.4Fe0.6(4.5 nm)/Fe(6.5 nm) multilayer 39 
- TbFe/Fe 38 
- TbFe/Fe and TbFe/FeCo multilayer 38 
- TbFe/FeCo 38 
- TbFe/Fe multilayer 39 
- Tbl _xFe, films 17 
magnetization direction 13 
magnetization process 20 

- amorphous R T alloys 16 
- sandwich films 41-43 

magneto-volume effects 520, 524 
magnetocrystalline coupling constant 15 
magnetoelastic coefficients 9, 10, 26, 32 34, 

49 
- concentration dependence 31 
- determination 9 
- measurement principle 7 
- multilayers 38 

- Tb0.27Dyo.73(CoxFel -x)2 31, 32 
magnetoelastic coupling 50 
magnetoelastic energy 20 
magnetoelastic field-annealing effects 31 
magnetoelastic ratio 36 
magnetoelastic susceptibility 48 
magnetoresistance 496 
magnetostriction 1-50 

-- a-(SlTIFe2)99.26B0.74 alloy 25 
- a-(Tbl_yDyy)o.a2Fe0.s8 films 23 
- a-Tb 1 xCOx 25 

a-Tb 1 xCOx alloys 25 
- a-Tbl_xFe x 25 

a-Tb(Feo.45 Coo.55)z 1 33 
- a-Tb 1 _ xFex thin films 18 

- c~-mode 6 

- annealing effect 18, 19 
- applications 43, 44 
- coefficients 5, 9, 49 
- concentration dependence 22 
- deposition conditions 18, 19 
- determination 7, 9 

- DyFe2 12 
- e-mode 7 
- expression 6 
- field-annealing effects 31, 33, 34 
- ?-mode 7 
- GdA12, GdNi 2 and GdFe2 12 
- HoCo2 and ErCo2 12 
- Joule 5 
- magnetisafion dependence 20, 21, 23, 24, 33 

measurement principle 8 
- mechanisms 5 
- microstructure dependence 22, 23 

- modes 6 
- multilayers 38, 40 

sandwich films 41-43 
- (Sm,Tb)Fe2 B alloys 25 
- Sm-Co thin films 36 
- Sm-Fe thin films 24 

-- Sm0.37Co0.63 36 
- SmFe 2 12 

- (SmFe2)loo_xBx 25 
- sperimagnetic cone dependence 28 
- substrate temperature effect 18, 19 
- surface 40 
- (Tb,Dy)-Fe thin films 21 

- (Tbl _yDyy)0.42Fe0.58 alloys 23 
- (Tb 1 _yDyy)0.42Fe0.s8 films 22 
- Tb-Fe thin films 17 

- Tb0.32C00.68 34 
- Tb0.36Co0.64 36 
- TbCo2. l 34 
- TbCo2, DyCo 2 12 

Tbo 27Dy0.73 (C%83 Fe0.17 )2 28 
- Tb0.27Dyo.73(Coo.s3Feo.i7)2 and Tb0.27Dy0,73Fe 2 

26 

Tbo.27Dyo.73Fe 2 28 
- (Tbo.3Dy0.7)Fe 2 24 
- (Tb I _xDyx)(Fe0.55Co0.45)2.1 35 
- (Tbo.27Dy0.73)(Fe I xCOx)2 films 29 
- (Tb I xDyx)(Feo.45Coo.55)zl thin films 33 
- TbFe2 12 

Tbo.32 (Feo.45 C0o.55 )o.68 34 
- Tbo.36(Feo.sCoo.5)o.64 34 
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magnetostriction (cont'd) 

- Tb(Feo.45Coo.55)2.1 34 
- Tb(Fe0.55Co0.45)2.1 35 
- Tb0.4Fe06(4.5 nm)/Fe(6.5 nm) multilayer 39 
- Tb I xFex films 18, 19 
- temperature dependence 35 
- thickness dependence 40 
- volume 6 
magnetostrictive devices 44~46 
magnetostrictive hysteresis loops 
- sandwich Tb-Co/Nd-Co/Tb-Co 43 
- TbFe/FeCo multilayer 40 
- TbFe/Fe multilayer 39 
magnetostrictive softness 49 
magnetostrictive susceptibility 26, 48, 49 
Markovian dynamics 269, 272, 345 
Markovian process 94, 100, 122 
mass enhancement 386 
maximum entropy 114, 205, 265, 266 
Maxwellian 97 
mean-field approximation (MFA) 299 
mechanical stability 487 
melting points of  polysulfides 577, 578 
metal-insulator transition 245, 247, 412 
metallic behavior of  Y b T X  phases 493 
metallic conductors of  Y b T X  phases 496 
metamagnetic transitions of  Y b T X  phases 488 
metamagnetism 149, 204, 224, 350, 404 
metamagnets in Y b T X  phases 488 
MgAgAs-type structure 481 
MgCuz-type phase 457 
MgZnz structure 460 
missing fraction 70, 238, 244 
mixed valency of Y b T X  phases 488 
mixture of  a-Fe and Nd2Fe~4B phases 543 
(Mo,Fe)3B 2 528 
mode-coupling theory 128, 212 
modified Bioch-Griineisen expression 496 
modulated spin structure 208, 210, 217, 226, 232, 

237, 301,338, 339, 404 
molecular dynamics 316 
moment collapse 168, 233 
moment instability 201,204 
moment localization 207, 305 
moment stabilization 199 
momentum tuning 86 
monoelinic distortion 344, 346 
monoclinic SrAgGe type 468 
Moriya limit 117, 184, 191 
M6ssbauer spectroscopy 63, 497, 550, 639 

motional narrowing 94, 100, 104, 191,207, 315, 
349, 356, 389, 397 

/~0Ho 48 
multi-k s~uctures 152, 162, 170, 223, 243, 361 
multichannel Kondo interaction 290, 394 
multilayer 47 
muon beams 71 
muon bonding 115, 239, 244, 257 
muon diffusion 70, 114, 121, 135, 179, 194, 206, 

210, 212, 244 
muon gate 78 
muon implantation 69 
muon-induced effects 71, 148, 151, 191,239, 

263, 326, 373 
muon lifetime 63 
muon production 67 
muon properties 66 
- negative 63 
muon site 114, 129, 135, 179, 190, 206, 222, 

223, 225, 234, 239, 241,261, 324, 326, 328, 
335, 359, 380, 403, 405 

muon spin precession 93 
muon spin relaxation 62 

measurements 493 
- rate 
- - parallel 124 

- perpendicular 124 
muon spin resonance, see p, SR 
muon spin rotation 62 
muon stopping 70 
muon trapping 185, 205, 206 
muonium 70, 114, 238 
~tSR (muon spin resonance) 5 5 4 1 4  

asymmetry spectrum 78, 112 
- high pressure 83 
- high temperature 81 

- longitudinal field 102 
- p~SR facility 81 
- p~SR spectrometer 76 
- - beam collimation 85 
- - beam spot 85 
- reviews 65 
- studies of  
- - a-Fe203 244 
- - ChO 3 244 
- transverse field 93 
- zero field 97 
~tSR spectroscopy 

- background counts 112 
- background signal 113 
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backward forward ratio 112 
- baseline 113 

- ~ decay 68 
- counting statistics 80 
- dead time 73, 101, 108, 276, 282, 357 
- decay channel beam 75 
- degrader 75 

NMR (nuclear magnetic resonance) 64, 65, 604, 
649 
shift reagents 615, 627 

NP-YbCuA1 457 
NP-YbNiA1 457 
n-R-Fe 8 

n-Ybo.zvDyo.73 Fe 2 49 
nanocrystalline films 24 
Nb3Sn 251 
(Nd, Ce)2CuO 4 258, 259 
(Nd, Zr)2 (Fe,Co,Ga)z4 B 533 
(Nd, Ca)CuO2. 5 284 
Nd I _ 2xCaxThxBa2Cu307_ ~ 265 
(Nd0.125 Sm0.s75 )0.5 St0.5 MnO 3 247 
Nd-Co (Nd3Co) phase 527 
Nd-Co/Tb-Co/Nd-Co 41 
Nd-Fe-B 556 
Nd Fe C systems 556 
Nd~Fel x yCoxNiy~B 549 
Nd-S system 576, 580 
- pressure-dependent phase diagram 582 
NdA12 179, 184 

NdBa2Cu306 + 6 264 
Nd3Co 551 

Ndo.25 Coo.75/Tbo.28 Coo.vjNdo.25 Coo.75 49 
NdCu 528 
NdCu2 208, 528 
Nd2CuO 4 258 
Nd(Fe,Co,Ni)2 549 
NdFet2B 6 543 
NdzFe23B 3 543 
Nd4.sFe77Bls.5 546 
Nd4.sFe76.sBls.5 Cuo. 2 546 
Nda.sFeTs.sB 1s.5 Cuo.lNb~.o 546 
Nd4.sFe75.sBls.sCuo.lNb~.o ribbon 547 
Nd2Fe14B magnets 249, 516-518, 532, 548, 

549 
coatings 

- - Al-ion plating 550 
- Ni plating 550 
- corrosion 548 
- - initial stage 551 

- - oxygen, carbon and/or nitrogen effects 549 
- - passivating currents 550 

effect of alloying additions 
- -  A1 549, 550 

- Co 527, 529, 536, 538, 548, 551 
- -  Cr 543, 549 
- - Dy 527, 529, 536, 543, 548-550 
- -  Ga 536, 543, 549 
- -  Mo 528, 549 

Nb 549 
- - Si 538 

Tb 543 
- - Ti 549 
- -  V 549, 551 
- -  V a n d M o  528 
- -  Zr 536, 549 

effect of oxide additions 549 
- liquid-phase sintering 527 
- MQ-1 538 
- MQ-2 538 
- MQ-3 539 
- MQP-B powder 537 

Nd-rich phase 527, 529, 550 
- oxidation 552-555 
- - logarithmic law 553 
- - long-range quantum tunneling 554 
- - parabolic law 551,552 
- radial anisotropic ring magnets 555 
- rapid solidification 538, 539, 547 

Nd4.sFe76Bls.sNbl.o 546 
NdHFe4B 4 phase 528, 529, 549 
Nd2Fe~4BH~ 532, 535 
NdGa 6 216 
Nd5 (Ga,Fe)3 528 
Nd3 (Ga,Fe) 528 
NdH 2 phase 534 
NdH2 • x phase 532, 533 

Ndo.7Lao.3NiO 3 245 
Nd(OH)3 550, 551 
Nd203 phase 527 
Nd oxide 550 
NdPdAs 410, 411 
Nd polysulfides 577, 602 

NdRh2 Si 2 228 
NdRu2 Si 2 225 

NdSi.ss7 598 
NdSt.s75 598 
NdS1.900 598 
NdS2.o00 578, 582, 586, 589, 590, 592, 593, 597, 

598, 603, 604 
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Nd82.67 573 
Nd I xSrxMnO 3 246 
neutron scattering 64 
- polysulfides 603 
Ni2In structure 468 
nickel deficiency 482 
non-equilibrium state 
- polysulfides 575, 576 
non-Fermi liquid 291 ,311 ,331 ,393-407  
noncollinear spin structure 156, 160, 162 
nonequilibrium state of  polysulfides 574 
NpA12 188 
NpCo 2 191 
NpFe 2 191 
NpNi 2 191 
NpO2 240, 242 
nuclear magnetic ordering 147 
nuclear moments 89, 92, 262 
Nucleation Expansion Model 559 
Nucleation Model 559 

"one-third" asymptote 98, 100, 101,270, 308 
"one-third" signal 108, 279, 321,349 
optical exponent 221 
orbital angular momentum 124, 141, 154, 183 
origin of the remanence-enhancement phenomenon 

541 
orthoferrites 243 
oxidation of  Sm2FeITN 3 powders 553 

paramagnetic clusters 127, 215 
paramagnetic contrast agent 628 
paramagnetic limit 116, 144 
parity violation 67 
Pauli paramagnet 201 
Pauli paramagnetism 488 
PbMo 6 S 8 251 
penetration depth 251,253, 255, 258, 264-266, 

365, 379 
permanent magnets 248, 515-561 
- 2-17 s~ucture 520 
- s e e  also Nd2Fel4 B magnets a n d  SmCos-type 

magnets a n d  SmzFel7Nx magnets 
- casting methods 555 
- hot-pressing 555 
- hot-working 555 

mechanical alloying 538, 540 
- melt-spinning 538, 540 
- mesoscopic 537 
- micromagnetism 558 

- nanocomposite 537 
- - Cr-doped Fe-Fe2B-Nd2Fe14B 557 

- Fe3B-Nd2Fe14B mixtures 543 
- - industrialization of  Sm-Fe 547 
- - N d - T b - F e ~ r  B 545 

- Nd4.s(Fei _ xfrx)77Bls.5 543 
- - NdzFe14B + c~-Fe 543 

- Nd4.sFe73Ga1C%B18.5 543 
- Sm-Zr-Fe-N +ct-Fe 539 

- plasma-activating process 555 
- rapid quenching 538, 539 
- sintered 526 
- thin film coatings of Zn, In, and Cu 550 
perovskites 243 
persistent spin fluctuations 236, 273,284, 298, 

343, 390, 392 
phase de-locking 161, 174 
phase diagrams ofpolysulfides 571,576-583 
phase segregations 19 
phonon-induced relaxation 214 
phosphides and arsenides YbTP and YbTAs 

479 
photoemission of  Y b T X  phases 505 
phthalocyanines 645-650 
- electrochemistry 650 
- phosphorescence spectra 643 
- photophysical properties 643 
- reactivity 645 
- structure 647 
- synthesis 645 
pion decay 67 
planar anisotropy 255, 265 
plumbides YbTPb 478 
point charge model 142 
point-contact spectroscopy of Y b T X  phases 

503 
polaron 91 
polyanions in Y b T X  phases 462 
polycrystalline films 24 
polycrystalline Terfenol-D film 46 
polysulfides 567-605 
- analysis 575, 585, 586 

applications 605 
- chemical bonding 599401 
- chemical properties 571 
- color 586 

compositional classification 570, 571 
- crystal growth 583-585 
- crystals 587, 588, 604 
- density 586, 587 
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electrical properties 602, 603 
- electronic structure 601,602 

- historical account 568 
- interatomic distances 600 
- magnetic properties 603, 604 
- melting 576-578 
- - determination of 577 
- sulfur pressure 582 
- microhardness 586 

neutron scattering experiments 603 
- non-equilibrium state 575, 576 
- optical properties 604 
- phase equilibrium 576-583 
- powders 586, 587, 604 
- preparative methods 572-576 
- pressure-dependent phase diagrams 581 

techniques for 579 
- samples 594, 595 
- structural arrangement 591-593 
- structural interatomic distances 600, 601 
- structural representation 588, 589 
- structure types 589 
- thermodynamic properties 594-599 
- - measurement techniques 594 
- vaporization 597-599 

measurement techniques 597, 598 
porphyrins 613-645 
- reactivity 613 
- structure 623 
- synthesis 613 
positron angular distribution 69 
power exponential 101,255 
power-exponential relaxation 271,272, 277, 305, 

309 
(Pr, Ca)CuOz5 284 
Pr-S system 581 

pressure-dependent phase diagram 581,582 
PrA12 96, 179, 184 
PrBa2Cu306 + 6 260 
PrBa2CH3 O~ 7 264 
Prj _ xCaxMnO3 247 
PrCo2Si 2 224-226, 336 
PrCu 2 149, 152, 208 
Pr2CuO 4 258 
Pr2Fe14B 249 
Pr~Fe14B magnets 555 
Prln 3 148, 176 
PrInAg 2 289, 382 
Pr metal 146 
PrNis 147, 148, 152, 210 

PrP x 149, 310 
PrP 150, 402 
PrPb 3 148 
Pr polysulfides 577, 602 
PrRu2Si 2 150, 227 
PrSi.7o 2 598 
PrSl.766 598 
PrSl.846 598 
PrSl.900 598 
PrS2 _~ 581 
PrS2 578, 581, 586, 589, 590, 597, 598, 603, 

604 
Prl/2 Srl/2MnO3 247 
precursor state 156, 157, 163, 166, 167, 172, 193, 

204, 303 
preparative methods 
- polysulfides 572-576 
- Y b T X  phases 455, 456 
- fluxes for 456 
pressure-induced magnetization of Yb 2+ 502 
protoporphyrin IX 617 
pseudo-quadrupolar interaction 146 
pseudogap 291,295, 296, 312 
pulsed beam 71 
pyrochlores 279 

quadrupolar ordering 170, 326, 351 
quadrupole splitting 497 
quantum critical point 311, 331, 334, 341,360, 

376, 381,394, 403, 407 
quantum diffusion 65, 213 
quantum spin liquid state 197, 199 
quasicritical behavior 299 
quasicrystals 273, 277, 281-283 
quasistatic field 106 

(R, Ce)2CuO 4 257 
R-T sandwich films 41 
RA12 179 

RBa2Cu306 + ~ 244 
RCMMV (range-correlated moment magnitude 

variation) model 275 
(RC)2(NiB)2 255 
RFe4A18 236 
RFe6A16 235 
R2Fel4B 249 
R2Fel4B spectra 526 
RFe9.sMoz. 5 234 
RGa 6 215, 283 
RI-I 2 ± ,  (R = Nd, Sin) 533 
R2In 232 
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RKKY (Ruderman-Kittel Kasuya-Yosida) 
interaction 146, 183. 239, 285, 287, 306, 325, 
342, 394, 403, 412 

RMn 2 193 
RMo6Xs (X= S, Se) 251 
R monochalcogenides 239 
RNi2B2C 254 
RNiO 3 245 
RRh4B 4 251,252 
RS1.70 570, 582, 583 
RS1.75 570 
RSI,766 582, 583 
RSi.so 571,582 
RSI.85 570 
RS1.90 570, 582, 583 
RSz0 570, 582, 583 
R. S2. _ ~ homologous series 580 
RT 2 compounds 189 
RX compounds 154-175 
RX 2 compounds 178, 179 
RX 3 compounds 175-178 
radiation damage 71 
radiolysis 239 
Raman spectra of polysnlfides 587, 588, 604 
random axial anisotropy 15 
random spin system 93 
random switching 273 
randomness 199, 223, 277, 309 
randomness of  moment orientation 325 
rare-earth monochalcogenides 154-170 
rare-earth monopnictides 154-170 
reaction velocity 547 
reduced dimensionality 215, 283, 284 
relativistic effect 471,480 
relaxation function 94, 297 
relaxation limits 101 
remanence 203, 330 

enhancement 540 
- - in NdzFe14B 559 

in SmCo 5 559 
- - in Sm2(Fe0.sCo0.2)lTN2. 8 559 
resistivity of  YbTX phases 495-497 

- phonon contribution 496 
root-exponential relaxation 246, 269, 272 
rotating frame 82 
RuSrzGdCu208 266, 267 
ruthenates 266, 267 

SCR (self-consistent renormalization) relaxation 
193, 195, 340 

S state ion 126, 144, 202 
sandwich 

- complexes 613 
- compounds 620 
- films, configuration 42 
[Sc(OEP)(~t-OH)] 2 625 
Schottky anomaly 143, 342 
second moments 93, 227 
self-trapping 71, 91 
semiconductors 70, 238 
semimetallic heavy-fermion system (YbPtBi) 

496 
short-range correlations 395, 398 
short-range order 119, 151, 195, 197, 199, 201, 

202, 208, 219-269, 280, 309, 319, 348, 486 
silicides YbTSi 466 
sine-wave spin structure 136 
sine wave structure 181 
single-ion anisotropy 124, 127, 202, 261,263 
singlet ground state 145, 147, 149, 150, 227, 

262 
sinusoidally modulated spin structure 230 
site averaging 121, 162, 190, 210, 213, 249, 

315 
site exchange 115 
site potential calculations 116, 295 
slow spin dynamics 117, 161 
slow spin fluctuations 307, 315, 330, 332, 356 
Sm-Co/Co-Zr/Sm Co multilayer films 559 
Sm-Co system 516 
Sm-Fe-X systems 521 
Sm-S system 580 

- pressure-dependent phase diagram 580 
SmB 6 293 
SmCos-type magnet 516, 520, 532 
SmFe 2 13 
Sm2Fe17 532 
Sm2(Fe,Ga)l 7 carbides 539 

Smz(Fe,Ga)lTC z 540 
SmFeB/TbFeB multilayers 40 
Sm2Fe17C x 516, 540 
SmzFei6Ga 533 
Sm2FezTNx(-Cy ) compounds 520 
Sm2Fet7N x magnets 518 

Sm2FeI7N 3 516, 541 
SmFeO 3 244 
SmH2 ±x 533 
Sm2In 232 
Sm0.9La0.1S 292, 412 
Sm polysulfides 577, 602 
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SmRh4B 4 252, 253 
SmS 293 
SmSl.s6 597 
SmSl.s63 598 
8m81.89 597 
SmSl.893 598 
SmSl. 9 586, 589, 592, 593, 597, 598 
SmS2 578, 604 
Sm2S % 383 
Sm3Se 4 289, 383, 384, 408 
Sm3Te 4 289, 384, 385 
small-moment magnetism 312 
[Sm(tmhd)z]z(po-Pc) 648 
ll9Sn and 17°yb M6ssbauer spectroscopic 497 
SnMo6S 8 251 
solution calorimetry of polysnlfides 594 
Sommerfeld constant 155, 176, 197, 284, 325, 

329, 340, 342, 348, 352, 383, 388, 392, 393 
specific coherent length (L) 558 
specific heat of Y b T X  phases 500-502 
spectroscopic properties 626, 648 
sperimagnetic cone angle 27, 31 
- a-Tb-Co films 29 
sperimagnetic structure 14, 15, 27 
speromagnetism 14 
spin autocorrelation functions 276 
spin bunching 134 
spin canting 175, 177, 204 
spin clusters 276 
spin correlations 157, 166, 169, 171, 180, 183, 

199, 201,214, 247, 297, 305, 307, 313, 319, 
346, 376, 388, 392 

spin density wave 230, 379, 388 
spin disorder 169, 177, 236 
spin fluctuations 120, 128, 161, 166, 173, 176, 

187, 192, 193, 199, 204, 206, 207, 237, 272, 
280, 297, 300, 311,318, 364, 389, 390 

spin freezing 149, 187, 199, 206, 248, 255, 267, 
270, 271,273, 276, 279, 302, 305, 310, 320, 
331,333, 351,400 

spin-freezing temperature 492 
spin glass 100, 104, 119, 186, 255, 268, 272, 

279, 303, 400 
spin-glass-like clusters 195, 197, 246 
spin-glass-like domains 387 
spin-glass-like state 201,206, 263, 269, 277, 305, 

309, 319, 375, 402 
spin ladders 275, 284 
spin magnetism 126 
spin-Peierls transition 284 

spin relaxation 401 
spin reorientation 118, 220, 244, 258, 354, 362 
spin-singlet pairs 345 
spin-slip structure 132, 134, 303 
spin turning 118, 129, 132, 230, 341 
spin wave 106, 317 
spin-lattice relaxation 140 
spin-orbit coupling 4, 5, 141 
spontaneous spin precession 106, 149, 163, 166, 

190, 223, 242, 249 
sporadic paramagnefism 334 
spring-magnet-type multilayers 37 
- structure 37 
5r2,5 CalI.sCn24041 334 
SrCrsGa4019 273 
Sr(Cu 1 _ xZnx)203 275 
Sr4Cu6010 284 
Sr 2 xNdl+xMn207 247 
Sr2 RMn20 7 248 
Sr2RuO 4 266 
Sr2YMn207 248 
starmides YbTSn 474 
static relaxation 94, 108 
Stevens factor 10, 36, 37, 142 
Stoner-Wohlfarth coherent rotation equation 

559 
Stoner factor 186 
stopping range 74 
stress 20, 26 
- film thickness dependence 27 
stretched exponential 101 
- relaxation 272 
stripe magnetic order 245, 258, 259 
strong collision model 100, 149 
structure 
- of Lu(Pc)(OAc)(H20)e 647 

of tetrapyrrole complexes 623, 648 
subgroup 464 
substrates for thin films 
- glass 8 
- Si [100] 8 

- si [110] 8 

- T a  8 
W 8 

superconductivity 250-267, 285, 292, 331,352, 
358, 364, 370, 376 

superexchange 244, 257, 283 
superparamagnetism 351 
superstructures of Y b T X  phases 468, 475, 478, 

486 
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surface anisotropy 4 
surface beam 74 
surface coating methods 550 
surface contribution 50 
surface magnetostriction 4 
symmetry-breaking field 367 
symmetry reduction 484 
synthesis of  Y b T X  phases 455, 456 

(Tbo.3 Dyo.7 )o.33 Feo.67 24 
Tb-Co/Nd-Co/Tb-Co 41 
Tb-Fe thin films 17 
TbBa2Cu306 + 6 260 
Tbo.28Coo.72/Ndo.25Coo.75/Tbo.28Coo.72 49 
TbCoxNi I _xC: 235, 237 
TbCuy-type material 539 

Tbo.27Dyo.73 (Coo.83 FeoA 7 ) z 27 
Tbo.27Dyo.v3(Co:~Fel x)2 films 30, 33 
Tbo.27Dyo.73Fe2 27, 49 
TbDyFe 48 
(Wbo.27Dyo.73)(Fe 1 xCOx)2 29 
(Tb~ xDyx)(Feo.55Coo.45)z~ 36 
TbDyFe + Zr 47 
Tbo.z7Dyo.73Fe 2 alloys 12 
TbDyFe/Fe multilayers 48 
(Tbo.3Dyo.7)Fe 2 films 24 
TbDyFe/Finemet multilayers 48 
TbF 3 243 
TbFe 2 13 
Tb(Feo.45 Coo.55)z I 47 
Tb(Feo.55 Coo.45)1.5/(Feo.85 Coo.15 ) multilayers 
TbFe/FeCoBSi multilayers 48 
TbFe/FeCo multilayer 38 
TbFe/Fe multitayer 38 
TbGa 6 216, 217 
TbMn 2 203 
TbeMo207 280 
TbNi 5 106, 152, 213 
TbNizB2C 255 
Tb(Pc" )(tmhd)2 649 
Tb polysulfides 577 
TbS 2 589, 590 
Tb2TizO 7 279, 280 
Terfenol 12 
Terfenol-D 13 
tesseral harmonics 141 
tetracritical point 353 
tetragonal distortion 159, 193, 391 
tetragonal PbFC1 type 468 
tetrahedral network 483 

48 

tetrapyrrole complexes 611-650 
- half-sandwich 
- - phthalocyanines 645-650 
- - porphyfins 613-645 
t-Fe3B phase 534 
ThAs 155 
ThMnlz-type structures 516 
Th3(OH)6(OHz) 2 624 
Th2Zn17-type structures 516 
Th2Zn17 and ThzNil7 structures 521 
thermalization of muons 69, 114 
thermoelectric power of  Y b T X  phases 503 
three-dimensional atom-probe microanalysis 

(3D-APM) 546 
TiNiSi structure 460 
TiNiSi type 463 
tie line of the Fe-Nd2Fe~4B phases 542 
tilting angle 130 
time resolution 72, 73, 80 
time to digital converter 76 
time window 64 
TmA1 z 179, 184 
TmFe z 13, 189 
TmNi 5 214 
TmNi2B2C 254 
Tm polysulfides 577 
TmSe 293 
TmTe 293 
transferred hyperfine field 499 
transuranium compounds 188 
triple-decker complexes 620 
twinning 

polysulfides 593 
- YbAuSn 478 
two-channel Kondo effect 397, 400 
two-component structure 318, 321,333, 337, 

340, 355, 363, 373, 378, 404 
two-magnon processes 213, 214, 240 

UA1 z 176, 186, 187, 288 
UAs 156 
U~4Ausl 288, 370 
UAuGe 481 
UBeI3 288, 364 
UBel3 _ yBy 366 
UCdll 288, 364 
UxCel _ xNiSn 304 
UCoA1 222 
UCo2Si 2 229 
UCu5 210, 288, 361,363 
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UCu 5_xPd~ 394, 398 
UCu 2Sn 319 
UGa 3 175 
UGe 2 288, 337, 352 
UGe 3 178 
U(Ge.Gal-x)3 175 
U(Ge 1 xGa.) 3 178 
UIn 3 175, 176, 288, 292 
UIrGa 221 
U0.75La0.25Ru2 Si 2 375 
U I _xLaxRu2Siz 374 
UxLal xS 169 
U s xLaxS 167 
UMnz 207 
UN 156, 160 
UNiA1 220, 221 
UNi2AI 3 288, 376, 379, 380 
UNi4B 288, 381,382 
UNiGa 219, 220 
UO 2 24(~242 
UP 156, 160 
UPd 3 209, 400 
UPd4 400, 401 
U(PdxPt~ x)3 352 
UPdzA13 288, 376, 378, 379 
UPdzGe 2 229 
UPt 3 288, 352-355 
U(Ph _xPdx)3 358-360 
U2Pt2In 394, 407 
UPt2Si 2 229 
U(Rho.35 Ruo.65)2 Si 1 375 
URh2Ge 2 288, 375 
URhIu 221 
URh2Si 2 229, 370, 373 
URu2Si 2 288, 370, 372, 373 
US 156, 167, 168 
USb I56, 160, 288, 292 
USn 3 175, 176, 288, 292 
g(Sn 1 _xIny)3 175, 177 
U(TPP)C12(THF ) 623 
UTe 156, 167 
U s _xThxBel3 364~366 
Us _xThxBe13 yBy 364, 367 
U 1 _xTh~Pt3 352, 357 
U0.95Th0.05Pt 3 357 
UV-Vis spectra 628-630, 648, 649 
Us _ ~YxRu2Si2 374 
Uo.95Y0.05Ru2 Si2 375 
g2Znl7 288, 368 
ultra-low temperatures 81 

ultra-slow muons 87 
uniaxial pressure 84, 297 
uniaxial symmetry 125 
universal correlation 255 
uranium monochalcogenides 167 

(V, Fe)3 B 2 528 
VIS and near-IR reflection spectra 604 
V203 549 
valence change 494 
valence charge density distribution 463 
valence fluctuations 141,383, 410 
Van Vleck moment 93 
Van Vleck susceptibility 145, 391 
Van Vleck width 98, 229 
vapor pressure measurement of polysulfides 

594 

weak ferromagnet 493 
weak interaction 67 
weak-moment magnetism 118, 168, 229, 242, 

285, 298, 315, 320, 328, 334, 355, 358, 362, 
365, 370, 371,386, 403 

weak temperature-independent paramagnetism 
(TIP) 488 

Wigner-Seitz (W-S) cell 523 
- volume in bcc-Fe 521 
world-wide market for rare-earth bonded magnets 

557 

X-ray photoelectron spectra 639 

Y1 2xCaxThxBa2Cu30~7 265 
YBa2Cu306 + 6 256, 259, 261 
YBazCu306+x 256 
YBa2Ctl307 - 6 88 
YCo z 206, 207 
YCoC-type structure 466 
YCozSi 2 335 
YF 3 243 
YI -xFex 14 
g e e  2 189 
Y2Fel7 522 
Y6Fe23 233 
YzFe14 B 525 
YzFe17N3 522 
YFeO3 244 
YLiSn type 483 
YMn 2 110, 193-195 
YMnla 233 
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V6Mn23 233 
Y(Mn 1 xAlx)2 199 
Y(Mn 1 _xFex)2 199, 200 
Y6(Mnl _ xFex)23 233 
Y2Mo207 279 
YNi2B2C 253 
YNiO 3 245 
Y203 549 
YPdSi type 468 
Y1 -xPrxBa2Cu30~7 264 
YRh4B 4 252 
YRuzSi 2 222, 335 
Yo.97 Seo.o3Mn 2 199 
Y(Sc)Mn 2 197 
Yu.97 Sco.o3Mn2 197 
Yo.97 Sco.o3 (Mno.9Alo.1) 2 199 
Y(TPP)(acac) 643 
Y(Tb)Mn 2 196 
Yo.6Uo.4Pd3 401 
Yo.sUo.zPd3 401 
Yo.9Uo.1Pd3 401 
Y1 -xUxPd3 394, 400, 402 
Yo.sYbo.sBiPt 386 
Yb-S system 571 
YbAgA1 457 
YbAgBi 484 
YbAgGa 464 
YbAgGe 474 
YbAgPb 479 
YbAgSb 482 
YbAgSi 467 
YbAgSn 476 
YbAgZn 485 
Yb4As 3 289, 385, 408 
YbAuA1 457 
YbAuBi 484 

- phase transition 483 
YbAuCu4 289, 300, 390, 391 
YbAuGa 464 
YbAuo.67 Gei.33 474 
YbAuGe 474 
YbA1J.I.24 Geo.76 474 
YbAuIn 465 
YbAul.27 Ino.73 465 
YbAuMg 485 
YbAuSb 482 
YbAno.63 Si~.37 467 
YbAuo.88 Sil.12 467 
YbAul.25 Sio.75 467 
YbAuSn 476 

YbB12 289, 292, 293, 314-316 
YbBazCu306 + ~5 260 
YbBiPt 289, 386, 387 
YbCdGe 474 
YbCdln 465 
YbCdPb 479 
YbCdSn 476 
YbCoA1 457 
YbCoC 467 
YbCoGe 474 
YbzCu 9 289, 392 
Yb(Cu I_xNix)2Si2 318 
YbCuA1 493, 494 
- yttrium doping 494 
YbCuBi 484 
YbCuGa 464 
YbCuGe 474 
YbCuPb 479 
YbCuSb 482 
YbCuSi 467 
YbCu 2Si 2 318 
YbCuSn 476 
YbCuZn 485 
YbFeSi 467 
YbGaA1 457 
YbHgPb 479 
YbHgSn 476 
YbIrSn 476 
YbLiAs 480 
YbLiBi 484 
YbLiGe 474 
YbLiSb 482 
Yb~ xLUxB12 315, 316 
YbMgGe 474 
YbMgPb 479 
YbMgSi 467 
YbMgSn 476 
YbNi 5 215 
YbNiGa 464 
YbNiGe 474 
YbNiSb 482 
YbNiSn 289, 318, 337, 338, 476 
Yb(Pd,Pb) 479 
YbPdA1 457 
YbPdAs 480 
YbPdBi 484 
YbPdGa 464 
YbPdGe 474 
YbPdIn 465 
YbPdP 480 
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YbPdPb 479 
YbPdSb 289, 388, 389, 482 
YbPdSi 467 
YbPdSn 476 
- structural transformation 478 
YbPdT1 466 
Yb polysulfides 577 
YbPtA1 457 
YbPtAs 480 
YbPtBi 484, 496, 497 
YbPtGa 464 
YbPtGe 474 
YbPtIn 465 
YbPtP 480 
YbPtSb 482 
YbPtSi 467 
YbPtSn 476 
YbRhA1 457 

YbRhGa 464 
YbRhGe 474 
YbRhSn 476 
YbS2 589-591 
YbS2 +~ 573 
YbS2.0-YbS1.5 system 578 
Yb(TTP)(tmhd) 626 
YbZnGa 464 
YbZnGe 474 
YbZnIn 465 
YbZnPb 479 
YbZnSn 476 
ytterbium ternary eompotmds 453 506 

zinc doping 259 
Zn(C2Hs) z 550 
Zr and Mo additives to R-T thin films 47 
ZrNiA1 type 459 


