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These elements perplex us in our rearches [sic], baffle us in our speculations, and haunt us in our very dreams. They stretch like an unknown sea before us - mocking, mystifying, and murmuring strange revelations and possibilities.

Sir William Crookes (February 16, 1887)
This volume of the Handbook on the Physics and Chemistry of Rare Earths adds three new chapters to the series, describing three different aspects of rare-earth science. The volume opens with an overview of the dual nature of 4 f states in the lanthanides (Chapter 241). It is followed by a review of the temperature-dependent behaviors of aluminates and gallates, the structures of which are based on the simple, yet flexible, cubic perovskite model (Chapter 242). The last chapter describes the current state-of-the-art in luminescence of polyoxometallolanthanoates and their photochemistry leading to the formation of highly colored nano-rings (Chapter 243).

## CHAPTER 241. THE DUAL, LOCALIZED OR BAND-LIKE, CHARACTER OF THE 4f STATES

By W. M. TEMMERMAN<br>Daresbury Laboratory, Warrington, UK<br>L. PETIT AND A. SVANE<br>University of Aarhus, Aarhus, Denmark<br>Z. SZOTEK AND M. LÜDERS

Daresbury Laboratory, Warrington, UK
P. STRANGE

University of Kent, Canterbury, Kent, UK
J. B. STAUNTON AND I. D. HUGHES

University of Warwick, Coventry, UK, and

B. L. GYORFFY<br>University of Bristol, Bristol UK

The opening chapter describes the dual character of the 4 f core electrons that may either be part of the valence states or be inert and form part of the core using first principles theory. Here, W. M. Temmerman and coauthors begin with a review of the relevant physical, electronic, and magnetic properties of lanthanide materials.


They then give a brief overview of the applicable theoretical methods based on the density functional theory, with the focus on the self-interaction-corrected local spin density approximation method, and, in particular, the full implementation of self-interaction correction, involving repeated transformations between Bloch and Wannier representations. The main part of the chapter deals with the application of these methods to understanding the valence and valence transitions of the lanthanides. By introducing the notion of nominal valence, which defines the number of remaining band-like states as the valence of the lanthanide ion, a better understanding of the physical properties of the lanthanides and their compounds, and in particular, magnetism, was achieved as demonstrated by numerous examples. Later, the authors turn their attention to two spectroscopic techniques applicable to lanthanides and some of their compounds in order to study some of the properties of the localized 4 f states. An important issue-how to calculate the finite temperature properties of the lanthanide metals and their compoundsis discussed and illustrated by the study of finite temperature magnetism of the heavy lanthanides and the finite temperature diagram of the Ce $\alpha-\gamma$ phase transition. The chapter concludes with the outline on how to include dynamical quantum fluctuations to further improve modeling precision.

## CHAPTER 242. PEROVSKITE-TYPE ALUMINATES AND GALLATES

## By L. VASYLECHKO

Lviv Polytechnic National University, Lviv, Ukraine
A. SENYSHYN

Darmstadt University of Technology, Darmstadt, Germany, and U. BISMAYER Hamburg University, Hamburg, Germany

The perovskite family is a typical representative of complex oxides. Many of the perovskites exhibit interesting physics that includes ferro- and piezoelectricity, high electronic and ionic conductivities, diverse magnetism, colossal

magnetoresistance, paraelectricity, and superconductivity. In this chapter L. Vasylechko, A. Senyshyn, and U. Bismayer are concerned with aluminates $\left(\mathrm{RAlO}_{3}\right)$ and gallates $\left(\mathrm{RGaO}_{3}\right)$ that adopt perovskite-derived structures and find use as substrate materials for epitaxy of high temperature superconductors, colossal magnetoresistive materials, and GaN films; and as active and passive laser media, scintillators, and microwave dielectric materials. Structural details are critical to understand how these important properties emerge, and therefore, this chapter reviews numerous experimental data about crystal structures, their thermal evolution and transformations of over a hundred of $\mathrm{RAlO}_{3}$ and $\mathrm{RGaO}_{3}$ compounds and their solid solutions. The authors use crystal chemistry to study and analyze perovskite structures and distortions over a wide temperature range in terms of bond-length distortions, tilting angles between octahedra, polyhedral volume ratios, tolerance factors, and individual and average cation-cation distances. Experimental data are supplemented by bond-valence calculations. The influence of isovalent substitutions in the rare-earth sublattice on the average structure, its thermal behavior, and phase transformations have been reviewed. Especially important are phase diagrams of $\mathrm{RAlO}_{3}-\mathrm{R}^{\prime} \mathrm{AlO}_{3}$ and $\mathrm{RGaO}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ systems as functions of average radii of the R -cations. Common features of the thermal expansion of rare earth aluminates and gallates, as well as the observed
anomalies, including the negative thermal expansion observed in $\mathrm{RGaO}_{3}$ containing praseodymium, are also discussed.

## CHAPTER 243. LUMINESCENCE OF POLYOXOMETALLOLANTHANOATES AND PHOTOCHEMICAL NANO-RING FORMATION

## By TOSHIHIRO YAMASE Tokyo Institute of Technology, Nagatsuta, Midori-ku, Yokohama, Japan

Toshihiro Yamase's chapter is focused on the chemistry of polyoxolanthanoatesa special class of metal-oxide cluster compounds-which may be considered as models for lanthanide-doped metal-oxide phosphors. The emphasis of the chapter is on the understanding of the molecular mechanisms of energy transfer processes in metal-oxide phosphors, which often remain unclear mainly because the luminescence centers are insufficiently characterized. The author outlines energy transfer from $\mathrm{O} \rightarrow \mathrm{M}(\mathrm{M}=\mathrm{Nb}, \mathrm{V}, \mathrm{Mo}$, and W$)$ ligand-to-metal chargetransfer (lmct) states (donor) to luminescent $\mathrm{Ln}^{3+}$ centers (acceptor) processes in polyoxometallolanthanoates, particularly in polyoxometalloeuropates. The sensitized $\mathrm{Ln}^{3+}$-emission is governed by a Förster-Dexter dipole-dipole type of coupling between the donor and the acceptor, and the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states are involved not only in energy transfers, but also in electron transfer during the photoredox reaction with proton and electron donors. Such a photoredox reaction enables the photochemical design of Mo-blue nano-rings by a novel "bottom-up" approach. These Mo-blue species are $\mathrm{Mo}^{\mathrm{V}} / \mathrm{Mo}^{\mathrm{VI}}$ mixed-valence polyoxomolybdates and they favor the highly delocalized systems with characteristic dark-blue color due to the intervalence charge-transfer transitions. Lanthanide ions not only open a novel method for the preparation of these nano-ring derivatives, but also provide a tool for the mechanistic investigation of their self-assembly. This is a beautiful example of lanthanide ions contributing to both nano-science and nanotechnology.
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| List of Symbols and Acronyms |  |
| :---: | :---: |
| $a$ | lattice parameter |
| $a_{0}$ | Bohr radius |
| $A_{n \mathbf{k}}(\omega), A_{\mathrm{B}}(\mathbf{k}, E)$ | Bloch spectral function, $n$ is band index and $\mathbf{k}$ is the wave vector |
| B | magnetic field |
| $e$ | electron charge |
| $E$ | (total) energy |
| $g_{J}$ | Landé g-factor |
| $f_{\mathbf{q} \lambda, \mathbf{q}^{\prime} \lambda^{\prime}}(\omega)$ | scattering amplitude |
| $F^{\prime}$ | Slater integrals |
| G | Green's function |
| GW | approximation for the self-energy based on the product of the Green's function $(G)$ and the screened Coulomb interaction ( $W$ ) |
| ћ | Planck's constant |
| $k_{\text {B }}$ | Boltzmann constant |
| $\hat{L}$ | angular momentum operator |
| 1 | angular momentum quantum number |
| $m$ | electron mass |
| $n, n(\mathbf{r})$ | electron density |
| $p$ | pressure |
| R | rare earth |
| $\hat{S}$ | spin operator |
| $S$ | Wigner Seitz (atomic sphere) radius |
| $S_{x}$ | entropy, where $x$ denotes the specific entropy contribution |
| $S^{(2)}$ | direct correlation function of local moments |
| $T$ | temperature |
| $U$ | (Hubbard $U$ ), on-site Coulomb interaction |
| $U[n]$ | Hartree (classical electrostatic) energy functional |


| $V$ | volume |
| :---: | :---: |
| $V(\mathbf{r})$ | potential |
| xc | exchange and correlation |
| Z | atomic number |
| $\beta$ | inverse temperature $1 /\left(k_{\mathrm{B}} T\right)$ |
| $\chi(\mathbf{q})$ | magnetic susceptibility |
| $\mu_{\mathrm{B}}$ | Bohr magneton |
| $\lambda$ | Spin-orbit coupling parameter |
| $\Omega$ | (generalised) grand potential |
| $\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots\right)$ | electronic many body wave function |
| $\Psi(\mathbf{r})$ | Electronic single particle wave function |
| $\Sigma$ | self-energy |
| $\omega$ | frequency |
| ASA | atomic sphere approximation |
| BSF | Bloch spectral function |
| BZ | Brillouin zone |
| CPA | coherent potential approximation |
| DCA | dynamical cluster approximation |
| dhcp | double hexagonal closed packed |
| DFT | density functional theory |
| DLM | disordered local moment |
| DMFT | dynamical mean-field theory |
| DOS | density of states |
| ESRF | European Synchrotron Radiation Facility |
| fcc | face centered cubic |
| GGA | generalized gradient approximation |
| hcp | hexagonal closed packed |
| KKR | Korringa, Kohn, and Rostoker |
| LDA | local density approximation |
| LMTO | linear muffin-tin orbitals |
| LSDA | local spin density approximation |
| LS | spin-orbit |
| LSD | local spin density |
| LSIC | local self-interaction correction |
| MXRS | magnetic X-Ray Scattering |
| OP | orbital polarization |
| PAW | Projector augmented wave |
| RKKY | Ruderman-Kittel-Kasuya-Yoshida |
| SCF | self-consistent field |
| SI | self-interaction |
| SIC | self-interaction correction |
| SIC-LSD | self-interaction-corrected local spin density |
| SIC-LSDA | self-interaction-corrected local spin density approximation |
| WS | Wigner Seitz |
| XMaS | X-ray magnetic scattering |

## 1. INTRODUCTION

Ab initio calculations for lanthanide solids were performed from the early days of band theory (Dimmock and Freeman, 1964). These pioneering calculations established that physical properties of the lanthanides could be described with the f -states being inert and treated as core states. For example, the crystal structures of the early lanthanides could be determined without consideration of the 4 f -states (Duthie and Pettifor, 1977). Also the magnetic structures of the late lanthanides could be evaluated that way (Nordström and Mavromaras, 2000). Of course, one needed to postulate the number of $s, p$, and d valence electrons that is three in the case of a trivalent lanthanide solid or two in the case of a divalent lanthanide solid. Even this valence could be calculated in a semi-phenomenological way without taking the 4 f -electrons explicitly into account (Delin et al., 1997).

However, in some lanthanides, in particular the Ce compounds, and $\mathrm{CeB}_{6}$ (Langford et al., 1990) is an example, the 4 f -level could either be part of the valence states or be inert and form part of the core. Fermiology measurements could determine how many electrons participated in the Fermi surface and hence could deduce the nature of the 4 f -state as either part of the core or part of the valence states. These measurements were complemented by band structure calculations of the type ' 4 f -core' or ' 4 f -band', respectively treating the 4 f -states as part of the core or as valence states.

Treating the $4 f$-electrons in Gd as valence states, in the '4f-band' approach, allowed for an accurate description of the Fermi surface (Temmerman and Sterne, 1990) but failed in obtaining the correct magnetic structure (Heinemann and Temmerman, 1994). What these and numerous other calculations demonstrated was that some properties of the lanthanides could be explained by a ' 4 f -band' framework and some by a '4f-core' framework. This obviously implied a dual character of the 4 f electron in lanthanides: some of the 4 f -electrons are inert and are part of the core, some of the $4 f$-electrons are part of the valence and contribute to the Fermi surface.

The correct treatment of the 4 f electrons in lanthanides is a great challenge of any modern theory. On the one hand, when considering the spatial extent of their atomic orbitals, the $4 f$ electrons are confined to the region close to the nuclei, that is, they are very core-like. On the other hand, with respect to their position in energy, which is often in the vicinity of the Fermi level, they should rather be classified as valence electrons. Some of the most widely used theoretical methods for the description of lanthanide systems are based on DFT (Hohenberg and Kohn, 1964). Its basic concept is the energy functional of the total charge density of the electrons in the solid that, when minimized for given nuclear positions, provides the energy as well as the charge density of the ground state. However, for solids, the exact DFT energy functional is not known, and one is forced to use approximations, of which the most successful is the LSDA, where electron correlations are treated at the level of the homogeneous electron gas, and the felectrons are described by extended Bloch states, as all the other, s, p, and d, electrons are. But even in this approach, one can try to differentiate between the $f$ and other electrons, by including them into the core ('f-core' approach). One step beyond
the local approximation, there are various flavours of the so-called GGAs, which, in addition to the dependence on a homogeneous charge distribution, include also some gradient corrections. Unfortunately, neither LDA nor GGA have proved very successful for systems where f electrons have a truly localized nature. Here, the SIC-LSD approaches have shown to be most useful, in particular as far as the cohesive properties are concerned.

The SIC-LSDA (Perdew and Zunger, 1981) provides an ab initio computational scheme that allows the differentiation between band-like and core-like f-electron (Temmerman et al., 1998). This is a consequence of the SIC being only substantial for localized states, which the 4 f -states are. From this, one would expect to apply the SIC to all 4 f -states since the delocalized s , p , and d electrons are not experiencing any self-interaction. But we do not know how many localized 4f-states there are. For a divalent lanthanide, there is one more localized $4 f$ electron than for a trivalent lanthanide. To determine how many localized $4 f$ electrons there are in a particular 4f-solid, we can be guided by minimizing the SIC-LSD total energy over all possible configurations of localized (SIC) and itinerant 4f-states. This chapter elaborates on the consequences of this, naturally leading to the dual character of the 4 f electron: either localized after applying the SIC or LSD band-like and contributing to the Fermi surface. The SIC-LSD method forms the basis of most of the work reviewed in this chapter, and its focus will be on the total energy aspect and, as we will show, provides a quite accurate description of the cohesive properties throughout the lanthanide series.

Other known methods that have been used in the study of lanthanides include the OP scheme, the LDA $+U$ approach, where $U$ is the on-site Hubbard repulsion, and the DMFT, being the most recent and also the most advanced development. In particular, when combined with LDA $+U$, the so-called LDA + DMFT scheme, it has been rather successful for many complex systems. We note here that both DMFT and LDA $+U$ focus mostly on spectroscopies and excited states (quasiparticles), expressed via the spectral DOS. In a recent review article (Held, 2007), the application of the LDA + DMFT to volume collapse in Ce was discussed. Finally, the GW approximation and method, based on an electron self-energy obtained by calculating the lowest order diagram in the dynamically screened Coulomb interaction, aims mainly at an improved description of excitations, and its most successful applications have been for weakly correlated systems. However, recently, there have been applications of the quasi-particle self-consistent GW method to localized 4f systems (Chantis et al., 2007).

The outline of the present chapter is as follows. Section 2 deals with the relevant physical, electronic, and magnetic properties of the lanthanides. Section 3 reviews briefly the above-mentioned theoretical methods, with the focus on the SIC-LSDA method, and, in particular, the full implementation of SIC, involving repeated transformations between Bloch and Wannier representations (Temmerman et al., 1998). This is then compared with the local-SIC, implemented in the multiple scattering theory (Lüders et al., 2005). Section 4 deals with the valence (Strange et al., 1999) and valence transitions of the lanthanides. Section 5 discusses the local magnetic moments of the lanthanides. Section 6 discusses two spectroscopies applied to lanthanides and some of their compounds. Section 7 outlines a methodology of calculating the finite temperature ( $T$ ) properties of the lanthanides and their
compounds, and illustrates it on the study of finite $T$ magnetism of the heavy lanthanides and the finite $T$ diagram of the Ce $\alpha-\gamma$ phase transition. The ab initio theory of the finite $T$ magnetism is based on the calculations of the paramagnetic susceptibility within the DLM picture (Gyorffy et al., 1985). This combined DLM and SIC approach (Hughes et al., 2007) for localized states provides an ab initio description of the magnetic properties of ionic systems, without the need of mapping onto the Heisenberg Hamiltonian. Finally, Section 8 addresses some remaining issues such as how to include dynamical fluctuations, and Section 9 concludes this chapter.

## 2. SALIENT PHYSICAL PROPERTIES

The physical properties of the lanthanides are rather unique among all metals. This is the consequence of the interaction of delocalized conduction electrons with the localized f-states. The physical properties are characterized by the continuously decreasing lattice parameter upon traversing the lanthanide series, the so-called lanthanide contraction. Their physical properties can be described very efficiently, and also catalogued, by the valence of the lanthanide. Most of the lanthanides and their compounds are trivalent, but towards the middle and the end of the lanthanide series, divalence $(\mathrm{Sm}, \mathrm{Eu}, \mathrm{Tm}, \mathrm{Yb})$ can occur. At the very beginning of the lanthanide series, in Ce and Pr and their compounds, also tetravalence is sometimes observed. For tetravalent Ce and $\operatorname{Pr}$ and their compounds, strong quasi-particle renormalization occurs and some Ce compounds exhibit heavy fermion behaviour. For lanthanides with higher atomic number than Pr, trivalence establishes itself, however, switching to divalence in Eu and some of the Sm and Eu compounds. For Gd, the f -shell is half-filled and the valence starts again, as in the beginning of the lanthanide series, as strongly trivalent and gradually reducing to divalence as seen in Yb and Tm compounds. Fingerprints of the valencies can be seen in the value of the spin and orbital magnetic moments and of the lattice parameter: divalent lattice parameters can be $10 \%$ larger than trivalent ones. Also the nature of the multiplet structure tells us about the valence, as do Fermiology measurements, by providing information on the number of f-states contributing to the Fermi surface. Finally, MXRS has the potential to determine the valence as well as to provide information on the symmetry of the localized states (Arola et al., 2004).

### 2.1 Lattice parameters

The experimental lattice parameters as a function of lanthanide atomic number show the famous lanthanide contraction, the decrease of the lattice parameter across the lanthanide series, with the exception of the two anomalies for Eu and Yb , as seen in Figure 1 (top panel). What is plotted there is actually the atomic sphere radius $S$ (in atomic units) as a function of the lanthanide element. A similar behaviour is also observed, for example, for lanthanide monochalcogenides and monopnictides, whose lattice parameters are also shown in Figure 1 (middle and bottom panels).

This lanthanide contraction is associated with the filling of the 4 f shell across the lanthanide series. The effect is mainly due to an incomplete shielding of the nuclear charge by the 4 f electrons and yields a contraction of the radii of outer electron shells.


FIGURE 1 Lattice constants of the elemental lanthanides (top), their chalcogenides (middle) (after Jayaraman, 1979), and pnictides (bottom). For the elemental lanthanides, it is the atomic sphere radius, $S$, that is shown instead of the lattice parameter, where $S$ is defined as $V=4 / 3 \pi S^{3}$ with $V$ the unit cell volume.

The jumps in the lattice constants in Figure 1, seen for the elemental Eu and Yb , as well as at the chalcogenides of $\mathrm{Sm}, \mathrm{Eu}, \mathrm{Tm}$, and Yb , are due to the change in valence from trivalent to divalent. If a transition to the trivalent state were to occur, the lattice constant would also follow the monotonous behaviour of the other lanthanides, as seen in Figure 2, where the ionic radii of trivalent lanthanide ions are displayed. For the pnictides, only CeN shows an anomaly, indicating a tetravalent state, whereas all the other compounds show a smooth, decreasing behaviour as a function of the lanthanide atomic number.

Pressure studies have been able to unravel a lot of the physics of the rare earths. Not only have pressure experiments seen changes of valence from divalent to trivalent, but also changes in the structural properties. In the case of Ce and Ce compounds, the valence changes under pressure from trivalent to tetravalent or from one localized f-state to a delocalized state have been observed. This will be discussed in greater detail in Section 4 of this chapter.

### 2.2 Magnetic properties and magnetic order

The lanthanides are characterized by local magnetic moments coming from their highly localized 4 f electron states. These moments polarize the conduction electrons which then mediate the long range magnetic interaction among them. The RKKY interaction is the simplest example of this mechanism. These long range magnetic interactions in lanthanide solids lead to the formation of a wide variety of magnetic structures, the periodicities of which are often incommensurate with the underlying crystal lattice. These are helical structures that have been studied in detail with neutron scattering (Sinha, 1978; Jensen and Mackintosh, 1991). In the later sections of this chapter, we shall elaborate on our ab initio study of the finite temperature magnetism of the heavy lanthanides and elucidate the role of the conduction electrons in establishing the complex helical structures in these systems. This ab initio theory and calculations go beyond the 'standard model' of lanthanide magnetism (Jensen and Mackintosh, 1991).

The standard approach to describing the magnetism of lanthanides, and in particular their magnetic moments, is to assume the picture of electrons in an


FIGURE 2 Ionic radii of trivalent lanthanides.
isolated atom. In the absence of spin-orbit coupling, the angular momenta of the electrons in an atom combine according to Russel-Saunders coupling to give a total orbital angular momentum $\hat{L}$ and a total spin angular momentum $\hat{S}$, with the respective eigenvalues of $L(L+1) \hbar^{2}$ and $S(S+1) \hbar^{2}$ (Gasiorowicz, 1974). In the lanthanides, however, spin-orbit coupling $\lambda \hat{L} \cdot \hat{S}$ cannot be ignored (Strange, 1998) and therefore one has to introduce the total angular momentum $\hat{J}=\hat{L}+\hat{S}$. The wavefunctions describing the electrons then obey the eigenvalue relations:

$$
\begin{align*}
& \hat{J}^{2} \psi_{J, m_{j}, L, S}=J(J+1) \hbar^{2} \psi_{J, m_{j}, L, S} \\
& \hat{J}_{z} \psi_{J, m_{j}, L, S}=m_{j} \hbar \psi_{J, m_{j}, L, S} \\
& \hat{L}^{2} \psi_{J, m_{j}, L, S}=L(L+1) \hbar^{2} \psi_{J, m_{j}, L, S}  \tag{1}\\
& \hat{S}^{2} \psi_{J, m_{j}, L, S}=S(S+1) \hbar^{2} \psi_{J, m_{j}, L, S}
\end{align*}
$$

where $\psi_{J, m_{j}, L, S}$ are normalized atomic wavefunctions, which are assumed to be located on a single atom nucleus.

The energy associated with a magnetic field in the lanthanide is small in comparison to electronic energies and it is usual to treat it applying perturbation theory. The perturbing potential is simply the scalar product of the magnetic moment, $\hat{\mu}$, and the magnetic field, $\mathbf{B}$, experienced by the atom:

$$
\begin{equation*}
\delta V=-\hat{\mu} \cdot \mathrm{B} \tag{2}
\end{equation*}
$$

where $\hat{\mu}$ is given as

$$
\begin{equation*}
\hat{\mu}=-\mu_{\mathrm{B}} g_{J} \hat{J} \tag{3}
\end{equation*}
$$

Here, $g_{J}$ is the Lande $g$-factor:

$$
\begin{equation*}
g_{J}=1+\frac{J(J+1)-L(L+1)+S(S+1)}{2 J(J+1)} . \tag{4}
\end{equation*}
$$

If this model is correct, then it is only necessary to know the values of the quantum numbers $J, L$, and $S$ to calculate the magnetic moment of the lanthanides. These are determined by Hund's rules:
(1) $S$ will be a maximum subject to the Pauli exclusion principle
(2) $L$ will be a maximum subject to rule 1 and to the Pauli exclusion principle
(3) If the shell is less than half-full, then the spin-orbit coupling coefficient $\lambda$ is positive and $J=|L-S|$ is the ground state. For a shell that is greater than or equal to half-full $\lambda$ is negative and $J=L+S$ is the ground state.
In Table 1, we show the quantum numbers for the trivalent lanthanide ions, the Landé g-factor, and the high-temperature paramagnetic moment given as:

$$
\begin{equation*}
\mu_{\mathrm{t}}=\sqrt{\left\langle\hat{\mu}^{2}\right\rangle}=\mu_{\mathrm{B}} g_{J} \sqrt{J(J+1)} \tag{5}
\end{equation*}
$$

assuming that only the f-electrons contribute to the magnetic moment. If we know the energy levels of the lanthanide ions in a magnetic field, we can use standard statistical mechanics to calculate the susceptibility of the ions. For most of the ions,

TABLE 1 Quantum numbers and total f-electron magnetic moments of the trivalent lanthanide ions. $\mu_{\mathrm{t}}$ is the magnetic moment calculated from Eq. (5). $\mu_{\mathrm{e}}$ is the measured magnetic moment. All magnetic moments are expressed in Bohr magnetons

|  | $S$ | $L$ | $J$ | Ground state | $g_{j}$ | $\mu_{\mathrm{t}}$ | $\mu_{\mathrm{e}}{ }^{a}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| La | 0.00 | 0.00 | 0.00 | ${ }^{1} S_{0}$ |  |  |  |
| Ce | 0.50 | 3.00 | 2.50 | ${ }^{2} F_{5 / 2}$ | $6 / 7$ | 2.54 | 2.4 |
| Pr | 1.00 | 5.00 | 4.00 | ${ }^{3} H_{4}$ | $4 / 5$ | 3.58 | 3.5 |
| Nd | 1.50 | 6.00 | 4.50 | ${ }^{4} I_{9 / 2}$ | $8 / 11$ | 3.62 | 3.5 |
| Pm | 2.00 | 6.00 | 4.00 | ${ }^{5} I_{4}$ | $3 / 5$ | 2.68 |  |
| Sm | 2.50 | 5.00 | 2.50 | ${ }^{6} H_{5 / 2}$ | $2 / 7$ | 0.85 | $1.5{ }^{\mathrm{b}}$ |
| Eu | 3.00 | 3.00 | 0.00 | ${ }^{7} F_{0}$ |  | 0.0 | $3.4^{\mathrm{b}, \mathrm{c}}$ |
| Gd | 3.50 | 0.00 | 3.50 | ${ }^{8} S_{7 / 2}$ | 2 | 7.94 | 7.95 |
| Tb | 3.00 | 3.00 | 6.00 | ${ }^{7} F_{6}$ | $3 / 2$ | 9.72 | 9.5 |
| Dy | 2.50 | 5.00 | 7.50 | ${ }^{6} H_{15 / 2}$ | $4 / 3$ | 10.65 | 10.6 |
| Ho | 2.00 | 6.00 | 8.00 | ${ }^{5} I_{8}$ | $5 / 4$ | 10.61 | 10.4 |
| Er | 1.50 | 6.00 | 7.50 | ${ }^{4} I_{15 / 2}$ | $6 / 5$ | 9.58 | 9.5 |
| Tm | 1.00 | 5.00 | 6.00 | ${ }^{3} H_{6}$ | $7 / 6$ | 7.56 | 7.3 |
| Yb | 0.50 | 3.00 | 3.50 | ${ }^{2} F_{7 / 2}$ | $8 / 7$ | 4.54 | 4.5 |
| Lu | 0.00 | 0.00 | 0.00 | ${ }^{1} S_{0}$ |  |  |  |

${ }^{a}$ All experimental values taken from Kittel (1986).
${ }^{b}$ See text.
${ }^{c}$ Eu usually exists in the divalent form.
the difference in energy between the first excited state and the ground state is much greater than $k_{\mathrm{B}} T$ at room temperature, where $k_{\mathrm{B}}$ is the Boltzmann constant, and essentially only the ground state is populated. This enables us to derive the Curie formula

$$
\begin{equation*}
\chi=\frac{N\left\langle\hat{\mu}^{2}\right\rangle}{3 k_{\mathrm{B}} T} \tag{6}
\end{equation*}
$$

for the susceptibility of a system of $N$ non-interacting ions. More realistically, this formula should be replaced by the Curie-Weiss law, where the $T$ in the denominator in Eq. (6) is replaced by $T-T_{\mathrm{c}}$, where $T_{\mathrm{c}}$ is the magnetic ordering temperature. The Curie-Weiss formula was employed to determine the experimental magnetic moments, $\mu_{\mathrm{e}}$, in Table 1. For $\mathrm{Sm}^{3+}$ and $\mathrm{Eu}^{2+}$, the first excited level is within $k_{\mathrm{B}} T$ of the ground state and so is appreciably populated. To describe these two ions with numerical accuracy, it is necessary to sum over the allowed values of $J$ and recall that each $J$ contains $2 J+1$ states. The susceptibility then becomes considerably more complicated but does give a good description of $\mathrm{Sm}^{3+}$ and $\mathrm{Eu}^{2+}$.

The theoretical magnetic moments in Table 1 are for single trivalent ions assuming no inter-ionic interactions. However, the experiments are performed on metallic elements where each individual ion is embedded in a crystal and feels
the crystalline electric field, which arises from charges on neighbouring ions. The excellent agreement between the magnetic moment measured experimentally and that obtained from Eq. (5) implies that the 4f-electrons are so well shielded that the effect of the crystalline environment can be neglected and the agreement with Eq. (6) supports this view. With the agreement between theory and experiment displayed in Table 1, it might reasonably be assumed that the magnetic moments of the lanthanide metals are well understood. While this is probably true qualitatively, it is certainly not true quantitatively. Questions about this model that may be raised are:
(1) In the solid state, the interaction with the sea of conduction electrons distorts the pure atomic picture, and multiplets other than the Hund's rule ground state mix into the full wave function. In view of the success of the atomic approximation, it is likely that this mixing of different $J$ quantum numbers is at the few percent level, nonetheless this is an assumption that should be tested.
(2) The eigenfunctions $\Psi_{J, m_{j} L, S}$ in Eq. (1) are generally quantum mechanically entangled, given as sums of Slater determinants constructed from atomic single-electron orbitals. The description of entangled quantum states in a solid state environment is extremely difficult. With the recent introduction of the DMFT (Section 3.8), one might have developed a scheme for this, however, more investigations are needed. Usually, one resorts to the independent particle approximation thus ignoring the 'many-body' nature of the wavefunction and the localized f-manifold is represented by a single 'best choice' Slater determinant. This is the approach taken in the various DFT schemes, including the SIC-LSD theory to be described in Section 3.5. How could such a picture arise from a more sophisticated and realistic description of the electronic structure of the lanthanides?
(3) The picture of lanthanide magnetism described above is for independent trivalent lanthanide ions. Thus, it does not explain cooperative magnetism, that is ordered magnetic structures which are the most common lowtemperature ground states of lanthanide solids. Our view of a lanthanide crystal is of a regular array of such ions in a sea of conduction electrons to which each ion has donated three electrons. For cooperative magnetism to exist, those ions must communicate with one another somehow. It is generally accepted that this occurs through indirect exchange in the lanthanide metals, the simplest example of this being the RKKY interaction (Ruderman and Kittel, 1954; Kasuya, 1956; Yosida, 1957). However, for this to occur, the conduction sd-electrons themselves must be polarized. This conduction electron polarization has been calculated using DFT many times and is found to be substantial. There have been many successes in descriptions of magnetic structures, some of which will be discussed in Section 7.2. However, in terms of the size of magnetic moments, the agreement between theory and experiment shown in Table 1 is considerably worsened (see discussion in Section 5). Why is this?
(4) If the atomic model were rigorously correct, a lanthanide element would have the same magnetic moment in every material and crystalline environment. Of course, this is not the case, and more advanced methods have to be employed to determine the effect of the crystalline and chemical environment on magnetic moments with numerical precision. Examples of materials where the theory described above fails to give an accurate value for the lanthanide ion magnetic moment are ubiquitous. They include $\mathrm{NdCo}_{5}$ (Alameda et al., 1982), fullerene encapsulated lanthanide ions (Mirone, 2005), and lanthanide pyrochlores (Hassan et al., 2003).

In conclusion, it is clear that the standard model makes an excellent first approximation to the magnetic properties of lanthanide materials, but to understand lanthanide materials on a detailed individual basis, a more sophisticated approach is required.

### 2.3 Fermi surfaces

The simple view of the lanthanide electronic structure as discussed previously is shown in Figure 3. The f-electrons are very localized, core-like, and responsible for magnetism, as described above, whereas the sd-electrons are responsible for other electronic properties, such as cohesive energy, transport properties, Fermi surfaces. This model, we call the standard model, is a good first approximation and a number of lanthanide properties can be explained in terms of it. The traditional DFT approach to the lanthanide electronic structure has involved a self-consistent calculation of the s, p, and d-bands with the filled f-states being treated as part of the core and the empty f-states essentially ignored. Again this approach works well and gives good agreement with experiment for structural and crystalline properties as well as de Haas van Alphen experiments and some spectroscopies. It has been used by a number of authors (Jackson, 1969; Skriver, 1983a, 1983b; Eriksson et al., 1990a) and yields band structures that look remarkable similar to hexagonal transition metals such as yttrium and scandium. A major advantage of this approach is the stability of the calculation due to the absence of the localized


FIGURE 3 Model DOS for a lanthanide metal. The low-energy narrow peak represents the occupied f-band, the high-energy narrow peak just above the Fermi energy is the unoccupied f -states. These are superimposed on the sd-band which is free-electron like to a first approximation.

4fs. Both Skriver (1983b) and Eriksson et al. (1990a) have performed a successful calculation of the cohesive properties and the work of Skriver reproduces well the crystal structures which are sensitively dependent on the details of the valence band. For example, the partial 5d occupation numbers decrease across the series with a corresponding increase in the 6 s occupation. The increase in 5 d occupation is what causes the structural sequence hcp $\rightarrow$ Sm structure $\rightarrow$ dhcp $\rightarrow \mathrm{fcc}$ as the atomic number decreases or the pressure increases (Duthie and Pettifor, 1977). A detailed analysis of Jackson's work (Jackson, 1969) on Tb yields a Fermi surface that shows features with wave vector separations corresponding to the characteristic wave vector describing the spiral phase of Tb .

One of the successes of this approach is the comparison of calculated electronic structures with de Haas van Alphen measurements. The investigations of the Fermi surface of $G d$ using this technique among others were pioneered by Young and co-workers (Young et al., 1973; Mattocks and Young, 1977) and extended by Schirber and co-workers (Schirber et al., 1976). These studies found four frequencies along the $c$-direction and three in the basal plane and later work found a number of small frequencies (Sondhelm and Young, 1977). All these frequencies could be accounted for on the basis of the band structure calculations of the time. Sondhelm and Young also measured cyclotron masses and mass enhancements in Gd and found values in the region of 1.2-2.1 which were in agreement with the band structure calculations, but were rather smaller than those derived from low-temperature heat capacity measurements. More recently, angle-resolved photoemission have been used for Fermi surface studies of Tb (Döbrich et al., 2007) and also Dy and Ho metals were studied (SchüßlerLangeheine et al., 2000). Fermi surfaces of Gd-Y alloys were studied with positron annihilation (Fretwell et al., 1999; Crowe et al., 2004). In particular, the changes to the Fermi surface topology upon the transition from ferromagnetism to helical anti-ferromagnetism could be followed. Concerning the light lanthanides, the Fermi surface areas and cyclotron masses in Pr were measured (Wulff et al., 1988) with the de Haas van Alphen technique. Large mass enhancements, especially for an elemental metal, were measured and the understanding of the Fermi surface needed an approach well beyond the standard model (Temmerman et al., 1993).

This standard model does have several major drawbacks:
(1) It can never get the magnetic properties correct.
(2) It cannot describe systems with large mass enhancements.
(3) There is one overarching shortcoming of the standard model, which is slightly more philosophical. It treats the f-electrons as localized and the sd-electrons as itinerant, that is, it treats electrons within the same material on a completely different basis. This is aesthetically unsatisfactory and furthermore makes it impossible to define a reference energy. In principle, one has to know, a priori, which electrons to treat as band electrons and which to treat as core electrons. It would be infinitely better if the theory itself contained the possibility of both localized and itinerant behaviour and it chose for itself how to describe the electrons.

For two elements, it is possible to perform LDA calculations including the f-electrons in the self-consistency cycle. The first is cerium where the f-electrons are not necessarily localized. Cerium and its compounds are right on the border between localized and itinerant behaviour of the 4 f electrons. There has been much controversy over the nature of the f-state in materials containing cerium. The key issue is the $\gamma-\alpha$ phase transition where the localized magnetic moment associated with a $4 f^{1}$ configuration disappears with an associated volume collapse of around $14-17 \%$, but no change in crystal symmetry. The f electron count is thought to be around one in both phases of Ce. What appears to be happening here is a transition from a localized to a delocalized f-state (Pickett et al., 1981; Fujimori, 1983). Both Pickett et al. (1981) and Fujimori (1983) highlight the limitations of the band theory picture for cerium. In particular, Fujimori discusses the calculation of photoemission spectra and the reasons why band theory does not describe such spectroscopies well. The $\alpha$-phase can be described satisfactorily using the standard band theory, while there is more difficulty in describing the $\gamma$-phase and the energy difference between the two phases (which is very small on the electronic scale) is not calculated correctly. The second lanthanide element where band theory may hope to shed some light on its properties is gadolinium. Here the f-levels are spilt into seven filled majority spin and seven unfilled minority spin bands, neither of which are close to the Fermi energy. It is feasible to perform a DFT calculation and converge to a reasonable result. This has been done by a number of authors (Jackson, 1969; Ahuja et al., 1994; Temmerman and Sterne, 1990) with mixed results. Temmerman and Sterne were among the first to indicate that the semi-band nature of the 5 p levels could significantly influence predicted properties. Sandratsakii and Kübler (1993) took this work a bit further by investigating the stability of the conduction band moment with respect to disorder in the localized 4f-moment.

The experimentally determined Fermi surface of Gd (Schirber et al., 1976; Mattocks and Young, 1977) has been used by several band structure calculations to determine whether the f-states have to be treated as core-like or band-like. Gd metal is the most thoroughly studied of all the lanthanides and one of the few lanthanides that have been studied by the de Haas van Alphen technique (Schirber et al., 1976; Mattocks and Young, 1977). Being trivalent, it has, through the exchange splitting, a half-filled f-shell. The Gd f-states are well separated from the Fermi level, and therefore f-states are not contributing to the Fermi surface. This was seen in the Fermiology measurements (Schirber et al., 1976; Mattocks and Young, 1977). Both f-core (Richter and Eschrig, 1989; Ahuja et al., 1994) and f-band (Sticht and Kübler, 1985; Krutzen and Springelkamp, 1989; Temmerman and Sterne, 1990; Singh, 1991) calculations claim to be able to describe this Fermi surface.

While these methods provide some useful insight into Gd and Ce , they yield unrealistic results for any other lanthanide material as the f-bands bunch at the Fermi level leading to unphysically large densities of states at the Fermi energy and disagreement with the de Haas van Alphen measurements. It is clear that a satisfactory theory of lanthanide electronic structures requires a method that treats all electrons on an equal footing and from which both localized and itinerant behaviour of electrons may be derived. SIC to the LSDA provide one such theory.

This method is based on DFT and the free electron liquid, but corrects it for electrons where self-interactions are significant and takes the theory towards a more localized description.

## 3. BAND STRUCTURE METHODS

As described in Section 1, there exist many theoretical approaches to calculating electronic structure of solids, and most of them have also been applied to lanthanides. In this section, we shall briefly overview some of the most widely used, focusing however on the SIC-LSD, in both full and local implementations, as this is the method of choice for most of the calculations reported in this chapter. The simplest approach to deal with the $f$ electrons is to treat them like any other electron, that is, as itinerant band states. Hence, we start our review of modern methods with a brief account of the standard LDA and its spin-polarized version, namely the LSD approximation. We also comment on the use of LSD in the cases, where one restricts the variational space by fixing the assumed number of f electrons to be in the (chemically inert) core ('f-core' approach). Following this, we then briefly overview the basics of other, more advanced, electronic structure methods mentioned in Section 1, as opposed to a more elaborate description of the SIC-LSD method.

### 3.1 Local spin density approximation

DFT relies on the proof (Hohenberg and Kohn, 1964; Kohn and Sham, 1965; Dreizler and Gross, 1990; Martin, 2004) that for any non-degenerate manyelectron system, there exists an energy functional $E[n]$, where $n(\mathbf{r})$ is the electron charge density in space-point $\mathbf{r}$, which when minimized (with respect to $n(\mathbf{r})$ ) provides the correct ground state energy as well as ground state electron charge density. Hence, the charge density $n(\mathbf{r})$, rather than the full many-electron wavefunction $\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right)$, becomes the basic variable, which constitutes a simplification from a complex-valued function depending on $N$ sets of space coordinates to a non-negative function of only one set of space coordinates. The price paid is that the exact functional form of $E[n]$ is unknown, and presumably of such complexity that it will never be known. However, approximations of high accuracy for a diversity of applications exist and allow predictive investigations of many novel functional materials in condensed matter physics and materials science. The great advance in the field was facilitated by the observation (Kohn and Sham, 1965) that if one separates out from the total energy functional, $E[n]$, the kinetic energy, $T_{0}[n]$, of a non-interacting electron gas with charge density $n(\mathbf{r})$ (which does not coincide with the true kinetic energy of the system), and the classical electrostatic energy terms, then simple, yet accurate, functionals may be found to approximate the remainder, called the exchange-correlation (xc) energy functional $E_{\mathrm{xc}}[n]$. Thus, the total energy functional can be written as

$$
\begin{equation*}
E[n]=T_{0}[n]+U[n]+V_{\mathrm{ext}}[n]+E_{\mathrm{xc}}[n], \tag{7}
\end{equation*}
$$

where the electron-electron interaction (Hartree term) is given by

$$
\begin{equation*}
U[n]=\iint \frac{n(\mathbf{r}) n\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \mathrm{d}^{3} r \mathrm{~d}^{3} r^{\prime}, \tag{8}
\end{equation*}
$$

and the external potential energy, $V_{\text {ext }}[n]$, due to electron-ion and ion-ion interactions, respectively, is

$$
\begin{equation*}
V_{\text {ext }}[n]=\int n(\mathbf{r}) V_{\text {ion }}(\mathbf{r}) \mathrm{d}^{3} r+E_{\text {ion,ion }} . \tag{9}
\end{equation*}
$$

Here $V_{\text {ion }}(\mathbf{r})$ is the potential from the ions, and the atomic Rydberg units $\left(e^{2} / 2=2 m=\hbar=1\right)$ have been used in all the formulas. Since Eqs. (8) and (9) are explicitly defined in terms of the electron charge density, all approximations are applied to the last term in Eq. (7), the exchange and correlation energy.

In the LDA, it is assumed that each point in space contributes additively to $E_{\mathrm{xc}}$ :

$$
\begin{equation*}
E_{\mathrm{xc}}^{\mathrm{LDA}}[n]=\int n(\mathbf{r}) \varepsilon_{\mathrm{hom}}(n(\mathbf{r})) \mathrm{d}^{3} r, \tag{10}
\end{equation*}
$$

where $\varepsilon_{\text {hom }}(n)$ is the exchange and correlation energy of a homogeneous electron gas with charge density $n$. In the simplest case, when only exchange is considered, one has (Hohenberg and Kohn, 1964)

$$
\begin{equation*}
\varepsilon_{\mathrm{hom}}(n)=-\mathrm{Cn}^{1 / 3} \text { with } C=\frac{3}{2}\left(\frac{3}{\pi}\right)^{1 / 3} . \tag{11}
\end{equation*}
$$

Modern functionals include more elaborate expressions for $\varepsilon_{\text {hom }}(n)$ (Vosko et al., 1980; Perdew and Zunger, 1981) relying on accurate Quantum Monte Carlo data for the homogeneous electron gas (Ceperley and Alder, 1980). Generalizing to magnetic solids, which is highly relevant for lanthanide materials, is straightforward as one merely has to consider two densities, one for spin-up and one for spin-down electrons, which corresponds to the LSD functional (von Barth and Hedin, 1972), $E^{\text {LSD }}$. Even more accurate calculations may be obtained by including corrections for the spatial variation of the electron charge density, which is accomplished by letting $\varepsilon_{\text {hom }}$ also be dependent on gradients of the charge density, which constitutes the GGA (Perdew and Wang, 1992). Yet more accurate functionals may be composed by mixing some non-local exchange interaction into the $E_{\mathrm{xc}}$ (Becke, 1993), often named hybrid functionals.

The minimization of $E[n]$, with these approximate functionals, is accomplished by solving a one-particle Schrödinger equation for an effective potential, which includes an exchange-correlation part given by the functional derivative of $E_{\mathrm{xc}}[n]$ with respect to $n(\mathbf{r})$. The non-interacting electron gas system with the charge density $n(\mathbf{r})$ is generated by populating the appropriate number of lowest energy solutions (the aufbau principle). Self-consistency must be reached between the charge density put into the effective potential and the charge density composed from the occupied eigenstates. This is usually accomplished by iterating the procedure until this condition is fulfilled.

Spin-orbit interaction is only included in the density functional framework if the proper fully relativistic formalism is invoked (Strange, 1998). Often an approximate treatment of relativistic effects is implemented, by solving for the kinetic energy in the scalar-relativistic approximation (Skriver, 1983a), and adding to the total energy functional the spin-orbit term as a perturbation of the form

$$
\begin{equation*}
E_{\mathrm{so}}=\sum_{\alpha}^{\text {occ. }}\left\langle\psi_{\alpha}\right| \xi(\vec{r}) \vec{l} \cdot \vec{s}\left|\psi_{\alpha}\right\rangle, \tag{12}
\end{equation*}
$$

where the sum extends over all occupied states $\left|\psi_{\alpha}\right\rangle$ and $\xi$ is the spin-orbit parameter. Here $\vec{l}$ and $\vec{s}$ denote the one-particle operators for angular and spin moments. The method presupposes, which usually does not pose problems, that an appropriate region around each atom may be defined inside which the angular momentum operator acts.

The LDA and LSD, as well as their gradient corrected improvements, have been extremely successful in providing accurate, material specific, electronic, magnetic, and structural properties of a variety of weakly to moderately correlated solids, in terms of their ground state charge density (Jones and Gunnarsson, 1989; Kübler, 2000), However, these approaches often fail for systems containing both itinerant and localized electrons, and in particular d- and felectron materials. For all lanthanides, and similarly the actinide elements beyond neptunium, the electron correlations are not adequately represented by LDA. In d-electron materials, for example, transition metal oxides, this inadequate description of localized electrons leads commonly to the prediction of wrong magnetic ground states and/or too small or non-existent band gaps and magnetic moments.

When applied to lanthanide systems, LSD (and GGA as well) leads to the formation of narrow bands which tend to fix and straddle the Fermi level. Due to their spatially confined nature, the f-orbitals hybridize only weakly and barely feel the crystal fields. Furthermore, on occupying the f-band states, the repulsive potential on the lanthanide increases due to the strong f-f Coulomb repulsion, so the f-bands fill up to the point where the total effective potential pins the f-states at the Fermi level. Generally, the band scenario leads to distinct overbinding (when compared to experimental data), since the occupation of the most advantageous f-band states favours crystal contraction (leading to increase in hybridization). Hence, the partially filled f-bands provide a negative pressure, which in most cases is unphysical. The same effect is well known to cause the characteristic parabolic behaviour of the specific volumes of the transition metals, and would lead to a similar parabolic behaviour for the specific volumes of the lanthanides, which is in variance with the observation seen in Figure 1 in Section 2.1. This will be discussed further in Section 4.2. Even if narrow, the f-bands in the vicinity of the Fermi level alone cannot describe the heavy fermion behaviour seen in many cerium and ytterbium compounds. Zwicknagl (1992) and co-workers applied a renormalization scheme to LDA band structures to describe the heavy fermion properties with successful application in particular to the understanding of Fermi surfaces.

## 3.2 'f Core' approach

To remedy the failure of LSD, it was early realized that one could remove the spurious bonding due to f-bands by simply projecting out the f-degrees of freedom from variational space and instead include the appropriate number of $f$ electrons in the core. This approach was used to study the crystal structures of the lanthanide elements (Duthie and Pettifor, 1977; Delin et al., 1998), which are determined by the number of occupied d-states. In this approach, the lanthanide contraction neatly follows as an effect of the incomplete screening of the increasing nuclear charge by added f electrons, as one moves through the lanthanide series (Johansson and Rosengren, 1975). In a recent application, the ' f core' approach proved useful in the study of complex magnetic structures (Nordström and Mavromaras, 2000).

Johansson and co-workers have extended the 'f core' approach to compute energies of lanthanide solids, with different valencies assumed for the lanthanide ion, by combining the calculated LSD total energy for the corresponding ' f core' configurations with experimental spectroscopic data for the free atom (Delin et al., 1997). This scheme correctly describes the trends in cohesive energies of the lanthanide metals, including the valence jumps at Eu and Yb , as well as the intricate valencies of Sm and Tm compounds.

### 3.3 OP scheme

The OP scheme was introduced by Eriksson et al. (1990b) to reduce the bonding of f-electrons without totally removing them from the active variational space. The idea copies the way spin polarization leads to reduced bonding if the exchange parameter is large enough (Kübler and Eyert, 1993). An extra term is added to the LSD functional (7):

$$
\begin{equation*}
E^{\mathrm{OP}}[n]=E^{\mathrm{LSD}}[n]-\sum_{i} E_{i}^{3} L_{z i}^{2} \tag{13}
\end{equation*}
$$

where $i$ numbers the atomic sites, $L_{z i}$ is the total $z$-component of the orbital moment, and $E_{i}^{3}$ is a parameter (the Racah parameter), which can be calculated from an appropriate combination of Slater integrals (Eriksson et al., 1990b). The added term favours the formation of an orbital moment and adds a potential shift $-E_{i}^{3} L_{z i} m_{l}$ to each f orbital, where $m_{l}$ is the azimuthal quantum number of the f electron considered. The effect is to partially split the f-band into 14 distinct bands (if the $E^{3}$ parameter exceeds hybridization and crystal fields). Since compression enhances the latter two effects, the OP scheme could successfully describe the $\gamma-\alpha$ transition of cerium as a transition from large to low orbital moment (Eriksson et al., 1990b). This is then to be interpreted as a Mott-type transition in the f-manifold from a localized to a band-like behaviour. The OP scheme has also been applied to the pressure-induced volume collapse in Pr (Svane et al., 1997). Generally, the OP term is too small in magnitude to fully describe the inertness of the $f$ electrons in the lanthanide series beyond Pr. The OP scheme has been most successful in describing the orbital moment contribution to
itinerant systems, for example 3d-transition metal and actinide compounds (Eriksson et al., 1991; Trygg et al., 1995). The LSD (with spin-orbit interaction included) grossly underestimates orbital moments since there is no energy term describing the energetics of the Hund's second rule. The OP term in Eq. (13) remedies this as it largely describes the extra energy gain of an f-manifold by attaining its ground state configuration (compared to the average, 'grand bary centre' energy of the f-manifold). Eschrig et al. (2005), by analysing the formal relativistic DFT framework, showed that the functional form chosen by Eriksson et al. (1990b) is in fact quite accurate.

### 3.4 Local density approximation + Hubbard $U$

Similarly to the OP scheme, the LDA $+U$ method (Anisimov et al., 1991) adds a quadratic term to the LSD Hamiltonian to improve the description of the correlated f-manifold, namely

$$
\begin{equation*}
E^{\mathrm{LDA}+\mathrm{U}}[n]=E^{\mathrm{LSD}}[n]+\sum_{i} E^{\mathrm{corr}}\left(\underline{N}_{i}\right) \tag{14}
\end{equation*}
$$

where for each site $i$, the correlation energy term depends on the orbital occupation numbers $\underline{N}=\left\{N_{k}\right\}$. These are obtained by projecting the occupied eigenstates $\left|\psi_{\alpha}\right\rangle$ onto the f orbitals, $\left|f_{k}\right\rangle$, as

$$
\begin{equation*}
N_{k}=\sum_{\alpha}^{\text {occ. }}\left|\left\langle\psi_{\alpha} \mid f_{k}\right\rangle\right|^{2} \tag{15}
\end{equation*}
$$

In its simplest form (Anisimov et al., 1991), the correlation energy term includes a Hubbard repulsion term (Hubbard, 1963) and the so-called double-counting term $E_{\mathrm{dc}}$

$$
\begin{equation*}
E^{\mathrm{corr}}(\underline{N})=\frac{1}{2} U \sum_{k \neq l} N_{k} N_{l}+E_{\mathrm{dc}} \tag{16}
\end{equation*}
$$

Here, indices $k$ and $l$ run over the 14 f orbitals on the site considered, and $U$ is the $\mathrm{f}-\mathrm{f}$ Coulomb interaction. The double-counting term $E_{\mathrm{dc}}$ is needed to correct for the fact that $E^{\mathrm{LSD}}[n]$ already includes some Coulomb correlation contribution. A major deficiency of the LDA $+U$ method is that $E_{\mathrm{dc}}$ is not easily estimated, and therefore several forms of this correction have been introduced (Anisimov et al., 1991, 1993; Lichtenstein et al., 1995), each leading to some differences in results (Mohn et al., 2001; Petukhov et al., 2003). The appropriate value to use for $U$ is somewhat uncertain, since it necessarily must include screening from the conduction electrons, which reduces the Coulomb interaction by a factor of 3-4 compared to the bare $\mathrm{f}-\mathrm{f}$ Coulomb interaction energy. Its value may be deduced from constrained LDA calculations (Anisimov and Gunnarsson, 1991), by which the energy change due to an enforced increase of $f$ occupancy is calculated, including effects of screening. However, this is an approximate procedure due to the intractable correlation effects inherent in the LDA.

The physical idea behind the LDA $+U$ correction is like for the OP scheme (section 3.3) to facilitate an orbital imbalance within the f-manifold with ensuing loss in f contribution to bonding. However, the $U$ parameter is significantly larger, usually in the range of $6-10 \mathrm{eV}$ for lanthanides, compared to the $E^{3}$ parameter used in Eq. (13), which is of the order 0.1 eV in lanthanides. Therefore, LDA $+U$ strongly favours OP and for lanthanides, generally pushes the f-bands either far below or far above the Fermi level (lower and upper Hubbard bands), that is the occupation numbers $N_{\mathrm{k}}$ attain values of either $\sim 1$ or $\sim 0$. For this reason, the LDA $+U$ scheme has not been applied to describe valence transitions. Improved descriptions include an exchange interaction parameter in the f-manifold with spin-polarization of the conduction electrons (LSD $+U$ ), and/or a rotationally invariant formulation (Lichtenstein et al., 1995), by which the dependence on representation (e.g., spherical versus cubic harmonics) is avoided. In full implementation, this latter scheme introduces band shifts reminiscent of multiplet splittings (Gotsis and Mazin, 2003; Duan et al., 2007).

The LDA $+U$ has been extensively used in studies of lanthanides, but a comprehensive review will not be given here. Some significant applications and reviews are reported in Antonov et al. (1998), Gotsis and Mazin (2003), Duan et al. (2007), Larson et al. (2007), and Torumba et al. (2006). The method is almost as fast as a conventional band structure method, and when comparisons to experimental photoemission experiments are made, the LDA $+U$ method provides a much improved energy position of localized bands over the LDA/LSD. In addition, often, the precise position of occupied f-states is not essential to describe bonding properties, rather the crucial effect is that the f-states are moved away from the Fermi level.

### 3.5 Self-interaction-corrected local spin density approximation

In solids containing localized electrons, the failure of LDA, LSD, as well as their gradient improvements can to a large extent be traced to the self-interaction error inherent in these approaches. The self-interaction problem of effective oneelectron theories of solids has been realized for a long time (Cowan, 1967; Lindgren, 1971). The favoured formulation within the DFT framework is due to Perdew and Zunger (Zunger et al., 1980; Perdew and Zunger, 1981).

Consider first a system of a single electron moving in an arbitrary external potential $V_{\text {ext }}(\mathbf{r})$. The wavefunction, $\Psi_{1}$, is the solution to the Schrödinger equation

$$
\begin{equation*}
\left(-\nabla^{2}+V_{\mathrm{ext}}\right) \psi_{1}=\varepsilon_{1} \psi_{1} \tag{17}
\end{equation*}
$$

From this, the energy may easily be calculated as:

$$
\begin{equation*}
\varepsilon_{1}=\left\langle\psi_{1}\right|-\nabla^{2}+V_{\text {ext }}\left|\psi_{1}\right\rangle=T_{0}\left[n_{1}\right]+V_{\text {ext }}\left[n_{1}\right], \tag{18}
\end{equation*}
$$

where the density is simply $n_{1}(r)=\left|\psi_{1}(r)\right|^{2}$, and $T_{0}$ is the kinetic energy and $V_{\text {ext }}$ given by Eq. (9). When the same system is treated within DFT, the energy is written as in Eq. (7), that is, the two additional terms must cancel:

$$
\begin{equation*}
U\left[n_{1}\right]+E_{\mathrm{xc}}\left[n_{1}\right]=0 \tag{19}
\end{equation*}
$$

This is a fundamental property of the true exchange-correlation functional, $E_{\mathrm{xc}}$, valid for any one-electron density. In the LSD, $E_{\mathrm{xc}}$ is approximated, and the self-Coulomb and self-exchange do not cancel anymore. One speaks of spurious self-interactions that are introduced by the approximations in the local functionals (Dreizler and Gross, 1990).

Next we consider a many-electron system. When the electron density is decomposed into one-electron orbital densities, $n=\sum_{\alpha} n_{\alpha}$, it is straightforward to see that the Hartree term, Eq. (8), contains a contribution, $U\left[n_{\alpha}\right]$, that describes the electrostatic energy of orbital $\alpha$ interacting with itself. In the exact DFT, this self-interaction term is cancelled exactly by the self-exchange contribution to $E_{\mathrm{xc}}$ in the sense of Eq. (19) for orbital $\alpha$, but not when approximate functionals are used for $E_{\mathrm{xc}}$. The remedy to the self-interaction problem proposed by Perdew and Zunger (1981) was simply to subtract the spurious self-interactions from the LSD functional for each occupied orbital. Their SIC-LSD functional has the form

$$
\begin{align*}
E^{\mathrm{SIC}-\mathrm{LSD}} & =E^{\mathrm{LSD}}-\sum_{\alpha}^{\text {occ. }} \delta_{\alpha}^{\mathrm{SIC}} \\
& =\sum_{\alpha}^{\text {occ. }}\left\langle\psi_{\alpha}\right|-\nabla^{2}\left|\psi_{\alpha}\right\rangle+V_{\mathrm{ext}}[n]+U[n]+E_{\mathrm{xc}}^{\mathrm{LSD}}\left[n_{\uparrow}, n_{\downarrow}\right]-\sum_{\alpha}^{\text {occ. }} \delta_{\alpha}^{\text {SIC }} . \tag{20}
\end{align*}
$$

Here the sums run over all the occupied orbitals $\psi_{\alpha}$, with the SIC given by

$$
\begin{equation*}
\delta_{\alpha}^{\mathrm{SIC}}=U\left[n_{\alpha}\right]+E_{\mathrm{xc}}^{\mathrm{LSD}}\left[n_{\alpha}\right], \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{\alpha}=\left|\psi_{\alpha}\right|^{2} \tag{22}
\end{equation*}
$$

and $\alpha$ is a combined index comprising all the relevant quantum numbers of the electrons. The spurious self-interactions are negligible for extended orbitals, but are substantial for spatially localized orbitals.

When applied to atoms, the most extreme case where all electrons occupy localized orbitals, the SIC-LSD functional drastically improves the description of the electronic structure (Perdew and Zunger, 1981). In solids, where not all electrons occupy localized orbitals, one has to deal with an orbital-dependent SIC-LSD functional [Eq. (20)]. In addition, since the LSD exchange-correlation functional depends non-linearly on the density, the SIC [Eq. (21)] and hence the SIC-LSD functional [Eq. (20)] are not invariant under unitary transformations of the occupied states, and therefore one is faced with a daunting functional minimization problem (Temmerman et al., 1998).

The minimization condition for the SIC-LSD functional in Eq. (20) gives rise to a generalized eigenvalue problem with an orbital dependent potential as

$$
\begin{equation*}
H_{\alpha} \psi_{\alpha}(\mathbf{r}) \equiv\left[-\nabla^{2}+V^{\mathrm{LSD}}(\mathbf{r})+V_{\alpha}^{\mathrm{SIC}}(\mathbf{r})\right] \psi_{\alpha}(\mathbf{r})=\sum_{\alpha^{\prime}}^{\mathrm{occ} .} \varepsilon_{\alpha \alpha^{\prime}} \psi_{\alpha^{\prime}}(\mathbf{r}), \tag{23}
\end{equation*}
$$

with the Lagrange multipliers matrix, $\varepsilon_{\alpha \alpha^{\prime}}$, ensuring the orthonormality of the orbitals. Since the SIC is only non-zero for localized electrons (Perdew and Zunger, 1981), the localized and delocalized electrons experience different potentials. The latter move in the LSD potentials, defined by the ground state charge density of all the occupied states (including the localized, SIC, states), whereas the former experience a potential from which the self-interaction term has been subtracted. Hence, in this formulation, one distinguishes between localized and itinerant states but treats them on equal footing. The decision whether a state is to be treated as localized or extended is based on a delicate energy balance between band formation and localization. As a result, one has to explore a variety of configurations consisting of different distributions of localized and itinerant states. The minimization of the SIC-LSD total energy functional with respect to those configurations defines the global energy minimum and thus the ground state energy and configuration. In addition, to ensure that the localized orbitals are indeed the most optimally localized ones, delivering the absolute energy minimum, a localization criterion (Pederson et al., 1984, 1985)

$$
\begin{equation*}
\left\langle\psi_{\alpha}\right| V_{\alpha}^{\mathrm{SIC}}-V_{\alpha^{\prime}}^{\mathrm{SIC}}\left|\psi_{\alpha^{\prime}}\right\rangle=0 \tag{24}
\end{equation*}
$$

is checked at every iteration of the charge self-consistency process. The fulfilment of the above criterion is equivalent to ensuring that the Lagrange multiplier matrix in Eq. (23) is Hermitian, and the energy functional is minimal with respect to the unitary rotations among the occupied orbitals. The resulting SICLSD method is a first-principles theory for the ground state with no adjustable parameters. It is important to realize that the SIC-LSD functional subsumes the LSD functional, as in this case all electrons (besides the core electrons) are itinerant, which corresponds to the configuration where SIC is not applied to any orbitals, and thus the solution of the SIC-LSD functional is identical to that of the LSD.

The SIC constitutes a negative energy contribution gained by an f-electron when localizing, which competes with the band formation energy gained by the f-electron if allowed to delocalize and hybridize with the available conduction states. The volume dependence of $\delta_{\alpha}$ is much weaker than the volume dependence of the band formation energy of lanthanide's 4 f (or actinide's $5 f$ ) electrons, hence the overbinding of the LSD approximation for narrow f-band states is reduced when localization is realized.

One major advantage of the SIC-LSD energy functional is that it allows one to determine valencies of the constituent elements in the solid. This is accomplished by realizing different valence scenarios, consisting of atomic configurations with different total numbers of localized and itinerant states. The nominal valence is defined as the integer number of electrons available for band formation, namely

$$
\begin{equation*}
N_{\text {val }}=Z-N_{\text {core }}-N_{\text {SIC }}, \tag{25}
\end{equation*}
$$

where Z is the atomic number, $N_{\text {core }}$ is the total number of core (and semi-core) electrons, and $N_{\text {SIC }}$ is the number of localized, SIC, states. The self-consistent minimization of the total energy with different configurations gives rise to
different local minima of the same functional, $E^{\text {SIC-LSD }}$ in Eq. (20), and hence their total energies may be compared. The configuration with the lowest energy defines the ground state configuration and the ensuing valence, according to Eq. (25). As already mentioned, if no localized states are realized, $E^{\text {SIC-LSD }}$ coincides with the conventional LSD functional, that is, the Kohn-Sham minimum of the $E^{\text {LSD }}$ functional is also a local minimum of $E^{\text {SIC-LSD }}$. A second advantage of the SIC-LSD scheme is that one may consider localized f-states of different symmetry. In particular, the various crystal field eigenstates, either magnetic or paramagnetic may be investigated.

The SIC-LSD still considers the electronic structure of the solid to be built from individual one-electron states, but offers an alternative description to the Bloch picture, namely in terms of periodic arrays of localized atom-centred states (i.e., the Heitler-London picture in terms of the exponentially decaying Wannier orbitals). Nevertheless, there still exist states that will never benefit from the SIC. These states retain their itinerant character of the Bloch form and move in the effective LSD potential. This is the case for the non-f conduction electron states in the lanthanides. In the SIC-LSD method, the eigenvalue problem, Eq. (23), is solved in the space of Bloch states, but a transformation to the Wannier representation is made at every step of the self-consistency process to calculate the localized orbitals and the corresponding charges that give rise to the SIC potentials of the states that are truly localized. These repeated transformations between Bloch and Wannier representations constitute the major difference between the LSD and SIC-LSD methods.

It is easy to show that although the SIC-LSD energy functional in Eq. (20) appears to be a functional of all the one-electron orbitals, it can in fact be rewritten as a functional of the total (spin) density alone, as discussed by Svane (1995). The difference with respect to the LSD energy functional lies solely in the exchangecorrelation functional, which is now defined to be self-interaction free. Since, however, it is rather impractical to evaluate this SIC exchange-correlation functional, one has to resort to the orbital-dependent minimization of Eq. (20).

Since the main effect of the SIC is to reduce the hybridization of localized electrons with the valence band, the technical difficulties of minimizing the SICLSD functional in solids can often be circumvented by introducing an empirical Coulomb interaction parameter $U$ on the orbitals that are meant to be localized, which leads to the LDA $+U$ approach, discussed in Section 3.4. The original derivation of the LDA $+U$ approach (Anisimov et al., 1991) was based on the conjecture that LDA can be viewed as a homogeneous solution of the HartreeFock equations with equal, averaged, occupations of localized d- and/or f-orbitals in a solid. Therefore, as such, it can be modified to take into account the on-site Coulomb interaction, $U$, for those orbitals to provide a better description of their localization. The on-site Hubbard $U$ is usually treated as an adjustable parameter, chosen to optimize agreement with spectroscopy experiments, and thus the method looses some of its predictive power. In contrast, SIC-LSD has no adjustable parameters and is not designed to agree with spectroscopy experiments. The LDA-based band structure is often compared to photoemission experiments. This is because the effective Kohn-Sham potentials can be viewed
as an energy-independent self-energy and hence the Kohn-Sham energy bands correspond to the mean field approximation for the spectral function. In the SICLSD, this argument only applies to the itinerant states that are not SI-corrected. The localized states that have been SI-corrected respond to a different potential, and the solution of the generalized SIC-LSD eigenvalue problem, which is different from the solution to the Kohn-Sham equations in the LDA, no longer corresponds to a mean field approximation of the spectral function. Nevertheless, one can make contact with spectroscopies by performing the so-called $\Delta_{\text {SCF }}$ calculations (Freeman et al., 1987), or utilize the transition state concept of Slater (1951). The most advanced procedure, however, would be to combine the SIC-LSD with the GW approach (see Section 3.7) to obtain both the real and imaginary part of an energy-dependent self-energy and the excitation spectrum for both localized and itinerant states.

Finally, given the above SIC-LSD total energy functional, the computational procedure is similar to the LSD case, that is minimization is accomplished by iteration until self-consistency. In the present work, the electron wavefunctions are expanded in LMTO basis functions (Andersen, 1975; Andersen et al., 1989), and the energy minimization problem becomes a non-linear optimization problem in the expansion coefficients, which is only slightly more complicated for the SIC-LSD functional than for the LDA/LSD functionals. Further technical details of the present numerical implementation can be found in Temmerman et al. (1998).

### 3.6 Local self-interaction-corrected local spin density approximation

A local formulation of the self-interaction-corrected (LSIC) energy functionals has been proposed and tested by Lüders et al. (2005). This local formulation has increased the functionality of the SIC methodology as presented in Section 3.5. The LSIC method relies on the observation that a localized state may be recognized by the phase shift, $\eta_{l}$, defined by the logarithmic derivative:

$$
\begin{equation*}
D_{\ell}=\frac{S \phi_{\ell}^{\prime}(S)}{\phi_{\ell}(S)} \tag{26}
\end{equation*}
$$

passing through a resonance. Here, $S$ denotes the atomic radius, and $\phi_{\ell}(S)$ and $\phi_{\ell}^{\prime}(S)$ are, respectively, the partial wave and its derivative at radius $S$ with angular character $\ell$. Specifically, the phase shift is given as

$$
\begin{equation*}
\tan \left(\eta_{\ell}(E)\right)=\frac{D_{\ell}-D_{0 \ell}^{-}}{D_{\ell}-D_{0 \ell}^{+}} . \tag{27}
\end{equation*}
$$

$D_{0}^{-}$and $D_{0}^{+}$denote the corresponding logarithmic derivatives for the regular and irregular radial waves in zero potential, respectively (Martin, 2004). For a quasilocalized (resonant) state, the phase shift increases rapidly around the energy of that state and goes through a resonance, that is jumps from 0 to $\pi$ passing rapidly through $\pi / 2$. The energy derivative of the phase shift is related to the Wigner
delay-time (Taylor, 1972). If this is large, which is the case for a resonance, the electron spends a long time in the corresponding atomic orbital. Such 'slow' electron will be much more affected by the relaxations of other electrons in response to its presence, and therefore should see a SIC potential.

The phase shift carries all necessary information about the local potential and is the fundamental quantity in the multiple scattering formalism of the electronic structure problem (Martin, 2004). In this approach, the solid state Green's function is formulated in terms of the scattering matrix ( $t$-matrix), which is calculated from the phase shifts for constituent atoms at different angular momentum quantum numbers and a purely geometrical part expressed by the so-called structure constants. For the LSIC formulation, one merely replaces the scattering potential at a given resonant channel with the SIC potential. The local aspect of the approach is due to the SI-corrected potential being confined to the atomic sphere of the correlated atom.

Because of the multiple scattering aspect of the LSIC approach, we can easily calculate the Green's functions and various observables from them for making contact with experiments, most notably the total energy given by Eq. (21) and, as for the full SIC of Section 3.5, also valencies. The great potential of the Green's function formulation of the SIC-LSD method is that it can be easily generalized to study different types of disorder such as chemical, charge, and spin disorder. This is accomplished by combining LSIC with the CPA (Soven, 1967; Gyorffy and Stocks, 1978; Stocks et al., 1978; Faulkner and Stocks, 1981; Stocks and Winter, 1984). The CPA is the best possible single-site mean field theory of random disorder. In conjunction with the DLM formalism for spin fluctuations (Gyorffy et al., 1985; Staunton et al., 1986), the method allows also for different orientations of the local moments of the constituents involved, which will be demonstrated in Section 7.2 on the study of the finite temperature magnetism of the heavy lanthanide elements. The CPA used with the LSIC allows to study chemical disorder by investigating alloys of lanthanides, and to treat valence fluctuations by implementing an alloy analogy for a variety of phases, whose constituents are composed of, for example, two different configurations of a system, say $f^{n}$ and $f^{n+1}$ of a given lanthanide ion. In the latter application, thermal fluctuations are mapped onto a disordered system. If the total energies of these configurations are sufficiently close, one can envisage dynamical effects playing an important role as a consequence of tunnelling between these states. Such quantum fluctuations become important at low temperatures. In Section 7.3, we explore the thermal fluctuations for the study of the $\mathrm{Ce} \alpha \rightarrow \gamma$ phase transition at finite temperatures, and in Section 8, we outline how to evaluate the quantum fluctuations. To fully take into account the finite temperature effects, one has to calculate the free energy of a system (pseudo-alloy), as a function of temperature, $T$; volume, $V$; and concentration, $c$, namely

$$
\begin{equation*}
F(T, c, V)=E_{\mathrm{tot}}(T, c, V)-T\left(S_{\mathrm{el}}(T, c, V)+S_{\mathrm{mix}}(c)+S_{\mathrm{mag}}(c)+S_{\mathrm{vib}}(c)\right) \tag{28}
\end{equation*}
$$

Here $S_{\mathrm{el}}$ is the electronic (particle-hole) entropy, $S_{\text {mix }}$ the mixing entropy of the alloy, $S_{\text {mag }}$ the magnetic entropy, and $S_{\text {vib }}$ the entropy originating from the lattice vibrations. The discussion of cerium in Section 7.3 includes finite temperature effects along these lines.

### 3.7 The GW method

The GW method (Hedin, 1965; Aryasetiawan and Gunnarsson, 1998) is aimed at a precise determination of the excitations of the solid state system, which is fundamentally different from the focus on ground state properties of the density functional methods outlined in the preceding sections. In GW, the central object is the Green's function (Mahan, 1990). The excitation (quasi-particle) energies $\omega_{\alpha}$ including correlations are expressed through the following equation

$$
\begin{equation*}
\left(\omega_{\alpha}-\hat{H}_{0}\right) \psi_{\alpha}(\mathbf{r})-\int \Sigma\left(\omega_{\alpha}, \mathbf{r}, \mathbf{r}^{\prime}\right) \psi_{\alpha}\left(\mathbf{r}^{\prime}\right) \mathrm{d}^{3} \mathrm{r}^{\prime}=0 \tag{29}
\end{equation*}
$$

Here, $\hat{H}_{0}$ denotes the Hamiltonian for the uncorrelated (reference) system, whereas $\psi_{\alpha}$ denote the quasi-particle wavefunctions and $\Sigma$ is the self-energy. The physical meaning of this equation is that $\Sigma$, through the integration in the last term, causes a shift of the eigenenergy from $\varepsilon_{\alpha}$ in the non-interacting case (assuming $\hat{H}_{0} \psi_{\alpha} \sim \varepsilon_{\alpha} \psi_{\alpha}$ ) to $\omega_{\alpha}$ with interactions turned on. Obviously, $\Sigma$ is the crucial quantity to determine. The Green's function $G$ of the interacting system is in fact given by

$$
\begin{equation*}
G(\omega)=\left(\omega-\varepsilon_{\alpha}-\Sigma\right)^{-1}, \tag{30}
\end{equation*}
$$

so that Eq. (29) may be seen as a search for poles in G.
The GW method takes its name from the approximation invoked to calculate $\Sigma$, namely $\Sigma=G_{0} W$, or explicitly

$$
\begin{equation*}
\Sigma\left(\omega, \mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{i}{2 \pi} \int G_{0}\left(\omega+\omega^{\prime}, \mathbf{r}, \mathbf{r}^{\prime}\right) W\left(\omega^{\prime}, \mathbf{r}, \mathbf{r}^{\prime}\right) \mathrm{d} \omega^{\prime} \tag{31}
\end{equation*}
$$

In this equation, $G_{0}$ is the Green's function of the uncorrelated reference system, whereas $W$ denotes the screened Coulomb interaction. Commonly, $G_{0}$ is constructed from an LDA or LDA $+U$ band structure, in which case, the reference system strictly speaking is not uncorrelated, but the potential due to correlation is the exchange-correlation potential, $V_{\mathrm{xc}}$, which is explicitly known and can be subtracted from $\Sigma$, namely $\Sigma=\Sigma-V_{\mathrm{xc}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$.

In terms of the wavefunctions, $\psi_{\alpha}^{0}(\mathbf{r})$, of the reference system and the corresponding eigenenergies, $\varepsilon_{\alpha}$, the reference Green's function reads

$$
\begin{equation*}
G_{0}\left(\omega, \mathbf{r}, \mathbf{r}^{\prime}\right)=\sum_{\alpha} \frac{\psi_{\alpha}^{0}(\mathbf{r}) \psi_{\alpha}^{0 *}\left(\mathbf{r}^{\prime}\right)}{\omega-\varepsilon_{\alpha} \pm i \delta} \tag{32}
\end{equation*}
$$

where the sum is over the eigenstates of the reference system. The $\pm i \delta$ in the denominator in Eq. (32) is introduced as a mathematical trick to distinguish between occupied and unoccupied states.

The bare interaction between an electron in the position $\mathbf{r}$ and another electron in the position $r^{\prime}$ is

$$
\begin{equation*}
V\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=\frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{33}
\end{equation*}
$$

that becomes screened by the presence of the other electrons in the solid. This screening is expressed through the dielectric function, $\varepsilon\left(\omega, \mathbf{r}, \mathbf{r}^{\prime}\right)$, so that the effective interaction is

$$
\begin{equation*}
W\left(\omega, \mathbf{r}, \mathbf{r}^{\prime}\right)=\int \varepsilon\left(\omega, \mathbf{r}, \mathbf{r}^{\prime}\right) V\left(\mathbf{r}^{\prime}-\mathbf{r}\right) \mathrm{d}^{3} \mathbf{r}^{\prime} \tag{34}
\end{equation*}
$$

which defines the second ingredient of the GW method, Eq. (31). Note that the pure exchange, Hartree-Fock, approximation can also be expressed as a GV method.

The difficult part of this method is the evaluation of the dielectric function. In the simplest meaningful approximation, this is accomplished in the random phase approximation, in which $\varepsilon$ is given explicitly in terms of the $\psi_{\alpha}^{0}(\mathbf{r})$ and $\varepsilon_{\alpha}$ of the reference system [see, e.g., Hybertsen and Louie (1986), Godby et al. (1988), Mahan (1990), and Aryasetiawan and Gunnarsson $(1994,1998)$ for technical details]. In the random phase approximation, the screening is mediated through the excitations of electron-hole pairs. The screening is dynamic leading to the $\omega$-dependence of $\varepsilon$ and hence $\Sigma$. This then leads to the very non-linear dependence on $\omega_{\alpha}$ in Eq. (29). Further complications arise because $\varepsilon$ is a complex valued function, the imaginary part contributing to finite lifetimes of quasi-particles.

A final issue to consider is which reference system is best suited. By far, most applications have used LDA as starting point, but for optimum consistency, the initial band structure should reflect as closely as possible the final result, for example for a semi-conductor, the screening properties are quite dependent on the fundamental gap, which however is consistently underestimated in the LDA and GGA band structures. This is in particular a problem when the LDA band structure is metallic, as happens for Ge (van Schilfgaarde et al., 2006a) and InN (Rinke et al., 2006). Likewise, for lanthanides, because of the localized nature of the f electrons, LDA and GGA are inadequate reference band structures for GW, whereas SIC-LSD or LDA $+U$ might be better suited. Unfortunately, no GW calculations of this sort have been reported for lanthanide systems. Recently, van Schilfgaarde et al. (2006b) in their quasi-particle self-consistent GW approximation suggested to iterate the input band structure to the point that it comes as close as possible to the GW output band structure, which is the most consistent choice, but evidently requires more computing effort. They applied their approach to the lanthanide elements Gd and Er, as well as to the compounds GdAs and ErAs, and GdN, ErN, and YbN (Chantis et al., 2007). The calculations show the occupied f-bands shifted away from the Fermi level, with some multiplet-like splittings, showing good agreement with experimental photoemission spectra. The unoccupied f-bands appear 1-3 eV above their experimental positions. All in all, as far as the f-manifold is concerned, the GW band structure is quite LDA $+U$ like, as
indeed suggested by Anisimov et al. (1997). However, the authors do not find a straightforward mapping from GW to the appropriate parameters for LDA $+U$.

The greatest success of the GW method has hitherto been in the semiconducting solids, where the underestimate of the fundamental gap within LDA/GGA is greatly improved (Hybertsen and Louie, 1986; van Schilfgaarde et al., 2006b).

### 3.8 Dynamical mean field theory

The DMFT (Georges et al., 1996; Kotliar et al., 2006; Held, 2007) is a general framework for incorporating the self-energy of a correlated atom into the solid state environment. The basic assumption is that the correlation effects are local in nature, so that as a first step, the self-energy for a single atom may be computed in an otherwise uncorrelated environment, the conduction electron bath, which is described by the Green's function $G_{\text {bath }}$, that is:

$$
\begin{equation*}
\Sigma=\Sigma\left(G_{\mathrm{bath}}\right) . \tag{35}
\end{equation*}
$$

This constitutes the DMFT impurity problem. Subsequently, the Green's function for the solid is constructed from

$$
\begin{equation*}
G^{-1}=G_{0}^{-1}-\Sigma\left(G_{\mathrm{bath}}\right), \tag{36}
\end{equation*}
$$

where $G_{0}$ is the Green's function of the uncorrelated solid, Eq. (32). From $G$, the solid state excitations can be obtained, for example the spectral function (generalized DOS) $A_{n \mathbf{k}}(\omega)$ is given as:

$$
\begin{equation*}
A_{n \mathbf{k}}(\omega)=\left|\frac{1}{\pi} \operatorname{Im} G_{n \mathbf{k}}(\omega)\right| \tag{37}
\end{equation*}
$$

for the quasi-particle labelled by band and k-vector index $n \mathbf{k}$.
An intriguing aspect of DMFT is that the effective bath to be used in the impurity problem, Eq. (35), may be determined by averaging the solid state Green's function in Eq. (36) and subtracting the correlation term $(-\Sigma)$, namely

$$
\begin{equation*}
\left[G_{\mathrm{bath}}(\omega)\right]^{-1}=\left(\frac{1}{N_{k}} \sum_{\mathbf{k}}^{\mathrm{BZ}} G_{\mathbf{k}}(\omega)\right)^{-1}+\Sigma(\omega) \tag{38}
\end{equation*}
$$

Here, we explicitly write the averaging as a sum over the BZ. Hence, the imposed self-consistency condition is that the $G_{\text {bath }}$ put into Eq. (35) should equal the $G_{\text {bath }}$ extracted from Eq. (38) with Eq. (36). This is usually obtained via an iteration process (the DMFT self-consistency cycle).

Crucial to all DMFT calculations is how $\Sigma\left(G_{\text {bath }}\right)$ is evaluated. There are many possibilities and the quality of the calculation depends on this. Two aspects need to be specified, namely the model adopted to describe the correlation effects of the impurity atom and the method/approximation used to solve the impurity problem (the impurity solver), once the model has been chosen. The choice of the model requires physical insight. The Hubbard model (Hubbard, 1963) is the
favoured choice in most approaches. Usually, it is necessary to reduce the number of degrees of freedom involved in the correlation problem to a minimum for computational reasons. Generally, the uncertainty of the double-counting term, haunting the LDA $+U$ method (Section 3.4), also prevails in the DMFT treatment. The method of solving the impurity problem can be either numerical, as in the Quantum Monte Carlo and exact diagonalization methods, or rely on approximate methods (which again require physical insight), for example perturbation theory. For details, we refer the reader to the recent reviews of DMFT (Kotliar et al., 2006; Held, 2007). In Section 6.1, we describe results of a particularly simple DMFT implementation that is well applicable to lanthanide compounds, in which the full multiplet structure of the lanthanide ion is computed; however, it ignores the coupling to the conduction sea.

Many DMFT calculations have been reported in recent years, the majority discussing 3d systems, but also several dealing with actinides. Less attention has been paid to the lanthanides, most probably because the atomic limit, as outlined Section 6.1, is sufficient for an accurate description in most cases. An important exception is the $\gamma-\alpha$ transition in cerium, which has been the subject of several studies (Held et al., 2001; Zölfl et al., 2001; McMahan et al., 2003; Haule et al., 2005; Amadon et al., 2006), all using the Hubbard model, but with various impurity solvers. Ce compounds have also been studied based on the Hubbard model (Lægsgaard and Svane, 1998; Sakai et al., 2005; Sakai and Shimuzi, 2007).

## 4. VALENCE AND VALENCE TRANSITIONS

### 4.1 Determining valence

Valence is a chemical concept but can be very useful in describing the lanthanides in the solid state, as it is strongly linked to their physical properties. In particular, valence changes can lead to anomalies of lattice parameters across the elemental lanthanides and their monopnictides and monochalcogenides (Jayaraman, 1978). Most of the lanthanide atoms in solids are trivalent, although in the atomic state, most are divalent (Gschneidner, 1971). However, there are exceptions to this rule, $\mathrm{Eu}, \mathrm{Yb}$ metals are divalent, and in some compounds $\mathrm{Eu}, \mathrm{Sm}, \mathrm{Tm}$, and Yb , can be either divalent or trivalent (Gschneidner, 1969). On the other hand, Ce, and its phases and compounds, can be either trivalent or tetravalent. Of course, not all the lanthanides and their compounds can be associated with an integer valence, and some of them are classified as intermediate- or mixed-valent systems, as it is the case for the heavy fermion materials.

In the ionic picture, divalent, trivalent, or tetravalent valence means that two, three, or four electrons, respectively, are chemically active. In the solid state context, lanthanide valence means that two, three, or four valence bands are occupied by two, three, or four electrons. In addition, unlike in the ionic picture, these valence band electrons can have $s, p, d$, and even $f$ character, as it is often the case for the lanthanide materials.

The effect of SIC is different between atoms and solids. In the case of atoms, the levels are being populated in steps of one electron and the self-interaction is always large. In the solid state, the occupancy of a particular orbital can vary between zero and one, and whether to apply the SIC is determined by a competition between the band formation energy (no SIC) and the localization energy (application of SIC) of each of the bands. This leads to a definition of valence because the SI-corrected, localized, states are well separated from the valence states and are no longer available for bonding and band formation. In the SICLSD method, one calculates valence from first-principles, by comparing local energy minima corresponding to different valence scenarios composed of different numbers of localized and itinerant electrons. As mentioned earlier, this comparison establishes the nominal valence to be given by

$$
N_{\text {val }}=Z-N_{\text {core }}-N_{\text {SIC }},
$$

with $Z$ being the atomic number, $N_{\text {core }}$ the total number of core (and semi-core) electrons, and $N_{\text {SIC }}$ the number of localized, SI-corrected, states. Thus, in the SICLSD approach, these are the localized, SI-corrected, electrons that define the valence, and we shall come back to this point later.

It was postulated by Gschneidner (1971), more than 30 years ago, that there exist two types of f electrons in lanthanide materials, of which an integer number are atomic-like and a small, fractional number are band-like. Our ab initio approach confirms this dual character of f electrons, with the localized ones determining valence, and the itinerant ones, appearing at the Fermi level and hybridizing with the other, $s, p$, and d conduction electrons, being responsible for valence transitions, observed in many of the lanthanides systems. As, we shall discuss in the following, there exists a critical fractional number of these itinerant f electrons, above which, the solid will want to reduce its valence by localizing an additional electron. Such valence, and indeed also structural and magnetic, transitions can happen due to pressure or temperature.

### 4.2 Valence of elemental lanthanides

As already mentioned, in the SIC-LSD approach, one deals with the split f-manifold. The localized f electrons are responsible for establishing the ground state valence of the elements, based on the total energy considerations involving different valence configurations. In Figure 4, we show the total energy differences between the divalent and trivalent scenarios for all the lanthanide elemental solids, and their sulphides (which will be discussed in Section 4.3), as calculated within the SIC-LSD approach. As we are only interested in trends in valence across the lanthanide series, for simplicity, all calculations have been performed in the fcc structure, assuming in addition the ferromagnetic ordering of spins. The energy differences seen in Figure 4 are large and positive at the beginning of the lanthanide series, indicating preference for the trivalent state, but towards the middle of the series, they fall sharply, eventually becoming negative for Eu. This marks the change of valence to divalent state. From Eu to Gd, one observes a discontinuous jump due to the switch to a trivalent state at Gd, from where the


FIGURE 4 Total energy differences between divalent and trivalent elemental lanthanide metals (open circles) and their sulphides (solid circles). The dashed line shows the experimental values for the lanthanide metals. The calculated energy differences have been uniformly shifted upwards by 43 mRy to reproduce the valence transition pressure of 6 kbar in SmS . This rigid shift is sufficient to reproduce the correct valence states of the whole lanthanide metal series and their compounds.
behaviour of the energy differences repeats the one at the beginning of the series, until the arrival at Yb where a switch to divalence occurs.

To understand these anomalous changes in energies, in Figure 5, we show the corresponding energy differences as a function of the change in the number of itinerant $f$ electrons across the lanthanide series, and also for the sulphides. One sees clearly the change from positive to negative values occurring when the number of itinerant electrons in the trivalent solid reaches the value of about 0.7 , at which point, it is more favourable for the system to switch its valence to divalent. As observed above, these changes of valence happen for Eu and Yb , and these are precisely the elements for which one observes the dramatic jumps of lattice parameters now displayed in comparison with experiment in Figure 6. The agreement is very good and the anomalies are well reproduced. What we have learned from these $a b$ initio SIC-LSDA calculations is that the dual character of the f electrons, postulated many years ago by Gschneidner (1971), can be understood from first principles and that both types of electrons play a different role in these systems. The localized electrons determine the valence and the magnetic and optical properties, whereas the valence transitions are driven by the itinerant $f$ electrons. The latter are the conduction $f$ electrons that hybridize strongly with the $s, p$, and $d$ valence electrons, contributing to the DOS at the Fermi energy and establishing the Fermi surface. These itinerant $f$ electrons exist only in the trivalent solids and, unlike the localized fs, they participate to bonding (Gschneidner, 1993).


FIGURE 5 The energy differences between the divalent and trivalent valence states of the elemental lanthanides (open circles) and their sulphides (solid circles) versus the difference between the fractional numbers of itinerant $f$ electrons in the two valence states.


FIGURE 6 The calculated equilibrium atomic sphere radii, $S$, (open circles) and their experimental counterparts (solid circles) for all the lanthanide elements. The atomic sphere radius is defined in the caption of Figure 1.

### 4.3 Valence of pnictides and chalcogenides

At ambient conditions, the lanthanide monopnictides $\mathrm{RX}(\mathrm{X}=\mathrm{N}, \mathrm{P}, \mathrm{As}, \mathrm{Sb}, \mathrm{Bi})$ and monochalcogenides $R X(X=0, S, S e, T e, \mathrm{Po})$ crystallize in the NaCl structure. Given the combination of an electropositive R-ion with an electronegative pnictide or chalcogenide, one might assume that an ionic picture can be applied here. But based on the observed properties, Rhyne and McGuire (1972) proposed a classification distinguishing between the so-called valence balanced compounds Pnictide ${ }^{3-} \mathrm{R}^{3+}$, Chalcogenide ${ }^{2-} \mathrm{R}^{2+}$, and valence unbalanced compounds such as

Chalcogenide ${ }^{2-} \mathrm{R}^{3+}$. The former being mostly ionic insulators, although there are exceptions, and the latter being mostly conductors.

The overall electronic properties of the lanthanide pnictides and chalcogenides are mainly determined by the $f-f$ and $f-d$ overlap between the corresponding orbitals on neighbouring lanthanide sites, and the f-p overlap between the lanthanide-sites and the pnictogen/chalcogen ion. While the $\mathrm{f}-\mathrm{f}$ overlap in principle leads to narrow band formation, the corresponding small gain in energy has to compete with the strong intra-atomic correlations among the f-electrons that tend to localize them. As we will show, the difference between the valence balanced and valence unbalanced compounds is related to the competing trends of f-electron localization and f-band formation. In all our calculations, we assume the rock salt structure and ferromagnetic arrangement of spins. The reason is that the true magnetic structures of the lanthanide compounds are not always known.

### 4.3.1 The pnictides

The lanthanide pnictides have been studied extensively, given their potential applications. An overview of their electronic and magnetic properties has recently been written by Duan et al. (2007). An earlier review of the lanthanide pnictides can be found in Hulliger (1979). In this section, we shall mainly concentrate on the valencies of the lanthanide-ions, and the resulting electronic structure, as obtained within the SIC-LSD approach. In a simple ionic picture, one expects the pnictides to be trivalent insulators. The reason being that the pnictide ion, when alloyed with the lanthanide element, can accommodate additional three electrons through charge transfer and hybridization. The resulting trivalent lanthanide-ion configuration is confirmed by experiment and the present calculations. Many of these compounds, however, turn out not to be insulators.

Among the nitrides, only NdN, GdN, TbN, and DyN definitely order ferromagnetically, SmN is anti-ferromagnetic, and most of the remaining nitrides have not been investigated in sufficient detail for their magnetic structure to be unambiguously defined. The SIC-LSD study of the lanthanide-nitrides in the ferromagnetically ordered state finds all the compounds, from Pr onwards, to be trivalent in the ground state (Aerts et al., 2004). CeN is found to prefer, energetically, the tetravalent configuration. The calculated energy difference, $E_{\mathrm{II}}-E_{\mathrm{III}}$, between the divalent and trivalent configurations, is shown in Figure 7. As expected, the trend is towards a strongly trivalent state at the beginning of the series, and a decreasing energy difference as a function of filling up the f-shell up to Eu. Trivalent Gd is again very energetically favourable, given the half-filled f-shell, after which the energy trend repeats itself. The divalent configuration, however, does not become favourable for any of the nitrides. The calculated lattice parameters (Aerts et al., 2004) are compared to the experimental values (Wyckoff, 1968) in Figure 8. The jump between Ce and Pr is due to the valence change from tetravalent to trivalent. The overall agreement is very good, even though for some of the lighter lanthanides, the unexplained irregularities in the experimental data seem to reflect the relatively limited quality of the samples available at the time.

In Table 2, we show the spin-resolved band gaps and densities of states of each material at the Fermi energy. It is clear from the table that our SIC-LSD


FIGURE 7 Total energy differences (in eV ) between divalent and trivalent scenarios for lanthanide nitrides (triangles). The results for elemental lanthanides (diamonds) are repeated for an easy comparison (including 43 mRy correction, but not for the nitrides).
calculations find most of the light lanthanide nitrides to be half-metallic. Only CeN is metallic because it exists in the tetravalent state (in fact the trivalent state is also just metallic). $\mathrm{TbN}, \mathrm{DyN}$, and HoN are found to be narrow band gap insulators, and $\mathrm{ErN}, \mathrm{TmN}$, and YbN are metallic in both spin-channels, with the Fermi energy lying at the bottom of the spin-down 4f-states, leading to a rather large spin-down DOS at the Fermi energy. The insulating (semi-conducting), halfmetallic, and full metallic behaviours that we have predicted for lanthanide nitrides is a consequence of the nitrogen $p$ and the band-like lanthanide f-states occurring in the same energy window, in the vicinity of the Fermi level, which leads to strong hybridization of these states. Our results seem to suggest that lanthanide nitrides and their alloys may enable us to fabricate materials with a wide and continuous range of useful properties, particularly with regard to spin filtering applications where they may provide alternatives to the lanthanide chalcogenides already in use for this purpose (Moodera et al., 1993; Worledge and Geballe, 2000; Filip et al., 2002; LeClair et al., 2002).

The total and species-decomposed spin magnetic moments are displayed in Table 3. There we also present the lanthanide orbital moments. With the exceptions of $\mathrm{ErN}, \mathrm{TmN}$, and YbN , the spin magnetic moments of these materials take on an integer value. This indicates that these systems are either insulating (Tb-, Dy-, and Ho-nitrides) or half-metallic (Pr- to Gd-nitrides), since one needs at least one full band in one of the spin channels to obtain an integer value for the spin magnetic moment. CeN is a non-magnetic metal, and the last three compounds of the series are metallic in both spin-channels. These results are as one would expect; the spin magnetic moment is dominated by the rare earth f-electrons, with some hybridization yielding small contributions from the rare


FIGURE 8 Lattice parameters of the lanthanide nitrides. The open circles are the experimental values, whereas the solid circles are the calculated lattice parameters.

TABLE 2 Spin-resolved band gaps (in Ry) and densities of states (in states/Rydberg/formula unit) at the Fermi energy for the lanthanide nitrides

|  | Band gap |  |  | DOS |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
| Material | Spin up | Spin down |  | Spin up |  |
| CeN | 0 | 0 | 15.37 | Spin down |  |
|  |  |  |  | 15.37 |  |
| PrN | 0 | 0.039 | 0.0001 | 0 |  |
| NdN | 0 | 0.065 | 0.068 | 0 |  |
| PmN | 0 | 0.076 | 31.77 | 0 |  |
| SmN | 0 | 0.095 | 154.56 | 0 |  |
| EuN | 0 | 0.107 | 69.85 | 0 |  |
| GdN | 0 | 0.082 | 0.065 | 0 |  |
|  |  |  |  |  |  |
| TbN | 0.008 | 0.052 | 0 | 0 |  |
| DyN | 0.018 | 0.058 | 0 | 0 |  |
| HoN | 0.031 | 0.004 | 0 | 0 |  |
|  | 0 | 0 | 0.682 |  |  |
| ErN | 0 | 0 | 1.52 | 69.57 |  |
| TmN | 0 | 0 | 1.72 | 220.78 |  |
| YbN | 0 |  |  | 93.18 |  |

TABLE 3 Total and species-decomposed spin magnetic moments $\left(M_{s}\right)$ of the rare earth nitrides. All values are in Bohr magnetons ( $\mu_{\mathrm{B}}$ ). The contribution of the empty spheres to the total spin magnetic moments is not shown. Because of these empty spheres that were introduced in the unit cell to increase the accuracy of the calculation, the sum of the $R$ and $N$ spin magnetic contributions does not give the total spin magnetic moment. The lanthanide orbital moment ( $M_{\mathrm{L}}$ ) assumes that the lanthanide ions obey Hund's rules

| Material | Ms |  |  | $\frac{M_{\mathrm{L}}}{\text { R }}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $R$ | $N$ | Total |  |
| CeN | 0.0 | 0.0 | 0.0 | 0.0 |
| PrN | 2.07 | -0.08 | 2.00 | -5.0 |
| NdN | 3.10 | -0.11 | 3.00 | -6.0 |
| PmN | 4.13 | -0.14 | 4.00 | -6.0 |
| SmN | 5.22 | -0.24 | 5.00 | -5.0 |
| EuN | 6.30 | -0.30 | 6.00 | -3.0 |
| GdN | 7.01 | -0.04 | 7.00 | -0.0 |
| TbN | 5.97 | 0.01 | 6.00 | 3.0 |
| DyN | 4.93 | 0.05 | 5.00 | 5.0 |
| HoN | 3.91 | 0.08 | 4.00 | 6.0 |
| ErN | 2.90 | 0.09 | 2.99 | 6.0 |
| TmN | 1.83 | 0.12 | 1.96 | 5.0 |
| YbN | 0.79 | 0.14 | 0.94 | 3.0 |

earth s-d electrons and the nitrogen p-states. This indicates that the nitrogen $p$-states occur in the same energy range as the valence rare earth states, allowing hybridization to occur. It is interesting to note that the contribution from the nitrogen atom to the spin moment changes sign half way through the series and becomes parallel to the lanthanide's spin moment. It appears that the nitrogen moment wants to point anti-parallel to the partially occupied majority f-spin channel.

With respect to the trends in the $R X$ series as a function of pnictide $X(X=N, P$, $\mathrm{As}, \mathrm{Sb}, \mathrm{Bi}$ ), a number of SIC-LSD investigations have been published, respectively for CeX (Svane et al., 1996, 1998), PrX (Vaitheeswaran et al., 2004), SmX (Svane et al., 2005), EuX (Horne et al., 2004), and YbX (Temmerman et al., 1999). Generally, it has been found that the tendency towards trivalence decreases with increasing anion size, that is from N to Bi . The larger pnictide ions push the lanthanide-ions further apart, thus decreasing the mutual $\mathrm{f}-\mathrm{f}$ and $\mathrm{f}-\mathrm{d}$ overlaps. As a consequence, band formation becomes less favourable as the lanthanide size increases, resulting in less gain of band formation energy, and the gain in SIC-localization energy becoming relatively more important. Eventually, as is the case with the late Eupnictides and Yb-pnictides, the SIC-energy becomes the more important energy scale, localizing an additional electron in the divalent ground state configuration.

In Figure 9A, the band structure for PrSb is shown. Here Pr is assumed to be in its trivalent ground state configuration. The lowest lying bands, around -0.6 Ry
relative to the Fermi level, are mainly due to the Sb s-state, which is well separated from the remaining valence bands. Just below the Fermi level, we find the Sb p-band that is highly hybridized with Pr s- and d-states. The cluster of bands situated at $0.02-0.2$ Ry above the Fermi level is due to the itinerant f-states of Pr. The two localized Pr f-states are not shown in the figure. PrSb remains metallic as hole pockets in the vicinity of the $\Gamma$-point compensate electron pockets around the $X$ points. The major contribution to the DOS at the Fermi level comes from the d-states of Pr and the p -states of Sb . As can be seen from Figure 9B, the resulting DOS at the Fermi level is rather low, which makes PrSb a semi-metal, in agreement with results from an LDA $+U$ calculation (Ghosh et al., 2003). With respect to the f-bands, we notice some hybridization with the spd-band, but the main part is bundled in the two large, exchange split peaks above the Fermi level.

For a given pnictogen, as we move through the lanthanide series, the lanthanide contraction results in increased localization of the f-electrons that, as we have seen for the RN compounds in Figure 7, results in a decreasing $E_{\text {II }}-E_{\text {III }}$. The


FIGURE 9 Band structure (A) and DOS (B) of trivalent PrSb. In (A), the dotted line marks the Fermi level. In (B), the energy (in Ry relative to the Fermi level) is plotted along the $x$-axis and the DOS (in units of states $\mathrm{Ry}^{-1}$ per formula unit) along the $y$-axis. The full curve is the total DOS whereas the dotted curve gives the itinerant $\operatorname{Pr} f$ partial DOS. The SIC localized states are not shown.
increasing trend towards localization also means that the corresponding f-state energy levels move towards lower energies, that is they move closer to the pnictogen p-band. This can be observed, for example, in the previously described PrSb DOS depicted in Figure 9B, as compared with the DOS of SmAs shown in Figure 10. In the latter, we find two narrow Sm f resonances situated just above the Fermi level. With increasing localization of the lanthanide ion f-electrons, the itinerant f-peak gets pinned to the Fermi level, and as they move to lower energies, they start filling up with valence electrons. It was shown earlier that the degree of populating the delocalized narrow f-peak is correlated with $E_{\mathrm{II}}-E_{\mathrm{III}}$, in the sense that the SIC energy is related to the occupied f-states and becomes increasingly important as the f-peak is being occupied, eventually preferring to localize. Thus, the increased occupancy of the f-peak explains the observed trend in valence as a function of lanthanide ion.

Parallel to the observed trend towards filling up the f-peak as a function of the lanthanide ion, one also observes increased occupancy for a given lanthanide as one moves through the pnictide series from N to Bi . Again this can be correlated to the corresponding $E_{\text {II }}-E_{\text {III }}$. In the Sm pnictides, for example, the preference for a trivalent ground state configuration is reduced from 135 mRy per formula unit in SmN to only 6 mRy per formula unit in SmBi (Svane et al., 2005). This trend is explained by the fact that with decreasing electronegativity, the p-bands move up in energy, which results in the Fermi energy moving progressively into the f-peak when going from N to Bi . As this happens, the pnictide p-bands are intersected at the top by the narrow f-band which pins the Fermi level.

The two trends of f-peak moving towards lower energies with increasing f-electron localization, and of the p-band moving towards higher energies with decreasing electronegativity, culminate for the Eu pnictides and Yb pnictides, and the resulting large degree of occupancy of the f-peak means that the gain in


FIGURE 10 DOS with respect to the Fermi energy of trivalent SmAs. The full line shows the total DOS and the dotted line shows the Sm contribution. The SIC localized states are not shown.

SIC-energy becomes large enough to overcome the loss in band formation energy. Thus, from the calculated $E_{\text {II }}-E_{\text {III }}$, we observe that this energy difference eventually turns marginally positive or even negative for the later Eu pnictides, EuAs, EuSb , and EuBi , and YbBi . These findings are in good agreement with experiment, where it turns out that neither of the latter compounds exists in the NaCl structure (Iandelli and Franceschi, 1973), and one might speculate that this is due to the fact that the trivalent configuration is no longer stable in these compounds. Thus, EuAs adopts the hexagonal $\mathrm{Na}_{2} \mathrm{O}_{2}$ crystal structure (Ono et al., 1971; Wang et al., 1977), that is a distortion of the NiAs structure due to the formation of anionanion pairs. In conclusion, although the large majority of the lanthanide pnictides prefer the trivalent ground state configuration, the trend towards trivalence decreases with cation size from Ce to Eu , and again from Gd to Yb , as well as with anion size from N to Bi . In the Eu series, the N and P are still sufficiently electronegative to support the charge transfer of three electrons resulting in $\mathrm{Eu}^{3+}$ ions, but starting with EuAs, seven f-electrons remain localized at the Eu site, and an eventual NaCl structure, with divalent Eu ions, is unstable to structural transition towards the $\mathrm{Na}_{2} \mathrm{O}_{2}$ crystal structure.

### 4.3.2 The chalcogenides

In many respects, the chalcogenides are similar to the pnictides, crystallizing in the same NaCl structure and with the s-, p-, and d-states situated at the same energy ranges as their corresponding neighbours to the left in the Periodic Table. Nevertheless, with respect to the electronic structure, they differ dramatically from each other, which can be traced to the fact that with one additional p-electron, there is only space for accommodating two additional electrons in the valence band, through charge transfer and hybridization. As a consequence, an eventual trivalent ground state is forced to accommodate the third electron in the narrow f-peak, which results in many more compounds being situated at the boundary of the trivalent-divalent phase transition. A divalent ground state configuration is in agreement with the ionic picture for chalcogenides.

Calculations with the SIC-LSD method of the lanthanide-sulphides (Strange et al., 1999) have shown that divalence already sets in here, although only with respect to the lanthanide ions $\mathrm{Sm}, \mathrm{Eu}$, and Yb , as can be seen from Figure 11. At the beginning of the lanthanide series, the empty f-levels are held well above the Fermi level, and the third electron is accommodated in the states at the bottom of the broad sd-band. As the atomic number increases, the f-levels move closer to the Fermi level and start picking up electrons. As we reach SmS, the state immediately above the Fermi level is almost entirely of f character, and the electrons now filling up the narrow peak prefer to localize, resulting in a divalent ground state. This behaviour occurs in the light lanthanide from CeS to EuS, and is repeated in the heavy lanthanide from GdS to YbS .

For the lanthanide chalcogenides, it was demonstrated experimentally that $\mathrm{Sm}, \mathrm{Eu}$, and Yb are divalent in their sulphide, selenide, and telluride compounds, while Tm becomes divalent for the telluride phase only (Jayaraman, 1978, 1979). The SIC-LSD calculations find all the Eu chalcogenides, including EuO, to be insulators in the ferromagnetic state, and to have a divalent configuration


FIGURE 11 Total energy differences (in eV) between divalent and trivalent scenarios for lanthanide sulphides (squares). The results for elemental lanthanides (diamonds) are repeated for an easy comparison (including 43 mRy correction also applied to sulphides).
(Horne et al., 2004). For the Yb chalcogenides, the divalent state is seen to be favoured in all cases by $35-70 \mathrm{mRy}$ (Svane et al., 2000). Both of these results are thus in good agreement with experiment. With respect to the Sm chalcogenides already in Sm monoxide, the divalent $f^{6}$ configuration is found to be energetically most favourable, by 6 mRy , and in SmS by 15 mRy (Svane et al., 2005). Hence, the SIC-LSD predicts a Sm valence transition between the pnictides and chalcogenides, as shown in Figure 12. This is not in complete agreement with the experimental picture, according to which the divalent and trivalent ground states in SmS are almost degenerate, while Sm in SmO is trivalent and metallic (Krill et al., 1980; Leger et al., 1980). Thus, it appears that the SIC-LSD functional overestimates the tendency for divalence by approximately 15 mRy in SmS. Assuming this error to be similar for all SmX compounds, this would imply that the calculated energy balance curve in Figure 12 lies too high by approximately 15 mRy . In Figure 12, we therefore include a calibrated energy curve (dashed line) when 15 mRy correction is subtracted from the calculated trivalent-divalent energy difference. In the paper by Strange et al. (1999), a similar uniform calibration of 43 mRy (this uniform energy shift is already included in Figure 11) was applied to the trivalent-divalent energy difference of the lanthanide sulphides in order to account for the experimentally observed valence of SmS . The different size of the calibrating energy shift can to a large extent be traced to the neglect of spin-orbit coupling in the former work of Strange et al. (1999).

In the Tm chalcogenides, the calculated energy differences between divalent $f^{13}$ and trivalent $f^{12}$ are found to be $-1.2,-13.5,-24.3$, and -37.3 mRy for TmS ,


FIGURE 12 Total energy differences (in mRy) between divalent and trivalent scenarios for SmX (full line). A negative sign implies that the trivalent state is favoured. The dashed line marks a 15 mRy corrected energy curve: this is the amount by which the SIC-LSD (with spin-orbit included) overestimates the tendency to form the divalent configuration.

TmSe, TmTe , and TmPo, respectively, reflecting the trend towards greater localization with the larger ligand. Also here, it turns out that at ambient pressure, the trend towards localization is overestimated by some 15 mRy , as it is found experimentally that TmS is a trivalent metal and TmSe is in a mixed valent state.

### 4.4 Valence of ytterbium compounds

Ytterbium compounds show a wealth of anomalous physical phenomena caused by the intricate electronic structure related to its f-electrons (Cho et al., 1993; Wachter, 1993; Joyce et al., 1996). In the atomic ground state, Yb is divalent with a filled $f^{14}$ shell, but in the solid state, the f-electrons may play an active role in the bonding giving rise to intermediate valent, heavy-fermion, or Kondo behaviour as well as complex magnetic structures. In Temmerman et al. (1999) and Svane et al. (2000), a number of Yb compounds were investigated with the SIC-LSD approach and the energetics of the valence of Yb ions was calculated. The divalent configuration is realized by applying SIC to all 14 f-electrons, while the nominally trivalent configuration is realized by applying SIC to 13 of 14 f-electrons. In this latter case, the last f-electron is allowed to hybridize with the normal sd conduction electrons and form band states. The effective Yb valence, which is given as the number of non-f valence electrons, is then determined by the degree of occupancy of these f-band states, and the resulting electronic structure may be viewed as a realization of an intermediate valence state. The highest effective valence found in this study is 2.88 (for YbN ), that is, in no case is the ideal trivalent state reached. The results are summarized in Figure 13 that shows the energy difference between the two localization scenarios correlated with the degree of filling of the f-band in the nominally trivalent scenario.


FIGURE 13 Energy difference between the configurations with 13 and 14 localized f-electrons, $\Delta E=E\left(f^{13}\right)-E\left(f^{14}\right)$, correlated with the degree of filling of the $14 \mathrm{th} \mathrm{Yb} f$-band in the $f^{13}$ configuration, $N_{f}$, for a sequence of Yb compounds. Triangles correspond to the mononitrides, in order of increasing $N_{f}$ : YbN, YbP, YbAs, YbSb, and YbBi. Circles correspond to the monochalcogenides, in order of increasing $N_{f}$ : YbO, YbS, YbSe, YbTe, and YbPo. Crosses correspond to the ytterbium intermetallics, in order of increasing $N_{f}: \mathrm{YbAl}_{3}, \mathrm{YbRu}, \mathrm{Yblr}, \mathrm{YbPd}_{3}, \mathrm{YbRh}, \mathrm{YbPd}, \mathrm{YbAl}_{2}$, $\mathrm{YbBiPt}, \mathrm{YbZn}, \mathrm{YbAu}, \mathrm{YbAg}, \mathrm{YbCd}, \mathrm{Yb}_{3} \mathrm{Pd}, \mathrm{YbPb}_{3}$, and Ybln . Finally, the diamond denotes elemental fcc Yb .

The Yb compounds considered may be divided into three groups, according to the size and sign of the energy difference between the $f^{14}$ and $f^{13}$ localization scenarios. The group of strongly trivalent compounds comprises the monopnictides $\mathrm{YbN}, \mathrm{YbP}, \mathrm{YbAs}$, and the intermetallics $\mathrm{YbRu}, \mathrm{YbRh}, \mathrm{YbIr}, \mathrm{YbAl}_{3}$, and $\mathrm{YbPd}_{3}$. For this group, the $f^{13}$ configuration is favourable over the $f^{14}$ configuration by more than 0.25 eV per Yb atom. The effective valence ranges from 2.88 in YbN to 2.54 in YbRh and $\mathrm{YbPd}_{3}$.

The second group consists of the strongly divalent Yb compounds, encompassing all the monochalcogenides $\mathrm{YbO}, \mathrm{YbS}, \mathrm{YbSe}, \mathrm{YbTe}$, and YbPo , as well as elemental $\mathrm{Yb}, \mathrm{Yb}_{3} \mathrm{Pd}, \mathrm{YbPb}_{3}$, and YbIn . Here the divalent Yb configuration is favoured over the nominally trivalent configuration by more than 0.25 eV . The effective valence is 2 for these compounds.

The remaining compounds are characterized by having the calculated energies of the $f^{13}$ and $f^{14} \mathrm{Yb}$ configurations equal within 0.25 eV . Therefore, effects of valence fluctuations may start to be important. It has been found, however, that the weakly divalent compounds, the intermetallics $\mathrm{YbCd}, \mathrm{YbZn}, \mathrm{YbAg}$, and YbAu , are in fact well described by the $f^{14}$ localized configuration, as evidenced by the agreement between the calculated and experimental volumes (Svane et al., 2000). Hence, for these compounds, there seems to be no need for additional cohesive contribution originating from valence fluctuations. Interesting behaviour may be expected when pressure is applied to these materials since the effects of valence fluctuations will then become more pronounced. Unfortunately, no
pressure experiments have been reported on any of the Yb compounds in this group. Finally, the compounds $\mathrm{YbSb}, \mathrm{YbBi}, \mathrm{YbBiPt}, \mathrm{YbPd}$, and $\mathrm{YbAl}_{2}$ are weakly trivalent, that is according to the calculations, the $f^{13}$ localization scenario is favoured by less than 0.25 eV . Among these, YbBiPt and $\mathrm{YbAl}_{2}$ are known to be heavy-fermion compounds (Havinga et al., 1973; Robinson et al., 1994), and YbPd is believed to be a mixed valent system, with approximately equal proportions of $\mathrm{Yb}^{2+}$ and $\mathrm{Yb}^{3+}$ ions (Iandelli et al., 1980; Bonville et al., 1986). YbBi has never been synthesized, while YbSb in most respects resembles the other predominantly trivalent Yb pnictides, however, with somewhat unusual low-temperature magnetic behaviour (Kasuya, 1994; Oyamada et al., 1994; Li et al., 1995). Hence, for the compounds in this group, the valence fluctuation phenomena seem to be significant. The calculated effective valencies range from 2.53 in YbSb to 2.45 in YbBi and YbBiPt , that is, the band states of the 14th f-electron are approximately half-filled. The heavy-fermion character of YbBiPt is also confirmed by LDA $+U$ calculations (Oppeneer et al., 1997).

In conclusion, the valence classification of Yb compounds, based on the SICLSD total energies, maps very well onto the physical properties observed experimentally. In particular, this allows to identify the third group of compounds as the heavy-fermion and mixed-valent systems on the trivalent side, and, on the divalent side, those systems that are likely to undergo pressure-induced valence transitions.

At ambient conditions, the Yb monopnictides and monochalcogenides crystallize in the B1 structure. As outlined, the Yb pnictides are all found to be well described by the nominally trivalent scenario, where the effective valence varies from 2.88 in YbN to $2.69,2.63$, and 2.53 in $\mathrm{YbP}, \mathrm{YbAs}$, and YbSb , respectively. Experimentally, the position of the $f^{14}$ band is found $\sim 0.2 \mathrm{eV}$ above the Fermi level in $\mathrm{YbN}, \mathrm{YbP}$, and YbAs (Degiorgi et al., 1990, 1993). Other experiments have revealed heavy-electron behaviour in Yb pnictides (Ott et al., 1985; Sakon et al., 1992; Takeda et al., 1993), but this can be a reflection of sample non-stoichiometry (Degiorgi et al., 1990, 1993). The discrepancy between the present electronic structure and the picture provided by Degiorgi et al. $(1990,1993)$ can be due to the LSD approximation, since the position of the narrow $f^{14}$ band in the theory is solely determined by the LSD potential (no correlation correction). LDA $+U$ calculations on YbN (Larson et al., 2007) include a positive correlation shift of the unoccupied f-states that leads to an ideal trivalent Yb ion in accordance with Degiorgi et al. $(1990,1993)$.

In contrast to the pnictides, the equilibrium volumes of the Yb chalcogenides are accurately described assuming the divalent $f^{14}$ configuration for Yb . As pressure is applied to the Yb chalcogenides, the $f^{13}$ configuration becomes more and more favourable, and eventually a transition to an intermediate valence state occurs. Valence transitions in lanthanide systems will be discussed in the next section.

### 4.5 Valence transitions

When pressure is applied to lanthanide systems, the interaction of the electrons generally increases and at some point, it becomes advantageous for the f-electrons to contribute more actively to the bonding, that is the effective valence increases.

In the SIC-LSD formalism, this happens when localization scenarios of different $f^{n}$ configurations become close in energy. In the present $T=0 \mathrm{~K}$ theory, only discontinuous pressure-induced transitions can be described, while experiments often, but not always, observe continuous transitions, signalled by anomalous softening of the $p V$-curve.

Tables 4 and 5 summarize results for valence transitions in the cerium and praseodymium pnictides (Svane et al., 1996, 1998; Vaitheeswaran et al., 2004) and selected rare earth chalcogenides (Svane et al., 1998, 1999, 2001, 2004; Vaitheeswaran et al., 2004; Lebegue et al., 2005; Svane et al., 2005). In Figure 14 is shown the total energy of CeP as calculated with SIC-LSD considering both the B1 (rocksalt) and B2 (caesium chloride) crystal structures as well as both the itinerant, $f^{0}$, and the localized, $f^{1}$, scenario for the Ce ions (Svane et al., 1996). The lowest energy is found in the B1 phase with localized f-electrons and with a specific volume of $348 a_{0}^{3}$ per formula unit, which coincides with the experimental equilibrium volume. The B1 phase with delocalized f-electrons has its minimum at a considerably lower volume, due to the significant f-electron band formation energy providing a large negative component to the pressure. From the common tangent, a phase transition is predicted at a pressure of 7.1 GPa with a volume collapse of $\Delta V / V_{0}=8 \%$ (change in volume relative to the zero pressure equilibrium volume), which is in excellent agreement with the transition observed at 5.5 GPa (Mori et al., 1993). The B2 structure is not as favourable for the CeP compound since the calculated energy is substantially higher than that of the B1 structure. This holds for both localized and delocalized f-electrons. From Figure 14, we conclude that the B2 structure with localized f-electrons is never reached in CeP, while at high pressure, a second phase transition to the B2 structure with delocalized f-electrons is found. The transition pressure is calculated to be 11.3 GPa and the volume collapse $12 \%$, while experimentally, the B1 $\rightarrow$ B2 phase transition is seen at $15 \pm 4 \mathrm{GPa}$ (Vedel et al., 1987). The experimental volume collapse is $11 \%$.

The results reported in Table 4 show that all of the observed pressure transitions in the cerium pnictides and chalcogenides are indeed reproduced (Svane et al., 1998). In all cases except CeN is the localized $f^{1}$ configuration favoured in the ground state. The total energy curves look rather similar to those of CeP in Figure 14, but minor changes in the relative positions occur when the ligand is varied. The localized phases are generally more favoured when the ligand ion becomes heavier, and as a consequence, in CeAs, no isostructural delocalization transition occurs in the B1 structure. Instead, a transition directly from the B1 structure with localized f-electrons to the B2 structure with delocalized f-electrons occurs, in agreement with experiment. In CeSb and CeBi , the first high-pressure transition to occur is from B1 to B2, with localized f-electrons in both cases, and only at higher pressures is a delocalization transition predicted to take place. The calculated transition pressures for these delocalization processes are only slightly above the ranges studied experimentally. In this work, only the B2 structure was considered for the second transition, but in reality, the valence transition which eventually must take place in CeSb and CeBi may involve another unknown high pressure phase.

TABLE 4 Calculated transition pressures for the electronic and structural phase transitions in the Ce pnictides and chalcogenides. Also quoted are the volume discontinuities (relatively to the zero pressure equilibrium volume) at the transition. The notation ( $f^{n}$ ) refers to SIC-LSD calculations with $n$ localized $f$-electrons. For the cerium pnictides, $B 2^{*}$ denotes the distorted B 2 structure. Experimentally, the transitions of the Ce pnictides are discontinuous, while those of the cerium chalcogenides (at room temperature) are continuous

| Compound | Transition | $P_{\text {t }}(\mathrm{GPa})$ |  | Volume collapse (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Theoretical | Experimental | Theoretical | Experimental |
| CeN | $\mathrm{B} 1\left(f^{0}\right) \rightarrow \mathrm{B} 2\left(f^{0}\right)$ | 62.0 | - | 3.6 | - |
| CeP | $\mathrm{B} 1\left(f^{1}\right) \rightarrow \mathrm{B} 1\left(f^{0}\right)$ | 7.1 | $9.0{ }^{a}, 5.5^{b}$ | 8.0 | $4^{a}$ |
| CeP | $\mathrm{B} 1\left(f^{0}\right) \rightarrow \mathrm{B} 2\left(f^{0}\right)$ | 11.3 | 15(4) ${ }^{a}, 25.0{ }^{j}$ | 12.1 | $11^{a}$ |
| CeAs | $\mathrm{B} 1\left(f^{1}\right) \rightarrow \mathrm{B} 2\left(f^{0}\right)$ | 11.4 | 14(2) ${ }^{\text {c }} 21.0^{j}$ | 18.0 | $11^{c}$ |
| CeSb | $\left.\mathrm{B} 1\left(f^{1}\right) \rightarrow \mathrm{B} 2 * * f^{1}\right)$ | 7.0 | 8.5(2.5) ${ }^{\text {d }}, 15^{j}$ | 10.9 | $10^{d}$ |
| CeSb | $\mathrm{B} 2{ }^{*}\left(f^{1}\right) \rightarrow \mathrm{B} 2 * *\left(f^{0}\right)$ | 25.2 | - | 3.7 | - |
| CeBi | $\left.\mathrm{B} 1\left(f^{1}\right) \rightarrow \mathrm{B} 2 * * f^{1}\right)$ | 8.8 | $9(4)^{e}$ | 10.8 | $9{ }^{\text {e }}$ |
| CeBi | $\mathrm{B} 2 *\left(f^{1}\right) \rightarrow \mathrm{B} 2^{*}\left(f^{0}\right)$ | 37.0 | - | 2.8 | - |
| CeS | $\mathrm{B} 1\left(f^{1}\right) \rightarrow \mathrm{B} 1\left(f^{0}\right)$ | 10.1 | $-^{f}, 12.5(1.5)^{g}$ | 6.3 | $5^{8}$ |
| CeS | $\mathrm{B} 1\left(f^{0}\right) \rightarrow \mathrm{B} 2\left(f^{1}\right)$ | 24.3 | - | 4.6 | - |
| CeS | $\mathrm{B} 2\left(f^{1}\right) \rightarrow \mathrm{B} 2\left(f^{0}\right)$ | 29.5 | - | 3.6 | - |
| CeSe | $\mathrm{B} 1\left(f^{1}\right) \rightarrow \mathrm{B} 2\left(f^{1}\right)$ | 12.4 | 17(3) ${ }^{h}$ | 11.1 | $9^{h}$ |
| CeSe | $\mathrm{B} 2\left(f^{1}\right) \rightarrow \mathrm{B} 2\left(f^{0}\right)$ | 37.7 | - | 3.1 | - |
| CeTe | $\mathrm{B} 1\left(f^{1}\right) \rightarrow \mathrm{B} 2\left(f^{1}\right)$ | 74.0 | 5.5(2.5) ${ }^{i}$ | 11.7 | $9{ }^{i}$ |
| CeTe | $\mathrm{B} 2\left(f^{1}\right) \rightarrow \mathrm{B} 2\left(f^{0}\right)$ | 43.5 | - | 2.4 | - |

${ }^{a}$ Vedel et al. (1987); ${ }^{b}$ Mori et al. (1993); ${ }^{c}$ Werner et al. (1983); ${ }^{d}$ Léger et al. (1984); ${ }^{e}$ Léger et al. (1985); ${ }^{f}$ Léger (1993);
${ }^{g}$ Croft and Jayaraman (1980); ${ }^{h}$ Léger and Redon (1989); ${ }^{i}$ Léger et al. (1983).

In CeS , the first transition occurs to the B1 phase with delocalized f-electrons (Svane et al., 1999), that is, the theory predicts an isostructural phase transition in CeS similar to CeP . The calculated transition pressure is 10.1 GPa with a volume collapse of $6 \%$. These findings are in excellent agreement with the experiment of Croft and Jayaraman (1980), but at variance with the results of Vedel et al. (1986), who observe a soft anomaly in the $p V$-curve but no discontinuity. These results may indicate the proximity of a critical point. At higher pressures, CeS transforms into the B2 phase. According to the present calculations, this occurs in two steps. First, at a pressure of $24.3 \mathrm{GPa}, \mathrm{CeS}$ goes into the trivalent B2 phase with a $4.6 \%$ volume change. In the second step, at a pressure of 29.5 GPa , the tetravalent B2 phase is reached with a $3.6 \%$ volume collapse (Svane et al., 1999). Unfortunately, no experiments have been performed beyond 25 GPa (Léger, 1993).

In both CeSe and CeTe, the only pressure transition observed is that from B1 to B2 with localized f-electrons in both phases. These are also first to occur according to the calculations, whereas valence transitions are predicted in the range of 40 GPa. Thus, the situation here is quite similar to that in CeSb and CeBi , apart from the tetragonal distortion in these compounds that was not found for CeSe and

TABLE 5 Calculated transition pressures for the electronic and structural phase transitions in the $\operatorname{Pr}$ pnictides and chalcogenides of $\mathrm{Pr}, \mathrm{Sm}, \mathrm{Eu}, \mathrm{Tm}$, and Yb . Also quoted are the volume discontinuities (relatively to the zero pressure equilibrium volume) at the transition. The notation $\left(f^{n}\right)$ refers to SIC-LSD calculations with $n$ localized f-electrons. Experimentally, the transitions of SmS are discontinuous, while those of $\mathrm{SmSe}, \mathrm{SmTe}, \mathrm{EuO}, \mathrm{EuS}$, and the Tm and Yb chalcogenides (at room temperature) are continuous. The volume changes for SmSe and SmTe as well as TmTe are obtained by extrapolation over the transition range. For Yb compounds, we quote the relative volumes at which the delocalization starts

| Compound | Transition | $P_{\text {t }}$ (GPa) |  | Volume collapse (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Theoretical | Experimental | Theoretical | Experimental |
| PrP | $\mathrm{B} 1\left(f^{2}\right) \rightarrow \mathrm{B} 2\left(f^{2}\right)$ | 16.0 | $26^{a}$ | 11.4 | - |
| PrAs | $\mathrm{B} 1\left(f^{2}\right) \rightarrow \mathrm{B} 2\left(f^{2}\right)$ | 12.0 | $27^{a}$ | 12.4 | $18.4{ }^{\text {a }}$ |
| PrSb | $\mathrm{B} 1\left(f^{2}\right) \rightarrow \mathrm{B} 2\left(f^{2}\right)$ | 8.0 | $13^{a}$ | 11.7 | $10.0{ }^{\text {a }}$ |
| PrBi | $\mathrm{B} 1\left(f^{2}\right) \rightarrow \mathrm{B} 2\left(f^{2}\right)$ | 8.0 | $14^{a}$ | 10.9 | $9.0^{\text {a }}$ |
| PrS | $\mathrm{B} 1\left(f^{2}\right) \rightarrow \mathrm{B} 2\left(f^{2}\right)$ | 22.0 | - | 8.0 | - |
| PrSe | $\mathrm{B} 1\left(f^{2}\right) \rightarrow \mathrm{B} 2\left(f^{2}\right)$ | 12.0 | - | 9.3 | - |
| PrTe | $\mathrm{B} 1\left(f^{2}\right) \rightarrow \mathrm{B} 2\left(f^{2}\right)$ | 5.0 | 9 | 11.7 | - |
| SmS | $\mathrm{B} 1\left(f^{6}\right) \rightarrow \mathrm{B} 1\left(f^{5}\right)$ | 0.1 | $0.65{ }^{\text {b }} 1.24^{c}$ | 11.1 | $13.5{ }^{\text {b }}, 13.8^{c}$ |
| SmSe | $\mathrm{B} 1\left(f^{6}\right) \rightarrow \mathrm{B} 1\left(f^{5}\right)$ | 3.3 | $\begin{gathered} \sim 4^{b}, 3.4^{c}, 3-9^{d}, \\ 2.6=4^{e} \end{gathered}$ | 9.8 | $8^{b}, 11^{d}, 7^{e}$ |
| SmTe | $\mathrm{B} 1\left(f^{6}\right) \rightarrow \mathrm{B} 1\left(f^{5}\right)$ | 6.2 | $\begin{gathered} 2-8^{b}, 5.2^{c}, 6-8^{d} \\ 4.6-7.5^{e} \end{gathered}$ | 8.4 | $9^{d}, 7^{e}$ |
| EuO | $\mathrm{B} 1\left(f^{7}\right) \rightarrow \mathrm{B} 1\left(f^{6}\right)$ | 19.3 | $30^{f}, 13-30^{g}$ | 6.3 | $5^{f}$ |
| EuS | $\mathrm{B} 1\left(f^{7}\right) \rightarrow \mathrm{B} 1\left(f^{6}\right)$ | 11.6 | $16^{h}$ | 5.7 | $0^{h}$ |
| TmSe | $\mathrm{B} 1\left(f^{13}\right) \rightarrow \mathrm{B} 1\left(f^{13}\right)$ | 0 | $0-5^{k}$ | 14 | $8^{k}$ |
| TmTe | $\mathrm{B} 1\left(f^{13}\right) \rightarrow \mathrm{B} 1\left(f^{13}\right)$ | 3.0 | $2-5^{k}$ | 15 | $14^{k}$ |
| TmPo | $\mathrm{B} 1\left(f^{13}\right) \rightarrow \mathrm{B} 1\left(f^{13}\right)$ | 8.0 | - | - | - |
| YbO | $\mathrm{B} 1\left(f^{14}\right) \rightarrow \mathrm{B} 1\left(f^{13}\right)$ | 18.0 | $8^{i}$ | 0.87 | $0.95{ }^{i}$ |
| YbS | $\mathrm{B} 1\left(f^{14}\right) \rightarrow \mathrm{B} 1\left(f^{13}\right)$ | 7.5 | $10^{j}$ | 0.93 | $0.88{ }^{j}$ |
| YbSe | $\mathrm{B} 1\left(f^{14}\right) \rightarrow \mathrm{B} 1\left(f^{13}\right)$ | 16.0 | $15^{f}$ | 0.79 | 0.75 |
| YbTe | $\mathrm{B} 1\left(f^{14}\right) \rightarrow \mathrm{B} 1\left(f^{13}\right)$ | 24.0 | $15^{f}$ | 0.78 | $0.65{ }^{f}$ |

${ }^{a}$ Shirotani et al. (2003); ${ }^{b}$ Benedict and Holzapfel (1993); ${ }^{c}$ Insulator-metal transition of Sidorov et al. (1989); ${ }^{d}$ Present author's estimates from figures of Bihan et al. (1995) and ${ }^{e}$ Tsiok et al. (1991); ${ }^{f}$ Jayaraman et al. (1974); ${ }^{g}$ Zimmer et al. (1984); ${ }^{h}$ Insulator-metal transition, Syassen (1986). ${ }^{i}$ Werner et al. (1981); ${ }^{j}$ Syassen (1986). ${ }^{k}$ Debray et al. (1982).

CeTe. The $\mathrm{B} 1 \rightarrow \mathrm{~B} 2$ transition in cerium chalcogenides has also been investigated within the GGA approach (Bouhemadou et al., 2005), in which case, the $f$ electrons are treated as itinerant.

The SIC-LSD studies on the Pr chalcogenides and pnictides show that the ground state favours the B1 structure over the B2 structure throughout the entire series. With applied pressure, all these compounds undergo a transition to the B2 CsCl structure (or a distorted version of it). For the Pr pnictides, the calculated transition pressures agree quite well with experiment, although they are


FIGURE 14 Cohesive energy of CeP (in Ry/formula unit) as a function of specific volume (in $a_{0}^{3} /$ formula unit). Two crystal structures, the B1 and B2, are considered, and each with two different treatments of the Ce f-electrons. The full drawn curves correspond to calculations with one localized f-electron per Ce atom, whereas the dashed curves correspond to itinerant f-electrons. The dotted line marks the common tangent at the isostructural phase transition in the B1 structure.
systematically lower, as can be seen from Table 5 . The agreement with experiment is equally good for $\operatorname{PrTe}$, while the values for $\operatorname{PrS}$ and $\operatorname{PrSe}$ have not yet been measured experimentally. Unlike in the case for the Ce pnictides and chalcogenides, the trivalent Pr configuration remains stable under pressure up to 50 GPa .

At ambient pressure, the Sm ions in samarium chalcogenides are divalent, $f^{6}$, but the trivalent phase becomes relevant at high pressure. In this phase, the localized $f^{5} \mathrm{Sm}$ ions coexist with a partly occupied narrow f-band, effectively describing an intermediate valent phase (Svane et al., 2005). The calculated and measured transition pressures are listed in Table 4. The good agreement both for transition pressures and for volume collapses shows that the bonding of the highpressure phase is well described in the SIC-LSD approximation, even if the true many-body wavefunction of the intermediate valence phase is much more complicated than the corresponding SIC-LSD wavefunction. This is in line with the general philosophy of the density functional approach in obtaining good total energy estimates from simple reference systems (non-interacting electrons). The present theory cannot describe the continuous nature of the transition observed for SmSe and SmTe . The experiments were all conducted at room temperature and it would be interesting to investigate whether the continuous transition would exist at low temperature as well.

The calculated valence transition pressures for EuO and EuS in the B1 structure are compared with experiment in Table 5. Experimentally, the transition of EuO (at room temperature) is continuous, as in SmSe and SmTe . For EuS, the experiments show no anomalous compression curve (Jayaraman et al., 1974), but the band gap closes at 16 GPa , just before the structural transition to the B2 structure occurs (at 20 GPa ) (Syassen, 1986). Due to the ASA in the LMTO-ASA band structure method,
significant uncertainty exists in the comparison of the total energy between different crystal structures. Also the spin-orbit interaction can significantly alter the results: we found that without spin-orbit, the structural transition occurs at 13.7 GPa (Svane et al., 2001), however, without an isostructural transition occurring first.

For TmSe and TmTe, one observes continuous isostructural (B1 $\rightarrow \mathrm{B} 1$ ) valence transitions over a wide volume range, for TmSe already starting at ambient conditions. The calculated discontinuous volume changes are in good agreement with the experimental volumes.

For Yb chalcogenides, the application of pressure leads to a pronounced softening of the $p V$-curve (Jayaraman et al., 1974; Werner et al., 1981; Syassen, 1986). This softening is found to be correlated with the closure of the $\mathrm{f} \rightarrow \mathrm{d}$ energy band gap, that is, it starts as the $f^{14}$ shell becomes unstable. In Figure 15, the experimental $p V$-curve (Syassen, 1986) of YbS is compared with the theoretical curves, obtained with SIC-LSD for the two valence scenarios $f^{13}$ and $f^{14}$ (Temmerman et al., 1999). At pressures below 10 GPa , the experimental and theoretical ( 14 localized f-electrons) curves coincide. Above 10 GPa , the experimental curve is clearly anomalous, indicating valence instability (Syassen, 1986). The theoretical transition pressure is found to be $P_{\mathrm{t}} \sim 7.5 \mathrm{GPa}$, in good agreement with the observed onset of anomalous behaviour around $\sim 10 \mathrm{GPa}$.

In Table 5, the calculated and available experimental data are collected for the isostructural pressure transitions in Yb chalcogenides. The general trends are reproduced by the calculations. Only for the case of YbO , the calculated transition pressure seems to be significantly too high. In the intermetallic $\mathrm{YbAl}_{3}$ compound, pressure induces a continuous increase of valence (Kumar et al., 2008), which is in good agreement with the calculated rate of depletion of the 14th f-band in the SIC-LSD calculations.


FIGURE 15 Equation of state for YbS as calculated by the SIC-LSD method. The two theoretical curves correspond to divalent $\mathrm{Yb} f^{14}$ ions (solid line) and trivalent $\mathrm{Yb} f^{13}$ ions (dashed line), respectively. The filled circles are the experimental data of Syassen et al. (1986). The dotted line marks the theoretical transition at $P_{\mathrm{t}}=7.5 \mathrm{GPa}$.

### 4.6 Valence of lanthanide oxides

The lanthanide oxides find important applications in the catalysis, lighting, and electronics industries. In particular, the design of advanced devices based upon the integration of lanthanide oxides with silicon and other semiconductors calls for a detailed understanding of the bonding, electronic, and dielectric properties of these materials (Scarel et al., 2007). Here, we use the SIC-LSD to address the issue of the lanthanide valence in the dioxides $\mathrm{RO}_{2}$ and sesquioxides $\mathrm{R}_{2} \mathrm{O}_{3}$, for $\mathrm{R}=\mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Pm}, \mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd}, \mathrm{Tb}, \mathrm{Dy}$, and Ho.

Even though all the lanthanide elements readily oxidize, they do so with varying strength (Holland-Moritz, 1992). Ce metal oxidizes completely to $\mathrm{CeO}_{2}$ in the presence of air, whereas the stoichiometric fluorite structured $\mathrm{PrO}_{2}$ and $\mathrm{TbO}_{2}$ exist under positive oxygen pressure. With the exception of Tb , the R -oxides from Nd onwards all occur naturally as sesquioxides $\mathrm{R}_{2} \mathrm{O}_{3}$. Under suitable conditions, all the lanthanide elements form as sesquioxides (Eyring, 1978), and there is general agreement, that in the corresponding ground states, the lanthanide atoms are in the trivalent $\mathrm{R}^{3+}$ configuration (Tanaka et al., 1995; Moewes et al., 1999). The debate is, however, still ongoing as to the tetravalent (Kern et al., 1984; Wuilloud et al., 1984; Hanyu et al., 1985; Karnatak et al., 1987; Marabelli and Wachter, 1987; Boothroyd et al., 2001) or intermediate-valent (Bianconi et al., 1988; Ogasawara et al., 1991; Butorin et al., 1997) configuration of the R-ions in $\mathrm{CeO}_{2}$, $\mathrm{PrO}_{2}$, and $\mathrm{TbO}_{2}$. In the SIC-LSD approach, by studying the divalent, trivalent, and tetravalent configurations of the lanthanide ions in the respective oxides, we determined the valencies from first-principles and established the corresponding ground state electronic structure.

The calculated energy differences between respectively the tetravalent and trivalent R-ion configurations for the corresponding dioxides and sesquioxides are shown in Figure 16. For $\mathrm{CeO}_{2}$, we find a clearly preferred tetravalent ground state configuration, as indicated by a large negative energy difference of 2.4 eV . With all the f-electrons delocalized, $\mathrm{CeO}_{2}$ is thus best described in the LSD approximation, in line with results from earlier band structure calculations (Koelling et al., 1983; Skorodumova et al., 2001). The tetravalent state is also energetically most favourable for $\operatorname{PrO}{ }_{2}$, indicating a $\operatorname{Pr}\left(f^{1}\right)$ ground state configuration. The corresponding DOS is shown in Figure 17B, where it is compared with the LSD configuration with $\operatorname{Pr}\left(f^{0}\right)$ in Figure 17A and the trivalent configuration with $\operatorname{Pr}\left(f^{2}\right)$ in Figure 17C. In Figure 17A, with all the f-electrons treated as delocalized, the Fermi level is situated in the f-peak, in accordance with the LSD calculations by Koelling et al. (1983), but in disagreement with the experimentally observed insulating nature of $\mathrm{PrO}_{2}$. Localizing a single f-electron gives an insulator, with the Fermi level situated between the occupied O p-states and the empty $\operatorname{Pr} \mathrm{f}$-states, as shown in Figure 17B. In the trivalent scenario of Figure 17C, a further f-electron becomes localized to form $\operatorname{Pr}\left(f^{2}\right)$, which results in some of the O p-states becoming depopulated (Wulff et al., 1988) with an associated cost in band formation energy that outweighs the gain in localization energy by 1.4 eV as can be seen from Figure 16.


FIGURE 16 Energy difference $E_{I V}-E_{I I I}$ (in eV per lanthanide ion) between the tetravalent and trivalent lanthanide configurations in dioxides (solid circles) and A-type (hexagonal) sesquioxides (open squares).


FIGURE 17 Total DOS (solid line) and f-projected DOS (dotted line) for $\operatorname{PrO}_{2}$, with $\operatorname{Pr}$ in $(A)$ the pentavalent $\left(f^{0}\right)$ configuration, $(B)$ the tetravalent $\left(f^{1}\right)$ configuration, and $(C)$ the trivalent $\left(f^{2}\right)$ configuration. The SIC localized states are not shown. The energy is in units of eV, with zero marking the Fermi level.

The tetravalent ground state in the SIC-LSD translates into a gain of band formation energy from delocalizing an additional f-electron compared with the corresponding trivalent lanthanide metal. In the light lanthanides, the f-electrons are less tightly bound, resulting in compounds that display a larger oxygen coordination number, as the lanthanide atom donates electrons to each of the strongly electronegative O ions. In $\mathrm{TbO}_{2}$, the tetravalent ground state configuration is also found to be energetically the most favourable, although the energy difference $E_{\mathrm{IV}}-E_{\mathrm{III}}$ is now reduced to 0.27 eV as can be seen from Figure 16. In Tb , the extra f-electron on top of the half-filled band is again less tightly bound that results in a valence larger than $3+$. The calculated equilibrium volumes in the tetravalent ground state are in good agreement with the experimental values, respectively for $\mathrm{CeO}_{2}, 39.61 \AA^{3}\left(V_{\exp }=39.6 \AA^{3}\right)$; for $\mathrm{PrO}_{2}, 39.22 \AA^{3}\left(V_{\exp }=39.4 \AA^{3}\right)$; and for $\mathrm{TbO}_{2}, 36.50 \AA^{3}\left(V_{\exp }=35.6 \AA^{3}\right)$. We similarly find a tetravalent ground state for $\mathrm{NdO}_{2}$ and $\mathrm{PmO}_{2}$, but it turns out that these dioxides do not form in nature, that is it is found that these compounds are unstable with respect to the reduction to their respective sesquioxide, as is the case for all lanthanides, except for $\mathrm{CeO}_{2}, \mathrm{PrO}_{2}$, and $\mathrm{TbO}_{2}$.

Calculations based on the LSD approximation tend to give a reliable picture of the electronic structure of $\mathrm{CeO}_{2}$ (Koelling et al., 1983), resulting in the tetravalent ground state configuration, with no localized f-electrons. We find an energy gap between the valence band and the unoccupied conduction band (situated above the empty f-peak) to be around 5.1 eV (Gerward et al., 2005), as compared with the experimental value of 6 eV (Wuilloud et al., 1984). Not surprisingly, the LSD somewhat underestimates the band gap. Recent calculations with respectively the hybrid functional method (Silva et al., 2007), and the LDA + $U$ approach (Loschen et al., 2007), find good agreement with experimental data when applied to $\mathrm{CeO}_{2}$. For $\mathrm{PrO}_{2}$, we find an energy gap of approximately 1.1 eV in the ground state $f^{1}$ configuration, considerably larger than the 0.262 eV derived from conductivity measurements by Gardiner et al. (2004), but smaller than the 6 eV obtained in LDA $+U$ calculations treating the localized $4 f$-states with the open core approach (Diviš and Rusz, 2005).

Our calculations do not confirm an intermediate valent ground state for either dioxide, which has, however, been proposed as a possible interpretation of corelevel spectroscopy data (Bianconi et al., 1988; Ogasawara et al., 1991; Butorin et al., 1997). Koelling et al. (1983) have instead argued that the intermediate valence scenario is related to the ionic description of the lanthanide-oxides, which cannot account for the covalent $\mathrm{f}-\mathrm{p}$ bonding. In the ionic picture, valence is defined as the number of valence electrons that have transferred from the R atoms to the O atoms, that is f-electrons do not participate in the bonding, and only exist as localized states at the lanthanide sites. Thus, a given integer valent configuration has an integral number of f-electrons, and consequently, a non-integral number of f-electrons can only result from an intermediate valence scenario. In the SIC picture, both localized and delocalized f-states coexist. The delocalized f-states are allowed to participate in the band formation, and they occur as part of the tails of the O p-states. The overall number of f-electrons is non-integral, in analogy to
the intermediate valent picture, however not as a consequence of intermediate valence but rather as a result of the p-f mixing.

At temperatures below $2000{ }^{\circ} \mathrm{C}$, the lanthanide sesquioxides adopt three different structure types (Eyring, 1978). The light lanthanides crystallize in the hexagonal $\mathrm{La}_{2} \mathrm{O}_{3}$ structure (A-type, space group P3m1, no. 164), and the heavy lanthanides assume the cubic $\mathrm{Mn}_{2} \mathrm{O}_{3}$ structure (C-type, Ia3, no. 206), also known as the bixbyite structure (Villars and Calvert, 1991). The middle lanthanides can be found either in the C-type structure or a monoclinic distortion hereof (B-type structure). Transitions between the different structure types are induced under specific temperature and pressure conditions (Hoekstra and Gingerich, 1964). We investigated the electronic structure of both A-type and C-type sesquioxides (Petit et al., 2005). The valence energy difference $E_{\text {IV }}-E_{\text {III }}$ for the sesquioxides in the A-type structure is displayed in Figure 16, where it can be seen that the trivalent configuration is the ground state in all cases. The overall trend is that of an increasing energy difference from $\mathrm{Ce}_{2} \mathrm{O}_{3}$ to $\mathrm{Gd}_{2} \mathrm{O}_{3}$ and again from $\mathrm{Tb}_{2} \mathrm{O}_{3}$ to $\mathrm{Ho}_{2} \mathrm{O}_{3}$. Apart from the extraordinary stability of the half-filled shell, which results in a slightly increased influence of the tetravalent configuration in $\mathrm{Tb}_{2} \mathrm{O}_{3}$ relative to $\mathrm{Gd}_{2} \mathrm{O}_{3}$, the general tendency towards trivalence is clearly related to the increasing localization of the f-electrons with increasing atomic number.

A similar total energy behaviour is observed for the simulated C-type structure sesquioxides. The highly directional f-orbitals are only partially able to screen each other from the attractive force of the nucleus, which results in a steadily increasing effective nuclear charge with an increasing number of f-electrons. The increase in localization leads to the well-known lanthanide contraction, that is the decrease in ionic radius across the lanthanide series, which is also reflected in the volumes of the lanthanide sesquioxide series, as illustrated in Figure 18. We notice that the agreement between theory and experiment is considerably better for the C-type structure than for the A-type one, which might be related to the fact that the ASA used in the calculations is likely less reliable when applied to the hexagonal A-type structure than when applied to the higher symmetry cubic C-type structure. Overall, for the C-type structure, the calculated values are in better agreement with the experimental values for the early lanthanide sesquioxides. This behaviour is compared in Figure 18 to the results obtained with the projector augmented PAW (Hirosaki et al., 2003). Here the localized partly filled f -shell is treated as part of the core, which results in better agreement with experiment for the later lanthanides with localized f-states, but which may be too restrictive an approximation for the early lanthanide sesquioxides.

The DOS and band structures for all the sesquioxides are quite similar and differ mostly with respect to the unoccupied f-electron states (Petit et al., 2007). In Figure 19, we show three representative examples, namely, $\mathrm{Eu}_{2} \mathrm{O}_{3}, \mathrm{Gd}_{2} \mathrm{O}_{3}$, and $\mathrm{Tb}_{2} \mathrm{O}_{3}$. The energy zero has been placed at the top of the valence bands. The valence band, originating from the O p-states, is of equal width (of the order of 3.5 eV ) in all the compounds, and is completely filled as a result of hybridization and charge transfer. In the DOS of $\mathrm{Eu}_{2} \mathrm{O}_{3}$, depicted in the top panel of Figure 19, an empty f-band is situated in the gap between the valence band and the (non-f) conduction band. The low position of the f-band is caused by the exchange


FIGURE 18 Calculated equilibrium volumes (in $\AA^{3}$ ) of the lanthanide sesquioxides, crystallizing in the hexagonal A-type structure and the cubic C-type structure. The triangles, squares, and circles refer to PAW (Hirosaki et al., 2003), SIC-LSD (present), and experimental results (Eyring, 1978), respectively.
interaction with the localized $f^{6}$ shell of Eu. In $\mathrm{Gd}_{2} \mathrm{O}_{3}$ and $\mathrm{Tb}_{2} \mathrm{O}_{3}$, there are only unoccupied minority spin f-states, and their position is significantly higher. All the sesquioxides, with the exception of C-type $\mathrm{Eu}_{2} \mathrm{O}_{3}$ are found to be insulators.

In Figure 20A, we show the evolution across the sesquioxide series of the unoccupied f-band (hatched area indicating f-band width) and the non-f conduction band edge with respect to the top of the O p-bands (at zero energy). With respect to experimental data, in Figure 20B, one notices a considerable discrepancy between optical (Prokofiev et al., 1996) and conductivity (Lal and Gaur, 1988) measurements of the energy gaps. The direct comparison between theory and experiment (Petit et al., 2005) is further complicated by the fact that in the SIC-LSD, the bare f-bands always appear at too high binding energies due to the neglect of screening and relaxation effects (Temmerman et al., 1993). The position of the occupied and empty f-states with respect to the band edges is crucial, and the interpretation of the optical data is that the empty f-levels are situated above the conduction band minimum, while the gap energies obtained from conductivity measurements indicate that, for some compounds, the transitions are from valence $\rightarrow f$, that is that the empty levels can be situated in the gap between valence band maximum and conduction band minimum.

From experiment, we know that whereas all the lanthanide sesquioxides can be found in nature, the only lanthanide dioxides that occur naturally are $\mathrm{CeO}_{2}$, $\mathrm{PrO}_{2}$, and $\mathrm{TbO}_{2}$. On the other hand, SIC-LSD theory concludes that all the lanthanide sesquioxides prefer the trivalent ground state configuration, whereas the dioxides can be separated into tetravalent light lanthanide dioxides, including


FIGURE 19 Band structure and DOS (in states per formula unit and eV) for $\mathrm{Eu}_{2} \mathrm{O}_{3}$ (top), $\mathrm{Gd}_{2} \mathrm{O}_{3}$ (middle), and $\mathrm{Tb}_{2} \mathrm{O}_{3}$ (bottom) in the trivalent configuration, in the A-type structure, and at the calculated equilibrium volume. The energy zero has been put at the top of the valence bands. The horizontal axis in the band structure diagram refers to the wave vector $\mathbf{k}$ along the symmetry directions denoted by the high symmetry points of $A, \Gamma, M, K, \Gamma$, in the $B Z$ of the A-type lattice. The total DOS in the DOS plots is indicated by a continuous line, whereas the R and O partial DOS are shown with dashed and dotted lines, respectively. The SIC localized states are not shown.
$\mathrm{CeO}_{2}$ and $\mathrm{PrO}_{2}$, and trivalent heavy lanthanide dioxides, with the exception of $\mathrm{TbO}_{2}$, which again prefers the tetravalent ground state configuration. This leads us to conclude that with respect to the naturally occurring lanthanide oxides, the oxidation process from sesquioxide to dioxide goes hand in hand with the delocalization of an extra electron. The question then is why the heavy lanthanide dioxides do not form in nature. To shed some light on this issue, we have investigated the oxidation process

$$
\begin{equation*}
\mathrm{R}_{2} \mathrm{O}_{3}+\frac{1}{2} \mathrm{O}_{2} \rightleftharpoons 2 \mathrm{RO}_{2} \tag{39}
\end{equation*}
$$



FIGURE 20 Band gaps of the lanthanide sesquioxides. Energy is in units of eV , and the valence band maximum is situated at zero energy. (A) Evolution of the SIC-LSD gap structure through the lanthanide sesquioxide series (A-type). The unoccupied f-band (of majority spin character only from Ce to Eu ) is positioned between squares and triangles (hatched area). The non-f conduction band edge is marked with solid circles. (B) Experimental values for the optical gaps (Prokofiev et al., 1996) are shown as solid circles connected by a dotted line, while the energy gap $E_{g}$ values, deduced from high-temperature conductivity experiments (Lal and Gaur, 1988) are shown as open circles connected by a dashed line.

The balance of this reaction in general will depend on the Gibbs free energy of the reactants at the given temperature and pressure. The ab initio calculations of these quantities are beyond the capability of the present theory. However, we can still to some extent analyse the reaction (39) by looking at the zero temperature and zero pressure limit (Petit et al., 2005). In that case, the free energy difference between the reactants reduces to the corresponding total energy difference, as obtained by the SIC calculations, namely

$$
\begin{equation*}
E_{\mathrm{ox}} \equiv 2 E^{\mathrm{SIC}}\left(\mathrm{RO}_{2}\right)-E^{\mathrm{SIC}}\left(\mathrm{R}_{2} \mathrm{O}_{3}\right)-\mu_{\mathrm{O}} \tag{40}
\end{equation*}
$$



FIGURE 21 Oxidation energies, $E_{\text {ox }}$ in Eq. (40), for the lanthanides Ce to Ho. The filled circle is for the cubic C-type sesquioxide and the open circle for the A-type hexagonal structure of the sesquioxide. Negative values indicate that the dioxide is stable. The chemical potential of free $O$ is taken as $\mu_{\mathrm{O}}=-6.12 \mathrm{eV}$. The solid line just below 1.5 eV indicates the dioxide/sesquioxide borderline in the case when the FP-LMTO calculated value $\mu_{\mathrm{O}}=-4.76 \mathrm{eV}$ is used.
where $\mu_{\mathrm{O}}$ is the chemical potential of O . The result of this study is shown in Figure 21. Here a negative (positive) energy means that the formation of the dioxide (sesquioxide) is preferred energetically. Furthermore, the oxidation energies [Eq. (40)] with respect to both the A- and C-type sesquioxides were calculated, and the energetically most favourable of these two structures is compared to the corresponding dioxide in Figure 21. The conclusion is that for $\mathrm{Ce}, \mathrm{Pr}$, and Tb , the dioxide is energetically preferred. With respect to the corresponding sesquioxides, the A-type is closest in energy for Ce and Pr , while the C-type is closest in energy to the dioxide for Tb . All other compounds prefer reduction to the sesquioxide, which crystallizes in the A-type structure for Nd and the C-type structure for the remainder. This overall picture is in relatively good agreement with the degree of oxidation observed in the naturally occurring compounds.

## 5. LOCAL SPIN AND ORBITAL MAGNETIC MOMENTS

The SIC-LSD method provides an approach for the $a b$ initio determination of the magnetic moment of materials. Ab initio theory has the advantage that it can be used to calculate quantities that are inaccessible to experiment. Here we exploit this advantage to explore the magnetic moments of the lanthanide elements. The electrons in the lanthanides generate an exchange field that is modelled as half of the difference in potential felt by spin-up and spin-down electrons. The exchange field defines a direction in the crystal and this is arbitrarily chosen as the $z$ direction. All magnetic moments are defined as parallel or anti-parallel to the exchange field. Within the electronic structure calculation, we define lattice vectors that also determine the $z$-direction and so a direction of the moment within
the crystal can be defined. The results discussed in this section are all the result of fully self-consistent relativistic calculations unless otherwise stated. This is absolutely necessary for a quantitative evaluation of the orbital moments. We discuss the light lanthanides and the heavy lanthanides separately.

### 5.1 Hund's rules

In the description of the standard model, Section 2.2, it is assumed that the electrons distribute themselves among the available f-states according to Hund's rules. However, Hund's rules are essentially based on experiment. A good firstprinciples theory of electronic structure is one where Hund's rules drop out of the theory rather than having to be included empirically.

As already said, to apply the SIC to the f-states, it is first necessary to decide which (and how many) states it should be applied to based on total energy considerations. Of course, it needs to be applied to the occupied states, but not to the unoccupied ones. If we take trivalent praseodymium as our example, there are nominally two occupied f-states out of a possible 14, and in principle we can choose to occupy any 2 . Let us start by occupying two states of opposite spin and a variety of possible $m_{l}$ quantum numbers. During iteration to self-consistency, the SIC-states adjust but largely keep their initial characteristics, that is the scheme possesses many different solutions, which can be accessed by different starting conditions. In the end, it is the total energy that selects the proper ground state. For each arbitrarily chosen pair of initially occupied $m_{l}$ values, a fully selfconsistent SIC-LSD calculation is performed and we plot the energy and the total orbital moment. This process is repeated choosing two states with parallel spins. The results of this are shown in Figure 22. It is clear that the data points separate into two clusters. Those above -2.28 Ry are those where the two spins are anti-parallel (solid circles) and those below -2.28 Ry are those with parallel spins (open circles). Evidently lining up the spins parallel to each other of the individual states is energetically preferable to having them anti-parallel, and so Hund's first rule is satisfied. Examining this figure further, we see that for the states with parallel spin, there is a rough linearity between the total energy and the orbital moment with the minimum total energy being when the orbital moment has maximum magnitude anti-parallel to the spin moment. Clearly, then Pr obeys all three of Hund's rules. In all honesty, Pr is the best example, but the trends displayed here are also observed in all the light lanthanides. In the heavy lanthanides, similar behaviour is displayed but the lowest total energy is when the orbital moment is a maximum and parallel to the spin moment, also completely consistent with Hund's rules.

### 5.2 The heavy lanthanides

Although the relativistic SIC-LSD (Beiden et al., 1997) calculations have been carried out for all the lanthanide metals, we start discussing results from the heavy lanthanides. Thus, in Figures 23 and 24, we display the densities of states for Tb and Ho as illustrative examples. Figure 23A shows the majority spin d and f


FIGURE 22 The total energy of praseodymium calculated as a function of orbital and spin magnetic moments. The SIC was applied to two f-states and the calculations were performed for a variety of $m_{s}$ and $m_{l}$ quantum numbers. All the total energies above -2.28 Ry (solid circles) are calculated with the spin of the localized electrons anti-parallel, while the points below -2.28 Ry (open circles) had parallel spins. This shows that the parallel arrangement is preferred and is consistent with Hund's first rule. The rough proportionality between total energy and orbital moment displayed by the parallel spin states, together with the fact that the most negative orbital moment has the lowest energy, is consistent with Hund's second rule.
densities of states for Tb . Figure 23B shows the equivalent minority spin curves. The details are described in the figure caption. In Figure 24A and B, we display the equivalent curves for Ho. There are several key points to note about these curves. First, the amount of minority (majority) spin f-character hybridized into the majority (minority) spin bands is small on the scale of the $f$ DOS, but appreciable on the scale of the d DOS. Second, the amount of hybridization between different f -spin states increases from Tb to Ho and generally increases in the heavy lanthanides as atomic number increases. It is straightforward to understand why this occurs. At the Gd end of the series, the exchange field dominates the spin-orbit coupling and so states are split according to their spin. At the Yb end of the series, the f-states are more or less completely filled and there is no exchange field, the dominant splitting in the f-states is spin-orbit coupling where each individual state has mixed spin-up and spin-down character. The change from exchange splitting to spin-orbit splitting is not abrupt, but occurs gradually as we proceed across the $4 f$-series. Comparison of the d-bands in Figures 23 and 24 shows that they are all broadly similar. However, the effect of changing f-hybridization and small changes in the lattice such as a slightly different lattice constant and c/a ratio means that the details of the d densities of states vary from element to element. In turn, this affects the calculated lattice and magnetic properties.

Now we go on to discuss the results of the calculation of the heavy lanthanide magnetic moments. These calculations were performed on a hexagonal close packed lattice at the experimental lattice constant, so these numbers should be


FIGURE 23 The $d$ (dashed lines) and $f$ (full lines) densities of states for Tb with respect to the Fermi energy. (A) Majority spin: the very tall and narrow peaks at around $-1.15 R$ y are the majority spin $f$-states. The small peak at -0.85 is majority spin $f$ hybridized into the minority spin states through spin-orbit coupling. From -0.25 to 0.5 Ry , the d-bands dominate the DOS, but the lower curve indicates a very small majority spin f-contribution in this region. (B) Minority spin: there is considerable minority spin character hybridized into the occupied spin-up f-states. The single occupied predominantly minority spin $f$-state is at -0.85 Ry . The minority spin f -states are close to the Fermi energy and these overlap and hybridize with the d-bands.


FIGURE 24 The $d$ (dashed lines) and $f$ (full lines) densities of states for Ho with respect to the Fermi energy. (A) Majority spin: The very tall and narrow peaks at around -1.1 Ry are the majority spin f-states. The small peaks at -0.85 are majority spin $f$ hybridized into the minority spin states through spin-orbit coupling. From -0.25 to $0.5 R y$, the $d$-bands dominate the DOS, but the lower curve indicates a very small majority spin $f$-contribution in this region. There is considerable majority spin DOS hybridized into the d-bands around the Fermi energy. (B) Minority spin: There is considerable minority spin character hybridized into the occupied spin-up f-states. The three occupied predominantly minority spin f-states are at -0.85 Ry . The minority spin $f$-states are close to the Fermi energy and these overlap and hybridize with the d-bands.

TABLE 6 The magnetic properties of the heavy lanthanides. The magnetic moments are all written in units of Bohr magnetons per atom. The first column is the spin magnetic moment of the valence states. The second column is the orbital moment associated with the valence electrons. The third column gives the spin moment for the SIC f-states, the fourth column is their orbital moment. The fifth column is the sum of all the previous contributions. The final column is the experimental saturated magnetic moment (Jensen and Mackintosh, 1991). For Gd through Tm, the calculations were done in the trivalent state. For Yb , the divalent state was the only state to which the calculation could be reliably converged and the moments are all close to zero and so are not shown. From Gd through Tm, the calculations were performed in the Hund's rule ground state

|  | Valence moments |  | $\mathrm{f}(\mathrm{SIC})$ moments |  | Total moment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Spin | Orbital | Spin | Orbital | Theoretical | Experimental |
| Gd | -0.05 | 0.53 | 6.94 | 0.013 | 7.43 | 7.63 |
| Tb | -0.29 | 0.40 | 5.90 | 3.03 | 9.04 | 9.34 |
| Dy | -0.45 | 0.12 | 4.88 | 5.04 | 9.59 | 10.33 |
| Ho | -0.56 | -0.34 | 3.84 | 6.06 | 9.00 | 10.34 |
| Er | -0.65 | -1.02 | 2.86 | 6.06 | 7.25 | 9.1 |
| Tm | -0.83 | -1.96 | 1.88 | 5.05 | 4.14 | 7.14 |

directly comparable with experiment. In Table 6, we lay out all the magnetic quantities calculated within an SIC-LSD calculation. These are the expectation values of $2 S_{z}$ and $L_{z}$, that is assuming an ordered magnetic state with a local intrinsic exchange field directed along the $z$-axis. The quantities obtained are those for the Hund's rule arrangement of initial states within the f-manifold. In principle, we could show systematically that this is the ground state by performing calculations for every possible configuration of electrons and finding that the Hund's rule state is the one with minimum energy. We have done this for some elements such as Pr above, and found the Hund's rule result, but a full systematic study has not been carried out. However, we assume that this could have been done and the Hund's rule configuration is assumed henceforth. The normal procedure to calculate the total magnetic moment for these elements would be to add all the different, valence and localized, contributions together. However, if we do this, it does not work well when compared with the experimental saturated magnetic moment as can be seen from the last two columns of Table 6. There are only two systems, Gd and Tb , for which our calculations show a reasonable agreement with the experimental values of the saturated magnetic moment. These results of the calculations do not compare as well as the values obtained from the standard model (see Table 1), which contain only the localized f contributions. In particular, for Tm and Er , the valence orbital magnetic moments are large and anti-parallel to the orbital magnetic moments from the localized f -states. The valence orbital moment for Gd is positive, decreases for Tb and Dy , changes sign in Ho. The valence spin magnetic moment changes continuously from -0.05 in Gd to -0.83 in Tm . Thus, the present theory seems to overestimate these valence contributions to the ordered moment of the lanthanides. The

TABLE 7 The magnetic properties of the heavy lanthanides. The magnetic moments are all written in units of Bohr magnetons per atom. The first three columns are the $S, L$, and $/$ quantum numbers and $g$, is the effective Landé $g$-factor, all of which can be compared with the equivalent results in Table 1. The remaining columns are, respectively, the effective moments calculated according to Eq. (5) and the experimental moment deduced from the Curie-Weiss behaviour of the magnetic susceptibilities in the paramagnetic phases (Jensen and Mackintosh, 1991). The Hund's rule ground state was chosen throughout

|  | $S$ | $L$ | $J$ | $g_{\boldsymbol{j}}$ | $\mu_{\mathrm{t}}$ | $\mu_{\mathrm{e}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Gd | 3.47 | 0.013 | 3.48 | 1.997 | 7.88 | 7.95 |
| Tb | 2.95 | 3.03 | 5.98 | 1.493 | 9.65 | 9.5 |
| Dy | 2.44 | 5.04 | 7.48 | 1.326 | 10.56 | 10.6 |
| Ho | 1.92 | 6.06 | 7.98 | 1.240 | 10.50 | 10.4 |
| Er | 1.43 | 6.06 | 7.49 | 1.191 | 9.50 | 9.5 |
| Tm | 0.94 | 5.05 | 5.99 | 1.157 | 7.49 | 7.3 |

SIC-LSD method has a slight tendency to overlocalize states and as a result brings a small amount of unphysical valence f-states below the Fermi energy. This means that the lanthanides become divalent slightly too early as we proceed across the Periodic Table (Strange et al., 1999). The extra unphysical valence f-states replace d-states. However, they play a similar role in bonding to the d-states, so do not affect the prediction of crystal structural properties, but can distort the prediction of the magnetic moment.

A better agreement with experiment is obtained if the valence moments are ignored, as in the following procedure. The SIC states are highly localized on a particular lattice site. This can be seen from Table 6 where the values of $L_{z}$ and $S_{z}$ of the SIC states of f-character are essentially the atomic values presented in Table 1. Thus, we may interpret these as projections onto the $z$-axis corresponding to effective $S, L$, and ensuing $J$ quantum numbers, which can be used in Eqs. (4) and (5) to determine the total magnetic moment due to the SIC states. In this estimate, the moment of the occupied valence states is ignored. In Table 7, we show the results of this procedure and compare them directly with the experimental values. Surprisingly with the omission of the spin and orbital moments of the valence states, we obtain excellent agreement between theory and experiment. This can indicate that the experiment provides only the contribution of the localized states to the spin and orbital magnetic moments. This is plausible since these experimental magnetic moments are deduced from the linear dependence of the inverse magnetic susceptibilities on temperature in the high-temperature paramagnetic phases, Eq. (6). At these elevated temperatures, the magnetic behaviour is best described by the DLM model (see the next section), according to which the local f magnetic moments are not aligned but rather point randomly in all directions. As a consequence, one does not expect much of a valence electron polarization to develop and could even be negligible, which we assumed in our analysis presented in Table 7. The success of this reasoning might also be construed as an illustration on how well the SIC describes the localized part of the f-states.

### 5.3 The light lanthanides

In this section, we discuss some calculations of the magnetic moments of the light lanthanides using SIC-LSD in a variety of situations. We have calculated the magnetic moments of all the light lanthanides on an fcc lattice with an identical volume per atom for each element. This has enabled us to untangle the effect of small lattice constant changes on the moment from the effect of the extra f-electron as we proceed across the Periodic Table. The results of these calculations are shown in Tables 8 and 9, where we have explicitly shown all contributions to the moment. In Table 8 are shown the ordered moments, whereas in Table 9 are shown the paramagnetic moments, extracted as outlined for the heavy lanthanides in subsection 5.2.

TABLE 8 The magnetic properties of the light lanthanides. The magnetic moments are all written in units of the Bohr magneton. The first column is the spin magnetic moment of the valence states. The second column is the orbital moment associated with the valence electrons. Column three is the spin moment for the SIC f-states, the next column is their orbital moment. The fifth column is the total moment and the last column is the experimental saturated magnetic moment (Jensen and Mackintosh, 1991). For Ce through Sm, the calculations were done in the trivalent state, whereas for Eu, the calculation was done in the divalent state. From Ce through Sm, the state chosen was the Hund's rule ground state and this turned out to be the lowest energy state

|  | Valence moments |  | $\mathrm{f}(\mathrm{SIC})$ moments |  | Total moment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Spin | Orbital | Spin | Orbital | Theoretical | Experimental |
| Ce | 0.32 | 0.03 | 0.96 | 2.96 | 1.71 | 0.6 |
| Pr | 0.44 | 0.16 | 1.98 | 4.96 | 2.7 | 2.7 |
| Nd | 0.34 | 0.51 | 2.94 | 5.93 | 3.16 | 2.2 |
| Pm | 0.32 | 1.74 | 3.94 | 5.95 | 3.43 | - |
| Sm | 0.55 | 1.69 | 4.94 | 4.94 | 1.14 | 0.13 |
| Eu | 0.42 | 0.001 | 6.96 | 0.01 | 7.37 | 5.1 |

TABLE 9 The magnetic properties of the light lanthanides. The magnetic moments are all written in units of Bohr magnetons per atom. The first three columns are the $S, L$, and $J$ quantum numbers and $g$ ر is the effective Landé $g$-factor, all of which can be compared with the equivalent results in Table 1. The remaining columns are the calculated effective moment calculated according to Eq. (5) and the experimental moment (Jensen and Mackintosh, 1991). The Hund's rule ground state was chosen throughout

|  | $S$ | $L$ | $J$ | $g ر$ | $\mu_{\mathrm{t}}$ | $\mu_{\mathrm{e}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Ce | 0.48 | 2.96 | 2.48 | 0.93 | 2.73 | 2.4 |
| Pr | 0.99 | 4.96 | 3.97 | 0.80 | 3.55 | 3.5 |
| Nd | 1.47 | 5.93 | 4.46 | 0.73 | 3.60 | 3.5 |
| Pm | 1.97 | 5.95 | 3.98 | 0.60 | 2.67 |  |
| Sm | 2.47 | 4.94 | 2.47 | 0.29 | 0.84 | 1.5 |
| Eu | 3.48 | 0.01 | 3.47 | 1.96 | 7.72 | 3.4 |

TABLE 10 The magnetic properties of neodymium on a variety of crystal lattices (fcc, bcc, simple cubic, and hexagonal lattices) calculated as described in the text. The magnetic moments are all written in units of the Bohr magneton. The second column is the spin magnetic moment of the valence $s, p, d$, and $f$-states. The third column is the orbital moment associated with the valence electrons. The final two columns are the spin and orbital magnetic moments of the SI-corrected f-states

|  | Valence moments |  |  | $\mathrm{f}($ SIC ) moments |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | Spin | Orbital |  | Spin |  |
| fcc | 0.34 | 0.51 | 2.94 | Orbital |  |
| bcc | 0.75 | 0.51 | 2.95 | 5.93 |  |
| sic | 0.90 | 0.88 | 2.93 | 5.95 |  |
| hcp | 0.74 | 0.34 | 2.94 | 5.89 |  |

It is notable that the spin and orbital contributions of the localized states are nearly the same as for the ionic case. This shows that in the light lanthanides, the f-states are as localized as for the heavy lanthanides. For the paramagnetic moments, the agreement between theory and experiment is very satisfactory (Table 9) and much better than using a band description of adding the contributions of the localized and delocalized states (Table 8). Sm and Eu are less well described by this procedure and it could be that the assumption of pure trivalent Sm and pure divalent Eu are not fully applicable and some divalent Sm and some trivalent Eu might be mixed into the ground state.

Now let us consider the effect of crystal environment on the magnetic moment of the lanthanides. In Table 10, we show the results of calculations of the magnetic moment of neodymium on several common crystal lattices. A trivalent Nd ion yields a spin moment of $3 \mu_{\mathrm{B}}$ and an orbital moment of $6 \mu_{\mathrm{B}}$. In the final two columns of Table 10, we see that the SIC-LSD theory yields values slightly less than, but very close to, these numbers. This is independent of the crystal structure. The valence electron polarization varies markedly between different crystal structures from $0.34 \mu_{\mathrm{B}}$ on the fcc structure to $0.90 \mu_{\mathrm{B}}$ on the simple cubic structure. It is not at all surprising that the valence electron moments can differ so strongly between different crystal structures. The importance of symmetry in electronic structure calculations cannot be overestimated. For example, the hcp lattice does not have a centre of inversion symmetry and this allows states with different parity to hybridize, so direct $\mathrm{f}-\mathrm{d}$ hybridization is allowed. However, symmetry considerations forbid $\mathrm{f}-\mathrm{d}$ hybridization in the cubic structures. Such differences in the way the valence electrons interact with the f-states will undoubtedly lead to strong variations in the valence band moments.

## 6. SPECTROSCOPY

In this section, we highlight two spectroscopies that can reveal information on the valence of the lanthanide ion. First, we will discuss high-energy photoemission spectroscopy that shows the multiplet nature of the lanthanide ion. Second, we
discuss resonant MXRS that allows us to study directly the spin and orbital magnetic properties of the late lanthanides. This experimental probe also has the potential to determine the number and symmetry of the localized f-states. In the first spectroscopy, the starting band structure is that of the LDA, while in the second one, the SIC-LSD is used.

### 6.1 Hubbard-I approach to lanthanide photoemission spectra

Photoemission is a powerful spectroscopy of lanthanide systems (Campagna et al., 1979). This is due to the distinct atomic multiplet features, which serve as a fingerprint of the configuration adopted by the lanthanide ion in the solid environment.

In photoemission, a photon $\gamma$ of energy $\hbar \omega$ impinges on a solid, which is an $N$-electron system in its ground state $|N ; 0\rangle$. The photon is absorbed and its energy is transferred to an electron, which is emitted, leaving behind a solid with only $N-1$ electrons and in some excited state. Schematically,

$$
\begin{equation*}
\gamma+|N ; 0>\rightarrow| N-1 ; i>+e . \tag{41}
\end{equation*}
$$

The energy of the electron, $E_{e}$, is measured and contains information about the excitation energies in the $N-1$ electron system:

$$
\begin{equation*}
E_{e}=\hbar \omega+E(N ; 0)-E(N-1 ; i) \tag{42}
\end{equation*}
$$

In principle, all possible excitations contribute to the photoelectron spectrum and the proper quantum mechanical amplitude must be calculated. For the lanthanides, the atomic limit corresponds to the assumption that the photoelectron spectrum is dominated by those processes, where the photon hits a particular ion and causes an excitation on that ion without disturbing the remainder of the crystal. In the standard model, the lanthanide ion would initially be in its trivalent $f^{n}$ configuration with the Hund's rule ground state multiplet (Table 1 in Section 2.2), and would be transferred into some multiplet ${ }^{2 S+1} L_{J}$ within configuration $f^{n-1}$ when the photon has been absorbed. The photoelectron energy would thus be

$$
\begin{equation*}
E_{e} \approx \hbar \omega+E_{\text {ion }}\left(f^{n} ; 0\right)-E_{\text {ion }}\left(f^{n-1} ;{ }^{2 S+1} L_{J}\right), \tag{43}
\end{equation*}
$$

where $E_{\text {ion }}$ is the atomic energy. The amplitude for this to happen is proportional to the product of two matrix elements:

$$
\begin{equation*}
\left.A \propto\left\langle\psi_{e}\right| e^{i \mathbf{k r}}\left|\phi_{f}\right\rangle \cdot\left\langle f^{n-1} ;{ }^{2 S+1} L_{J}\right)|\hat{f}| f^{n} ; 0\right\rangle \tag{44}
\end{equation*}
$$

where the first factor is the matrix element of the photon field between the wavefunction of the outgoing electron $\psi_{e}$ and the f electron wavefunction $\phi_{f}$, whereas the second factor is the matrix element of the $f$ destruction operator $f$ between the final and initial f multiplets.

In view of the strength of the Coulomb interaction, the atomic limit is certainly a quite idealized assumption. For example, in the real world, the kicked out electron still has some distance to travel through the solid before leaving at the surface and
might scatter off other atoms or electrons on its way (secondary processes). Furthermore, the sea of conduction electrons might react to the presence of a hole in the f-shell of the targeted ion, with some partial transfer of relaxation energy to the photoelectron (screening). Finally, the photon might induce some further excitations of the conduction electrons (shake up effects), for example by exciting plasmon oscillations. For a complete understanding of photoemission, all such processes must be considered, which is a formidable task. It so happens that the atomic limit is a good first approximation for many lanthanide systems, so we will describe in the following text its implementation within the DMFT framework (Lichtenstein and Katsnelson, 1998) and compare with experimental spectra.

The atomic multiplet DMFT method is a generalization of the Hubbard-I approximation (Hubbard, 1963, 1964a, 1964b) to a full f-manifold of 14 orbitals. The model adopted for the isolated atom considers only these 14 degrees of freedom, and their interaction through the Coulomb force in the atomic Hamiltonian

$$
\begin{equation*}
H^{\mathrm{at}}=\frac{1}{2} \sum_{\left\{m_{i}\right\}} U_{m_{1} m_{2} m_{3} m_{4}} \hat{f}_{m_{1}}^{\dagger} \hat{f}_{m_{2}}^{\dagger} \hat{f}_{m_{3}} \hat{f}_{m_{4}}+\xi \sum_{i} \vec{l}_{i} \cdot \vec{s}_{i}-\mu \sum_{m} \hat{f}_{m}^{+} \hat{f}_{m} \tag{45}
\end{equation*}
$$

Here, index $m_{j}$ labels the f orbitals, and $\hat{f}_{m}^{\dagger}$ and $\hat{f}_{m}$ are creation and annihilation operators. The first term in Eq. (45) is the electron-electron interaction, with the matrix element

$$
\begin{align*}
U_{m_{1} m_{2} m_{3} m_{4}} & =\iint \frac{\phi_{m_{1}}^{*}(\mathbf{r}) \phi_{m_{2}}^{*}\left(\mathbf{r}^{\prime}\right) \phi_{m_{3}}\left(\mathbf{r}^{\prime}\right) \phi_{m_{4}}(\mathbf{r})}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \mathrm{d}^{3} r \mathrm{~d}^{3} r^{\prime}  \tag{46}\\
& =\sum_{\ell} a_{\ell}\left(m_{1} m_{2} m_{3} m_{4}\right) F^{\ell}
\end{align*}
$$

where $\varphi_{m}(\mathbf{r})$ are the f-orbitals. The Coulomb integrals may be expressed in terms of vector coupling coefficients, $a_{\ell}$, and Slater integrals, $F_{\ell}$, with $\ell=0,2,4,6$ (Lichtenstein and Katsnelson, 1998). The second and third terms in Eq. (45) are the spin-orbit interaction, and a chemical potential term used to align with the Fermi level of the solid [see, e.g., Lebegue et al. (2006a)].

The Hamiltonian, $H^{\text {at }}$, is solved by exact diagonalization in the space of all possible Slater determinants for each of the $f^{n}$ configurations needed in the calculation (typically for the ground state configuration with $n$ electrons and for the $n \pm 1$ configurations corresponding to excited states). The eigenvalues and eigenvectors, denoted respectively by $E_{v}$ and $|v\rangle$, are obtained and the atomic Green's function $G_{m m^{\prime}}^{\text {at }}$ calculated as:

$$
\begin{equation*}
G_{m m^{\prime}}^{\mathrm{at}}(\omega)=\sum_{\lambda v} g_{\lambda v} \frac{\langle\lambda| c_{m}|v\rangle\langle v| c_{m^{\prime}}^{\dagger}|\lambda\rangle}{\omega+E_{\lambda}-E_{v}} \tag{47}
\end{equation*}
$$

where the weight factor $g_{\lambda v}=\delta_{\lambda, 0}+\delta_{v, 0}$ specifies that one of the states in the sum must be a ground state $(T=0)$. More generally, in a thermal environment, $g_{\lambda v}$ is given by the appropriate Boltzmann weights (Lichtenstein and Katsnelson, 1998).

From $G^{\text {at }}$ the atomic self-energy, $\Sigma_{m m^{\prime}}^{\text {at }}$, is finally extracted

$$
\begin{equation*}
\Sigma_{m m^{\prime}}^{\mathrm{at}}(\omega)=\omega \delta_{m m^{\prime}}-\left(G^{a t}\right)_{m m^{\prime}}^{-1}(\omega) \tag{48}
\end{equation*}
$$

to be inserted in the DMFT Eq. (36) for the solid. We have used the LDA as reference system to obtain $G^{0}$. The procedure outlined above describes the multiplets of the 4 f atom and combines in a unified framework the strong intra-shell correlation effects related to the $4 f$ electrons and the weaker interaction between s, p, and d electrons. Adding $\Sigma^{\text {at }}$ to the LDA Hamiltonian on the right-hand side of Eq. (36) shifts the f-weight from the narrow LDA bands into the energy positions corresponding to multiplet excitation energies. The matrix elements in the numerator of Eq. (47) ensure that the proper transition amplitudes, according to atomic selection rules, enter the spectral function in Eq. (37). Not included in the description based upon Eq. (37) are the matrix elements between the outgoing photoelectron and the orbital of the left-behind hole. These matrix elements will depend on the angular character of the photo-hole. However, in the applications to be discussed in the following, we will focus on the f-part of the spectral function only, and compare to photoemission spectra using photon energies chosen so as to enhance the f-contribution. Viewed as a DMFT implementation, the above procedure is particularly simple since the impurity is uncoupled from the bath $\left[G_{\text {bath }}\right.$ does not enter in the model Eq. (45)].

In Figures 25 and 26, we show the calculated spectral functions, respectively, for SmAs and SmS using the above theory (Svane et al., 2005). The chemical potential of the reference ion is chosen such that the ground state is $f^{5}\left({ }^{6} H\right)$ for trivalent Sm in SmAs and $f^{6}\left({ }^{7} F\right)$ for divalent Sm in SmS with an energy separation to the lowest $n-1$ excited levels $\left[f^{4}\left({ }^{5} I\right)\right.$ of 4.0 eV for SmAs and $f^{5}\left({ }^{6} H\right)$ of 0.8 eV for SmS, respectively], to coincide with the experimental values for these energies. The Slater integrals entering into the Coulomb matrix in Eq. (46) are almost


FIGURE 25 The calculated spectral function of trivalent $S m$ in SmAs at equilibrium volume, with $a=5.91 \AA$. The full curve shows the $f$-contribution and the dashed curve the non-f contribution. The energy is given relative to the Fermi level. The main lines are characterized by their final state characteristics, either As s, p-bands, or as $\operatorname{Sm} f^{n \pm 1}$ multiplet term.


FIGURE 26 The calculated spectral function of divalent Sm in SmS (black phase, $a=5.95 \AA$ ). The full curve shows the $f$-contribution and the dashed curve the non-f contribution. The energy is given relative to the Fermi level. The main lines are characterized by their final state characteristics, either as Sulphur s, p-bands or as $\mathrm{Sm} \mathrm{f}^{n \pm 1}$ multiplet term.
equal for the two compounds, $F^{\ell}=23.9,10.6,6.5$, and 4.6 eV , respectively, for $\ell=0,2,4,6$ (evaluated with the f-radial wave at an energy given by the centre of gravity of the occupied f-partial DOS). However, for the direct Coulomb parameter, $F^{0} \equiv U$, a screened value of $F^{0}=7.1 \mathrm{eV}$ was used instead of the unscreened value quoted above.

The SmAs spectral function in Figure 25 shows four distinct peaks between -5 and -12 eV corresponding to the $f^{4}\left({ }^{5} L\right), L=D, G, F, I$, final states in the photoemission process. These states agree well with the three-peak structure observed by Pollak et al. (1974) at binding energies of approximately $-10.0 \mathrm{eV},-8.2 \mathrm{eV}$, and -6.0 eV (presuming that the ${ }^{5} \mathrm{~F}$ emission is too weak to lead to a resolvable peak). In the positive frequency range, one observes the ${ }^{7} F$ peak just above the Fermi level whereas the $f^{6}$ final states of $S=2$ are situated further up in energy, however, now with a considerable spread due to the many allowed multiplets. The position of the corresponding levels in the reference atomic calculation are marked in the figure.

The SmS spectral function is shown in Figure 26. The spectrum is now characterized by the low binding energy three-peak structure, which is also observed in several experiments (Campagna et al., 1974b; Pollak et al., 1974; Chainani et al., 2002; Ito et al., 2002), at binding energies $-0.8 \mathrm{eV},-1.5 \mathrm{eV}$, and -4.0 eV , and which is attributed to the ${ }^{6} H,{ }^{6} F$, and ${ }^{6} P$ final states (Campagna et al., 1974b). The latter state coincides with the sulphur $p$-band, as also found in the calculations. The results in Figure 26 agree well with those obtained by Lehner et al. (1998) by a similar theoretical procedure.

The two spectra of SmAs and SmS demonstrate the distinctly different signatures of trivalent and divalent Sm ions in photoemission. Recent experiments (Chainani et al., 2002; Ito et al., 2002) show traces of Sm $f^{5}$ emission in SmS
photoemission experiments, possibly also present in older works (Pollak et al., 1974). It is unclear whether this is due to small impurity concentrations or implies a more complicated ground state for SmS than the ideal divalent state, which is normally assumed and indeed also was found by the SIC-LSD calculations discussed in Section 4.3.1. It is well known that doping of SmS can lead to the intermediate valence phase, characterized by photoemission spectra of both the high and low binding energy type (Campagna et al., 1974b; Pollak et al., 1974). The unoccupied states of SmS have been monitored with bremsstrahlung inverse spectroscopy (Oh and Allen, 1984). The spectra reveal two broad structures, approximately 4.5 and 9 eV above the Fermi level, which are in good agreement with the positions in Figure 26 of the ${ }^{8} S$ and ${ }^{6} P, I, D, G, F, H$ features, respectively.

As an example of application of the atomic multiplet theory to the elemental metals (Lebegue et al., 2006a, 2006b), we show in Figure 27 a comparison of the calculated and measured spectra for terbium. The removal part of the spectrum at negative energies, corresponding to $f^{8} \rightarrow f^{7}$ transitions, reveals the exchange splitting between the ${ }^{8} S$ and ${ }^{6} L(L=G, H, I)$ peaks, which in band language translates into the minority and majority spin bands. At positive energy, the spectrum is dominated by the strong peak at 3 eV with a shoulder towards higher energy. There is a one to one correspondence between the observed and calculated peaks, although their relative intensities differ, which could be a matrix element effect. For the high-energy shoulder, there is a 1.5 eV discrepancy in position, which could be due to the neglect of the non-f electrons in the theory. Similarly, the smaller hump-like spectral intensity observed in experiment, in the region just below the Fermi level, could be a reflection of the normal valence electrons,


FIGURE 27 The calculated f-contribution to the spectral function of Tb in the hcp structure at the equilibrium volume computed within the Hubbard-I method (dashed line) compared with experiments (circles). Experimental data are X-ray photoemission and bremsstrahlung isochromat spectroscopy from Lang et al. (1981). The Fermi level is at zero energy and the dominating atomic final states are marked.


FIGURE 28 The calculated f-contribution to the spectral function of TmSe at equilibrium volume computed within the Hubbard-I method (full line) compared with photoemission spectrum of Campagna et al. (1974b) (solid squares) and of Ufuktepe et al. (1998) (solid circles) (vertically displayed for clarity). The Fermi level is at zero energy.
possibly with some small interaction effects with the f-manifold, which are not treated by the present theory.

As a final example we show in Figure 28 a mixed valence spectrum of TmSe (Lebegue et al., 2005). TmSe is situated between the predominantly trivalent TmS and the divalent TmTe in the thulium monochalcogenides series. The figure shows data from two different experiments (Campagna et al., 1974a; Ufuktepe et al., 1998) with similar results, possibly with a relative shift in the Fermi level position. The recorded photoemission spectra exhibit both low lying excitations (between the Fermi level and 3 eV below) due to $f^{13} \rightarrow f^{12}$ transitions and higher excitations (between 5 and $\sim 13 \mathrm{eV}$ below the Fermi level) due to $f^{12} \rightarrow f^{11}$ transitions, each of these with their distinct multiplet structure. TmTe shows only the former and TmS only the latter kinds of excitations (Lebegue et al., 2005). Again, there is good agreement between the positions of peaks in theory and experiment. The two experiments differ somewhat in the relative intensities of the divalent and trivalent parts. This could be an effect of different sample quality that influences the relative balance of the $f^{13}$ and $f^{12}$ configurations in the mixed valent ground state. A second possibility is a different surface sensitivity in the two experiments, combined with surface influence on the mixed valent ground state.

The theory presented here is not fully ab initio since it involves the adjustment of the chemical potential as well as the $F^{0}$ (or Hubbard $U$ ) parameter. The $U$ parameter only enters in cases where three or more occupation numbers $n$ of $f^{n}$ configurations are involved, as is the case in the examples presented here. The size of multiplet splittings within a given configuration is solely determined by the $F^{\ell}(\ell>0)$ parameters, which are calculated from the self consistent f partial wave, as the examples show with quite accurate results. Hence, screening effects do not enter as severely into the higher $F^{\ell}$ Slater integrals as they do for the Coulomb $U$ parameter.

### 6.2 Relativistic theory of resonant X-ray scattering

MXRS is a well-developed technique for probing the magnetic and electronic structures of materials. The foundations of the theory of MXRS were laid down by Blume (1985). He showed that this spectroscopy is intrinsically relativistic. Later on Blume and Gibbs (1988) developed the theory further to show that the orbital and spin contributions to the magnetic moment can be measured separately using MXRS with a judicious choice of experimental geometry and polarization of the X-rays. This makes it a potentially very powerful spectroscopy. Integration of the SIC into the MXRS theory enables us to describe lanthanide and actinide materials on an equal footing with transition and simple materials. We then go further and make the connection between this theory and the standard theories of resonant X-ray scattering (Hill and McMorrow, 1996; Lovesey and Collins, 1996) and illustrate it with a calculation for the heavy lanthanides. In the relativistic SIC-LSD approach (Beiden et al., 1997), we adopt the same strategy as in the non-relativistic theory, but instead of Eq. (23), we have to solve the Dirac equation of the form

$$
\begin{equation*}
\left(\frac{c \hbar}{i} \boldsymbol{\alpha} \cdot \nabla+m c^{2}\left(\beta-I_{4}\right)+V^{\mathrm{eff}}(\mathbf{r})+\mu_{B} \beta \boldsymbol{\sigma} \cdot \mathbf{B}^{\mathrm{eff}}(\mathbf{r})+V_{\gamma}^{\mathrm{SIC}}(\mathbf{r})\right) \psi_{\gamma}(\mathbf{r})=\sum_{\gamma^{\prime}} \lambda_{\gamma, \gamma^{\prime}} \psi_{\gamma^{\prime}}(\mathbf{r}) \tag{49}
\end{equation*}
$$

where $\boldsymbol{\alpha}$ and $\beta$ are Dirac matrices, $\mathbf{B}^{\text {eff }}$ is an effective magnetic field, $\sigma_{4}$ and $I_{4}$ are $4 \times 4$ spin operator and unit matrices, respectively, and $\lambda_{\gamma, \gamma^{\prime}}$ is the Lagrange multipliers matrix. The SIC potential is given by

$$
\begin{equation*}
V_{\gamma}^{\mathrm{SIC}}(\mathbf{r})=-\left(\frac{e^{2}}{4 \pi \varepsilon_{0}} \int \frac{n_{\gamma}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \mathrm{d}^{3} r^{\prime}+\frac{\delta E_{\mathrm{xc}}^{\mathrm{LSD}}\left[\bar{n}_{\gamma}(\mathbf{r})\right]}{\delta n_{\gamma}(\mathbf{r})}-\mu_{\mathrm{B}} \beta \boldsymbol{\sigma}_{4} \cdot \frac{\delta E_{\mathrm{xc}}^{\mathrm{LSD}}\left[\bar{n}_{\gamma}(\mathbf{r})\right]}{\delta \mathbf{m}_{\gamma}(\mathbf{r})}\right), \tag{50}
\end{equation*}
$$

with $\gamma$ denoting orbitals and

$$
\mathbf{m}_{\gamma}(\mathbf{r}) \equiv-\mu_{B} \psi_{\gamma}^{\dagger}(\mathbf{r}) \beta \boldsymbol{\sigma}_{4} \psi_{\gamma}(\mathbf{r}) .
$$

The task of finding the single particle-like wavefunctions is now in principle equivalent to that within non-relativistic SIC-LSD theory. The four-component nature of the wavefunctions and the fact that neither spin nor orbital angular momentum are conserved separately presents some added technical difficulty, but this can be overcome using well-known techniques (Strange et al., 1984). The formal first-principles theory of MXRS, for materials with translational periodicity, is based on the fully relativistic spin-polarized SIC-LSD method in conjunction with second-order time-dependent perturbation theory (Arola et al., 2004).

### 6.2.1 Basic theory of X-ray scattering

The theory of X-ray scattering is based on the second-order golden rule for the transition probability per unit time:

$$
\begin{equation*}
\left.w_{\mathrm{if}}=\frac{2 \pi}{\hbar}\left|\langle f| \hat{H}_{\mathrm{int}}^{\prime}\right| i\right\rangle+\left.\sum_{I} \frac{\langle f| \hat{H}_{\mathrm{int}}^{\prime}|I\rangle\langle I| \hat{H}_{\mathrm{int}}^{\prime}|i\rangle}{E_{\mathrm{i}}-E_{\mathrm{I}}}\right|^{2} \delta\left(E_{\mathrm{f}}-E_{\mathrm{i}}\right), \tag{51}
\end{equation*}
$$

where $|i\rangle,|I\rangle$, and $|f\rangle$ are the initial, intermediate, and final states of the electronphoton system. $E_{\mathrm{i}}, E_{\mathrm{I}}$, and $E_{\mathrm{f}}$ are the corresponding energies. $\hat{\mathrm{H}}^{\prime}$ int is the timeindependent part of the photon-electron interaction Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}(t)=-e \int_{\infty} \hat{\psi}^{\dagger}(\mathbf{r}, t) \boldsymbol{\alpha} \hat{\psi}(\mathbf{r}, t) \cdot \hat{A}(\mathbf{r}, t) \mathrm{d}^{3} r \tag{52}
\end{equation*}
$$

where $\hat{A}(\mathbf{r}, t)$ is the quantized radiation field operator, and $\hat{\psi}(\mathbf{r}, t)$ and $\hat{\psi}^{\dagger}(\mathbf{r}, t)$ are the quantized Dirac field operators. The formalism to reduce Eq. (51) to single-electron-like form has been published previously (Arola et al., 1997). Therefore, we will not repeat the details here, but only the equations that are key to an understanding of the theory.

In relativistic quantum theory, it is the second term in Eq. (51) that is entirely responsible for scattering as it is second order in the vector potential. It is convenient to divide this term into four components, and the X-ray scattering amplitude in the case of elastic scattering may be written as (Arola et al., 1997; Arola and Strange, 2001)

$$
\begin{align*}
& f_{\mathbf{q}\rangle ; \mathbf{q}^{\prime} \lambda^{\prime}}(\omega)=\sum_{I, \varepsilon_{\Lambda}>0} \frac{\langle f| \hat{H}^{\prime}{ }_{\text {int }}|I\rangle\langle I| \hat{H}^{\prime}{ }_{\text {int }}|i\rangle}{E_{i}-E_{I}}-\sum_{I, \varepsilon_{\Lambda}>0} \frac{\langle f| \hat{H}^{\prime}{ }_{\text {int }}|I\rangle\langle I| \hat{H}_{\text {int }}^{\prime}|i\rangle}{E_{i}-E_{I}}  \tag{53}\\
& =f_{\mathbf{q}^{2} ; \mathbf{q}^{\prime} \lambda^{\prime}}^{+(\mathrm{pos})}(\omega)+f_{\mathbf{q}^{2} ; \mathbf{q}^{\prime} \lambda^{\prime}}^{-(\mathrm{pos})}(\omega)+f_{\mathbf{q}^{2} ; \mathbf{q}^{\prime} \lambda^{\prime}}^{+(\mathrm{neg})}(\omega)+f_{\mathbf{q}^{2} ; \mathbf{q}^{\prime} \lambda^{\prime}}^{-(\mathrm{neg})}(\omega),
\end{align*}
$$

where $\mathbf{q}, \lambda\left(\mathbf{q}^{\prime}, \lambda^{\prime}\right)$ represent the wave vector and polarization of the incident (outgoing) photon. Two different terms arise, as the distinction in energy is made between $\varepsilon_{\Lambda}>0$ and $\varepsilon_{\Lambda}<0$ according to whether the intermediate states contain excitations from the 'negative-energy sea of electrons', that is the creation of electron-positron pairs. For both positive and negative energies, there are two separate types of intermediate states, $|I\rangle$, that is those containing no photons and those containing two photons, which altogether results in the four separate scattering amplitudes. In the energy range of interest, $\hbar \omega \ll 2 m c^{2}$, three of these components (the latter three) have no resonance, and so will only make a contribution to the cross section that is slowly varying. In the following, we shall only be interested in scattering around resonance, and the corresponding expression for the scattering amplitude reduces to the component that is large and rapidly varying around resonance, namely

$$
\begin{equation*}
f_{\mathbf{q}^{2} ; \mathbf{q}^{\prime} \lambda^{\prime}}(\omega)=f_{\mathbf{q}^{2} ; \mathbf{q}^{\prime} \lambda^{\prime}}^{+\operatorname{pos}^{\prime}}(\omega)=-\sum_{\Lambda \Lambda^{\prime}} \frac{\int \mathrm{d}^{3} r u_{\Lambda}^{\dagger}(\mathbf{r}) X_{\mathbf{q}^{\prime} \lambda^{\prime}}^{\dagger}(\mathbf{r}) u_{\Lambda^{\prime}}(\mathbf{r}) \int \mathrm{d}^{3} \mathbf{r}^{\prime} u_{\Lambda^{\prime}}^{\dagger}\left(\mathbf{r}^{\prime}\right) X_{\mathbf{q} \lambda}\left(\mathbf{r}^{\prime}\right) u_{\Lambda}\left(\mathbf{r}^{\prime}\right)}{\varepsilon_{\Lambda}-\varepsilon_{\Lambda^{\prime}}+\hbar \omega} \tag{54}
\end{equation*}
$$

where $u_{\Lambda}(\mathbf{r})$ and $v_{\Lambda}(\mathbf{r})$ are positive and negative energy electron eigenstates with quantum numbers $\Lambda$ of the Dirac Hamiltonian for the crystal and form a complete orthonormal set of four-component basis functions in the Dirac space. The oneelectron states are subject to the constraint that $\varepsilon_{\Lambda} \leq \varepsilon_{\mathrm{F}}$ and $\varepsilon_{\Lambda^{\prime}}>\varepsilon_{\mathrm{F}}$, where $\varepsilon_{\mathrm{F}}$ is the Fermi energy. The relativistic photon-electron interaction vertex is

$$
\begin{equation*}
X_{\mathbf{q} \lambda}(\mathbf{r})=-e\left(\frac{\hbar c^{2}}{2 V \varepsilon_{0} \omega}\right)^{1 / 2} \boldsymbol{\alpha} \cdot \hat{\varepsilon}^{(\lambda)}(\mathbf{q}) e^{i \mathbf{q} \cdot \mathbf{r}} \tag{55}
\end{equation*}
$$

where $e=-|e|$, and $\hat{\varepsilon}^{(\lambda)}(\mathbf{q})$ is the polarization vector for the X-ray propagating in the direction of $\mathbf{q}$.

Equation (54) represents scattering with no photons and positive energy electrons only in the intermediate state. The corresponding theory is only applicable around resonance that makes it complementary to the work of Blume (1985), which is only valid well away from resonance.

The final expression for the resonant part of the scattering amplitude in Bragg diffraction is

$$
\begin{equation*}
f_{\mathbf{q}^{2} ; ; \mathbf{q}^{\prime} \lambda^{\prime}}^{+(\text {pos })}(\omega)=f_{0 ; \mathbf{q}^{\prime} ; \mathbf{q}^{\prime} \lambda^{\prime} \lambda^{\prime}}^{+(\text {pos })}(\omega) N_{\text {cells }} \delta_{\mathbf{Q K}} \tag{56A}
\end{equation*}
$$

where $N_{\text {cells }}$ stands for the number of unit cells, $\mathbf{K}$ is a reciprocal lattice vector, $\mathbf{Q} \equiv$ $\mathbf{q}^{\prime}-\mathbf{q}$, and the 0th unit cell contribution to the scattering amplitude is

$$
\begin{align*}
f_{0 ; \mathbf{q}^{\prime} ; \mathbf{q}^{\prime} \lambda^{\prime}}^{+(\text {pos })}(\omega)= & \sum_{j} \frac{V}{(2 \pi)^{3}} \int_{\mathbf{k} \in 1 . \mathrm{BZ}} \mathrm{~d}^{3} k \sum_{t=1}^{N_{\text {type }}} \sum_{i=1}^{N_{\mathrm{t}}} \sum_{\Lambda_{\mathrm{t}}} e^{-i \mathbf{Q} \cdot \tau_{i}^{(t)}} \\
& \times \frac{m_{\Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\left(\mathbf{q}^{\prime} \lambda^{\prime}\right) m_{\Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}^{*}}(\mathbf{q} \lambda)}{\varepsilon_{\Lambda_{\mathrm{t}}}^{(t)}-\varepsilon^{j \mathbf{k}}+\hbar \omega+\Gamma_{\Lambda_{\mathrm{t}}}^{(t)} / 2} \theta\left(\varepsilon^{j \mathbf{k}}-\varepsilon_{\mathrm{F}}\right) . \tag{56B}
\end{align*}
$$

Here $j$ is the band index, $N_{\text {type }}$ represents the number of different atom types and $N_{\mathrm{t}}$ is the number of atoms of each type. The matrix elements $m_{\Lambda_{t}}^{(t i)+j k}(\mathbf{q} \lambda)$ are given by

$$
\begin{equation*}
m_{\Lambda_{n}}^{(n)+j \mathbf{k}}(\mathbf{q} \lambda) \equiv \int_{S^{n}} \mathrm{~d}^{3} r_{n} u_{\Lambda_{n}}^{(n) \dagger}\left(\mathbf{r}_{n}\right) X_{\mathbf{q}^{\lambda}}^{\dagger}\left(\mathbf{r}_{n}\right) \psi^{j \mathbf{k}}\left(\mathbf{R}_{n}^{(0)}+\mathbf{r}_{n}\right) \tag{56C}
\end{equation*}
$$

where $S^{n}$ refers to the $n$th atomic sphere within the unit cell. The added phenomenological parameter $\Gamma_{\Lambda_{t}}^{(t)}$ represents the natural width of the intermediate states created by the core hole state $\left|\Lambda_{\mathrm{t}}\right\rangle$ at the t type basis atom.

Within the electric dipole approximation $\left[e^{i q \cdot} \approx 1\right.$ in Eq. (55)], the polarization can be taken outside the matrix elements and the scattering amplitude of Eq. (56B) can be written as

$$
\begin{align*}
f_{0 ; \mathbf{q}^{\prime} ; \mathbf{q}^{\prime} \lambda^{\prime}}^{+(\text {pos })}(\omega) & =\sum_{j} \frac{V}{(2 \pi)^{3}} \int_{\mathbf{k} \in 1 . \mathrm{BZ}} \mathrm{~d}^{3} k \sum_{t=1}^{N_{\text {type }}} \sum_{i=1}^{N_{\mathrm{t}}} \sum_{\Lambda_{\mathrm{t}}} e^{-i \mathbf{Q} \cdot \tau_{i}^{(t)}} \\
& \times \frac{\lambda^{\prime} \cdot m_{\Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\left(\mathbf{q}^{\prime}\right) \lambda \cdot m_{\Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}^{*}}(\mathbf{q})}{\varepsilon_{\Lambda_{\mathrm{t}}}^{(t)}-\varepsilon^{\mathbf{k}}+\hbar \omega+\Gamma_{\Lambda_{\mathrm{t}}}^{(t)} / 2} \theta\left(\varepsilon^{\mathbf{k}}-\varepsilon_{\mathrm{F}}\right), \tag{57}
\end{align*}
$$

where the scalar product is between the photon polarization and the Pauli spin matrices that appear within the matrix elements in this formulation. This equation can be reduced to a rather appealing form. Using the notation

$$
\begin{equation*}
Q_{+1}=\frac{1}{\sqrt{2}}\left(Q_{x}+i Q_{y}\right) \quad Q_{0}=Q_{z} \quad Q_{-1}=\frac{1}{\sqrt{2}}\left(Q_{x}-i Q_{y}\right) \tag{58}
\end{equation*}
$$

the numerator in Eq. (57) can be written as

$$
\begin{align*}
\left(\lambda^{\prime} \cdot m_{\Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\right)\left(\lambda \cdot m_{\Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}^{*}}\right)= & \sum_{v=0, \pm 1} \lambda_{v}^{\prime} \lambda_{v}\left|m_{v \Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\right|^{2} \\
= & \frac{1}{2}\left[\left(\lambda^{\prime} \cdot \lambda\right)\left(\left|m_{+1 \Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\right|^{2}+\left|m_{-1 \Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\right|^{2}\right)\right. \\
& +i m_{z} \cdot\left(\lambda^{\prime} \times \lambda\right)\left(\left|m_{-1 \Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\right|^{2}-\left|m_{+1 \Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\right|^{2}\right)  \tag{59}\\
& +\left(\lambda^{\prime} \cdot m_{z}\right)\left(\lambda \cdot m_{z}\right)\left(2\left|m_{0 \Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\right|^{2}\right. \\
& \left.\left.-\left|m_{+1 \Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\right|^{2}-\left|m_{-1 \Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}\right|^{2}\right)\right],
\end{align*}
$$

where $m_{z}$ is a unit vector in the direction of the magnetization. The advantage of a formulation of the scattering amplitude in these terms is that the geometry of the experiment is separated from the matrix elements and other atomic level information. It is possible to choose a geometry such that only one of the three terms in Eq. (59) is non-zero. For example, if we have $\pi-\pi$ scattering with $90^{\circ}$ between the incident and outgoing beam, the first term is zero. If the magnetization points at $90^{\circ}$ to both the incident and outgoing polarizations, then the third term is zero and only the second term remains. This cancellation was exploited in Brown et al. (2007) in the investigation of magnetism in lanthanide elements (see below). Furthermore, if a spherical approximation is made for the electronic structure, the matrix elements can be calculated as a function of energy just once and all the angular dependence of the scattering is in the polarization and $m_{z}$ dependence.

In the LMTO implementation, the resonant matrix element $m_{\Lambda_{t}}^{(t i))}+j \mathbf{k}(\mathbf{q} \lambda)$ can be written as

$$
\begin{equation*}
m_{\Lambda_{\mathrm{t}}}^{(t i)+j \mathbf{k}}(\mathbf{q} \lambda)=\sum_{\Lambda}\left[A_{t i \Lambda}^{j \mathbf{k}}\left(u_{\Lambda_{\mathrm{t}}}^{(t)}\left|X_{\mathbf{q}^{2}}^{\dagger}\right| \phi_{v t \Lambda}\right)+B_{t i \Lambda}^{j \mathbf{k}}\left(u_{\Lambda_{\mathrm{t}}}^{(t)}\left|X_{\mathbf{q} \lambda}^{\dagger}\right| \dot{\phi}_{v+\Lambda}\right)\right] \tag{60A}
\end{equation*}
$$

where $A$ and $B$ are the wavefunction coefficients of the LMTO-ASA wavefunction (Skriver, 1983a) and $\left(f\left|X_{\mathbf{q}^{2}}^{\dagger}\right| g\right)$ is defined as

$$
\begin{equation*}
\left(f\left|X_{\mathbf{q}^{2}}^{\dagger}\right| g\right) \equiv \int_{S^{t}} \mathrm{~d}^{3} r f^{\dagger}(\mathbf{r}) X_{\mathbf{q} \lambda}^{\dagger}(\mathbf{r}) g(\mathbf{r}) \tag{60B}
\end{equation*}
$$

with $f \equiv u_{\Lambda_{\mathrm{t}}}^{(t)}$ and $g \equiv \phi_{v t \Lambda}$ or $\dot{\phi}_{v t \Lambda}$
While the cross section is the fundamental measurable quantity in scattering theory, it is frequently more convenient in X-ray scattering from magnetic materials to measure the asymmetry ratio (dichroism). This is defined as the difference divided by the sum of the cross section for the moment in one direction and the moment in the opposite direction.

$$
\begin{equation*}
A\left(\mathbf{q} ; \mathbf{q}^{\prime} \lambda ; \omega\right) \equiv \frac{\omega_{d \Omega}\left(\mathbf{q}+; \mathbf{q}^{\prime} \lambda^{\prime} ; \omega\right)-\omega_{d \Omega}\left(\mathbf{q}-; \mathbf{q}^{\prime} \lambda^{\prime} ; \omega\right)}{\omega_{d \Omega}\left(\mathbf{q}+; \mathbf{q}^{\prime} \lambda^{\prime} ; \omega\right)+\omega_{d \Omega}\left(\mathbf{q}-; \mathbf{q}^{\prime} \lambda^{\prime} ; \omega\right)} \tag{61}
\end{equation*}
$$

where the scattering rate $\omega_{d \Omega}$ into a solid space angle $d \Omega$ can be written in terms of the scattering amplitude $f_{\mathbf{q} \lambda ; \mathbf{q}^{\prime} \lambda^{\prime}}(\omega)$ as

$$
\begin{equation*}
\omega_{d \Omega}=\frac{2 \pi}{\hbar}\left|f_{\mathbf{q} \lambda_{i} ; \mathbf{q}^{\prime} \lambda^{\prime}}(\omega)\right|^{2} \frac{V}{(2 \pi)^{3}} \frac{\omega^{2}}{\hbar c^{3}} d \Omega \tag{62}
\end{equation*}
$$

As shown by Lovesey and Collins (1996), the asymmetry ratio directly reflects the scattering amplitude rather than the cross section and emphasizes the interference between magnetic scattering and charge scattering.

### 6.2.2 Application to lanthanides

As discussed previously, the SIC-LSD method has been used successfully to describe properties of lanthanide materials that cannot be described within the bare LDA (Strange et al., 1999). Here we look at how SIC-LSD describes resonant X-ray scattering. An important point made in the paper of Arola et al. (2004) is that the spectra are dependent on the number and symmetry of the localized states and intermediate states. Therefore, this spectroscopy could become quite important for the unravelling of the nature of the localized states.

Calculations of the asymmetry ratio for the heavy lanthanide metals have been carried out by Brown et al. (2007). They have shown that the asymmetry ratio consists of two features. There is a major peak in the asymmetry ratio that is predominantly due to dipolar scattering from the magnetic moment of the 5d states, and a smaller feature (below the elemental absorption edge) which in their experiment is also dipolar but in general is due to a mixture of dipolar and quadrupolar scattering. These features are labelled $A$ and $B$, respectively, in Figure 29. Feature B remains more or less in the same place relative to the absorption edge as we proceed along the lanthanide series whereas feature A gradually moves higher above the absorption edge. This means that these features separate and feature $B$ changes from being a shoulder on the side of feature $A$ to a separate peak. Note also the inversion of feature A in Tm. This is related to the fact that the d-electrons couple anti-ferromagnetically to the f-electrons in Tm, but ferromagnetically in the other heavy lanthanides. Obviously the data in Figure 29 are providing information about the details of the electronic structure of the lanthanides. In Figure 30, we present the 5d electron spin moment (left panel) and orbital moment (right panel) of the heavy lanthanides as a function of energy. As expected in the left panel, a lower energy peak is representing the majority spin states and a higher peak is representing the minority spin states. Features A and B from Figure 29 are also shown. It is clear that feature $A$ in the scattering corresponds to the peak in the 5d minority spin states. Feature B does not correspond exactly to anything in the spin moment although it is fairly close in energy to the maximum in the majority spin moment as a function of energy. If we look at the right panel, the magnitude of the 5d orbital moment is generally small, although for Er and Tm, it does become comparable to the spin moments. Clearly feature A has no correspondence with the orbital moment whereas feature B is close to a peak in the orbital moment. It is clear then that feature A arises from scattering from the empty spin states anti-parallel to the $f$ spin moments whereas feature $B$ represents scattering from both the orbital and spin moments parallel to the $f$ spin moment. The correlation of peaks A and B in Figure 29, with the structure in Figure 30, demonstrates that the dipolar asymmetry ratios at the $L_{\text {III }}$ edges reflect the progression from spin-dominated Gd to orbital-dominated Er and Tm electronic structure.


FIGURE 29 The asymmetry ratio of the lanthanides Gd through to Tm after Brown et al. (2007). The circles represent the experimental results measured on the XMaS beamline at the ESRF. The dashed line represents the full first-principles theory outlined in this section and yields at least good qualitative agreement with experiment. The full line is a simple model calculation that neglects all matrix elements and bases the asymmetry ratio on the DOS calculated using SIC-LSD theory. Note the features A and B that are discussed in the text.

## 7. FINITE TEMPERATURE PHASE DIAGRAMS

### 7.1 Thermal fluctuations

Up to now, we have concentrated on the physics at zero kelvin. In this section, we extend the studies to finite temperatures and discuss finite temperature phase diagrams. The physics at finite temperatures is dominated by thermal fluctuations between low lying excited states of the system. These fluctuations can include spin fluctuations, fluctuations between different valence states, or fluctuations between different orbitally ordered states, if present. Such fluctuations can be addressed through a so-called 'alloy analogy'. If there is a timescale that is slow compared to the motion of the valence electrons, and on which the configurations persist between the system fluctuations, one can replace the temporal average over all fluctuations by an ensemble average over all possible (spatially


FIGURE 30 The spin and orbital moments associated with the 5d states in the heavy lanthanide metals after Brown et al. (2007). (A) The spin moment. The arrows on the left-hand side represent the coupling to the empty $f$-states above $E_{F}$. The zero of energy on this scale is the Fermi energy. Also shown are features A and B from Figure 29. (B) The orbital moment of the 5d states. As expected, this quantity is generally small, although it becomes comparable with the spin moment in Er and Tm . The dashed line represents the case when the f -states are filled according to Hund's rules and the full line when they are filled directly opposite to Hund's rules.
disordered) configurations of the system. In the following text, we will explain this procedure in detail for the treatment of spin fluctuations, which leads to the well-known DLM theory of finite temperature magnetism. After that, the same methodology is applied to different valence configurations and demonstrated on the example of the finite temperature phase diagram of Ce .

This static alloy analogy picture should be a good description as long as there is a separation of timescales. If this breaks down, dynamical fluctuations-or quantum fluctuations-which are beyond this static picture, become important. These quantum fluctuations are the main emphasis of DMFT (Georges et al., 1996), which maps the system onto an effective Anderson impurity model, describing a dynamically fluctuating impurity in a self-consistently determined effective host. So far, DMFT has been formulated for model Hamiltonians, such as the Hubbard model, and material-specific results have been achieved by constructing these model Hamiltonians from realistic band structure calculations. In
the context of model Hamiltonians, it has been shown (Kakehashi, 2002) that DMFT is equivalent to a dynamical CPA. Hence, the static CPA approach, presented here, corresponds to the static limit of a, still to be developed, fully ab initio version of DMFT. A discussion on how such a theory could be constructed is given in Section 8.

### 7.2 Spin fluctuations: DLM picture

For low temperatures, calculations of the characteristics of the free energy (ground state energy) of a magnetic material are all based on an electronic band structure for a given configuration, such as a fixed spin-polarization, for example a uniform spin-polarization for a ferromagnet and fixed sublattice spin polarizations for an anti-ferromagnet, a given valence state, or, if present, a given orbital order. With increasing temperature, fluctuations between those configurations are induced that eventually destroy the long-range order. These collective electron modes interact as the temperature is raised and are dependent upon and affect the underlying electronic structure. In this and the following sections, we concentrate on magnetic order and magnetic excitations through spin fluctuations. For many materials, the magnetic excitations can be modelled by associating local spinpolarization axes with all lattice sites and the orientations vary very slowly on the timescale of the electronic motions (Moriya, 1981). These 'local moment' degrees of freedom produce local magnetic fields on the lattice sites that affect the electronic motions and are self-consistently maintained by them. By taking appropriate ensemble averages over the orientational configurations, the system's magnetic properties can be determined. The DLM DFT-based theory has been developed and used in this context to describe the onset and type of magnetic order ab initio in many magnetic systems (Gyorffy et al., 1985; Staunton et al., 1985; Staunton and Gyorffy, 1992). Moreover, the recent inclusion of relativistic effects into DLM theory produces an ab initio description of the temperature dependence of magnetic anisotropy of metallic ferromagnets, which agrees well with experimental results and deviates qualitatively from simple, widely used models (Staunton et al., 2004, 2006). It is the incorporation of the LSIC method for describing strongly correlated electrons into the DLM theory that we focus on in this section and its application to the magnetic structure of Gd and other heavy lanthanide systems. The standard model of lanthanide electronic structure gives a good qualitative description of the formation and magnitude of the magnetic moments. It has long been understood that these local moments, formed predominantly by the localized f-electrons, interact with each other by spin-polarizing the sea of conduction electrons in which they sit. The RKKY interaction is the simplest example of this effect. As we will show, our DLM-LSIC theory gives a quantitative $a b$ initio description of this physics.

In principle, the extension of electronic DFT to finite temperatures was carried out by Mermin (1965) soon after the pioneering papers of Hohenberg, Kohn, and Sham (Hohenberg and Kohn, 1964; Kohn and Sham, 1965). The single-particle entropy is included and the effective one-electron fields involve $\Omega_{\mathrm{xc}}$, the exchangecorrelation part of the Gibbs free energy functional of particle and magnetization
densities. Formally, this can be expressed in terms of spin-dependent pair correlation functions $g_{\lambda}\left(\sigma, \sigma^{\prime} ; \mathbf{r}, \mathbf{r}^{\prime}\right)$, that is

$$
\begin{equation*}
\Omega_{\mathrm{xc}}[n, \mathbf{m}]=\frac{e^{2}}{2} \int_{0}^{1} \mathrm{~d} \lambda \int \mathrm{~d}^{3} r \int \mathrm{~d}^{3} r^{\prime} \sum_{\sigma, \sigma^{\prime}} \frac{n_{\sigma}(\mathbf{r}) n_{\sigma^{\prime}}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} g_{\lambda}\left(\sigma, \sigma^{\prime} ; \mathbf{r}, \mathbf{r}^{\prime}\right) \tag{63}
\end{equation*}
$$

where $n_{\sigma}(\mathbf{r})$ is the spin resolved charge density.
It would seem logical then simply to make the finite temperature extension of the LDA (or GGA) that is successfully exploited in applications on the ground state of magnetic materials in conjunction with, say, the SIC, to deal with localized states where appropriate. So, for example, $\Omega_{x c}[n, \mathbf{m}]$ is replaced by $\int \mathrm{d}^{3} r n(\mathbf{r}) \Omega_{\mathrm{xc}}^{0}(n(\mathbf{r}))$ where $\Omega_{\mathrm{xc}}^{0}$ is the exchange-correlation part of the Gibbs free energy of a homogeneous electron gas. This assumption allows the thermally averaged magnetization, $\bar{M}$, along with the spin splitting of the electronic structure to decrease only by the excitation of particle-hole, 'Stoner' excitations across the Fermi surface. However, it severely underestimates the effects of the thermally induced spin-wave excitations. For lanthanide materials, these orientational magnetic fluctuations are entirely neglected, whereas in transition metal ferromagnets, the reliance on Stoner particle-hole excitations causes the calculated Curie temperatures to be typically an order of magnitude too high with no obvious mechanism for the Curie-Weiss behaviour of the uniform static paramagnetic susceptibility found for many metallic systems.

Evidently, part of the pair correlation function $g_{\lambda}\left(\sigma, \sigma^{\prime} ; \mathbf{r}, \mathbf{r}^{\prime}\right)$ should be related by the fluctuation dissipation theorem to the magnetic susceptibilities harbouring information about spin waves. These spin fluctuations interact as temperature is increased and so $\Omega_{\mathrm{xc}}[n, \mathbf{m}]$ should deviate significantly from the local approximation with a consequent impact upon the form of the effective single electron states. Indeed, accounts of modern electronic structure theory for magnetic systems (Staunton, 1994; Kübler, 2000) have large sections devoted to work that is concerned with the modelling of spin fluctuation effects while maintaining the spin-polarized single electron basis.

Most of this work is based on a rather simple, pervasive picture of fluctuating 'local moments' that stems from the belief of a timescale separation of the electronic degrees of freedom. A conduction electron (in a lanthanide material) travels from site to site on a much faster timescale than that of the collective spin wave motion. So the dominant thermal fluctuation of the magnetization that the straightforward finite temperature extension of spin-polarized band theory misses can be pictured quite simply as orientational fluctuations of 'local moments'. These entities are the magnetizations within each unit cell of the underlying crystal lattice that are largely determined by the localized f-electrons in the lanthanides, while in itinerant electron transition metal magnets, they are set up by the collective behaviour of all the electrons. Their orientations persist on timescales long compared to electronic 'hopping' times. At low temperatures, their long wavelength, slow spin wave dynamics can be directly extracted from the transverse part of the magnetic susceptibility. At higher temperatures, the more complex behaviour can be described with a classical treatment. The energy
is considered of the many interacting electron system constrained to have a set inhomogeneous magnetization profile. From atomic site to atomic site, the local magnetic moments are oriented along prescribed directions, that is producing a 'local moment' configuration. Averages over such orientational configurations are subsequently taken to determine the equilibrium properties of the system. $\bar{M}$ can now vanish as the disorder of the 'local moments' grows. There remains, however, the issue as to which fluctuations are the most important.

Formally DFT (Gyorffy et al., 1985) is used to specify the 'generalized' grand potential, $\Omega^{(\hat{n})}(\{\hat{e}\})$, of an interacting electron system which is constrained in such a way that the site by site spin polarization axes are configured according to $\{\hat{e}\}=\left\{\hat{e}_{1}, \hat{e}_{2}, \ldots, \hat{e}_{N}\right\}$, where $N$ is the number of sites (moments) in the system. The $\{\hat{e}\}$, classical unit vectors, are thus the degrees of freedom describing the local moment orientations and $\Omega^{(\hat{n})}(\{\hat{e}\})$ is the 'local moment' Hamiltonian. (With relativistic effects such as spin-orbit coupling included, the temperature dependence of magnetic anisotropy can be described. This means that orientations of the local moments with respect to a specified direction $\hat{n}$ within the material are relevant.)

One way forward from this point is to carry out calculations of $\Omega^{(\hat{n})}(\{\hat{e}\})$ for a selection of configurations ('spin' spirals, two impurities in a ferromagnet, magnetically ordered supercells, etc.) by making some assumptions about the most dominant fluctuations. One then fits the set of $\Omega^{(\hat{n})}(\{\hat{e}\})^{\prime}$ 's to a simple functional form. Typically a classical Heisenberg model, $\Omega^{(\hat{n})}(\{\hat{e}\})=-1 / 2 \sum_{i j} J_{i j} \hat{e}_{i} \cdot \hat{e}_{j}$ is set up and various statistical mechanics methods (e.g., Monte Carlo) are used to produce the desired thermodynamic averages. Many useful studies have been carried out in this way but there is a risk that a bias is produced so that some of the physics is missed. The spin-polarized electronic structures of the restricted set of constrained systems are not guaranteed to generate magnetic correlations that are consistent with the chosen sampling of the orientational configurations. In other words, the electronic and magnetic structures are not necessarily mutually consistent. In the following, we summarize the main points of our DLM theory which avoids these problems. Full details can be found in references Gyorffy et al. (1985), Staunton et al. (1985), and Staunton and Gyorffy (1992) and relativistic extension in references Staunton et al. $(2004,2006)$.

The DLM picture is implemented within a multiple-scattering formalism (KKR) (Korringa, 1947; Kohn and Rostoker, 1954; Stocks et al., 1978; Stocks and Winter, 1982; Johnson et al., 1986). Some applications include the description of the experimentally observed local exchange splitting and magnetic short-range order in both ultrathin Fe films (Razee et al., 2002) and bulk Fe (Gyorffy et al., 1985; Staunton et al., 1985), the damped RKKY-like magnetic interactions in the compositionally disordered CuMn 'spin-glass' alloys (Ling et al., 1994), and the onset of magnetic order in a range of alloys (Staunton et al., 1997; Crisan et al., 2002). By combining it with the LSIC (Lüders et al., 2005) for strong electron correlation effects, we have recently used it to account quantitatively for the magnetic ordering in the heavy lanthanides (Hughes et al., 2007). This gives an ab initio account of the well-known picture of f-electron magnetic moments interacting via the conduction electrons.

We consider a collinear magnetic system magnetized with reference to a single direction $\hat{n}$ at a temperature $T$. (A non-collinear generalization can be made by making the notation more complicated.) The orientational probability distribution is denoted by $P^{(\hat{n})}(\{\hat{e}\})$, and its average for a lattice site $i$,

$$
\begin{equation*}
\left\langle\hat{e}_{i}\right\rangle=\int \ldots \int \hat{e}_{i} P^{(\hat{n})}(\{\hat{e}\}) \mathrm{d} \hat{e}_{1} \ldots \mathrm{~d} \hat{e}_{N}=m \hat{n} \tag{64}
\end{equation*}
$$

is aligned with the magnetization direction $\hat{n}$. The canonical partition function and the probability function are defined as $Z^{(\hat{n})}=\int \ldots \int e^{-\beta \Omega^{(\hat{n})}\{\{\hat{e}\})} \mathrm{d} \hat{e}_{1} \ldots \mathrm{~d} \hat{e}_{N}$ and $P^{(\hat{n})}(\{\hat{e}\})=e^{\left.-\beta \Omega^{(\hat{n}}\right)(\{\hat{e}\})} / Z^{(\hat{n})}$, respectively. The thermodynamic free energy that includes the entropy associated with the orientational fluctuations as well as creation of electron-hole pairs is given by $F^{(\hat{n})}=-1 / \beta\left(\ln Z^{(\hat{n})}\right)$. By choosing a trial Hamiltonian function, $\Omega_{0}^{(\hat{n})}(\{\hat{e}\})$ with

$$
\begin{gather*}
Z_{0}^{(\hat{n})}=\int \ldots \int e^{-\beta \Omega_{0}^{(\hat{n})}(\{\hat{e}\})} \mathrm{d} \hat{e}_{1} \ldots \mathrm{~d} \hat{e}_{N}  \tag{65}\\
P_{0}^{(\hat{n})}(\{\hat{e}\})=\frac{e^{\left.-\beta \Omega_{0}^{(\hat{n})}(\hat{e}\}\right)}}{Z_{0}^{(\hat{n})}}, \tag{66}
\end{gather*}
$$

and $F_{0}^{(\hat{n})}=-1 / \beta\left(\ln Z_{0}^{(\hat{n})}\right)$, the Feynman-Peierls Inequality (Feynman, 1955) implies an upper bound for the free energy, that is,

$$
\begin{equation*}
F^{(\hat{n})} \leq F_{0}^{(\hat{n})}+\left\langle\mathbf{\Omega}^{(\hat{n})}-\Omega_{0}^{(\hat{n})}\right\rangle^{0} \tag{67}
\end{equation*}
$$

where the average refers to the probability $P_{0}^{(\hat{n})}(\{\hat{e}\})$. By expanding $\Omega_{0}^{(\hat{n})}(\{\hat{e}\})$ as

$$
\begin{equation*}
\Omega_{0}^{(\hat{n})}(\{\hat{e}\})=\sum_{i} \omega_{i}^{1(\hat{n})}\left(\hat{e}_{i}\right)+\frac{1}{2} \sum_{i \neq j} \omega_{i, j}^{2(\hat{n})}\left(\hat{e}_{i}, \hat{e}_{j}\right)+\ldots \tag{68}
\end{equation*}
$$

the 'best' trial system is found to satisfy (Gyorffy et al., 1985; Staunton and Gyorffy, 1992)

$$
\begin{gather*}
\left\langle\Omega^{(\hat{n})}\right\rangle_{\hat{e}_{i}}^{0}-\left\langle\Omega^{(\hat{n})}\right\rangle^{0}=\left\langle\Omega_{0}^{(\hat{n})}\right\rangle_{\hat{e}_{i}}^{0}-\left\langle\Omega_{0}^{(\hat{n})}\right\rangle^{0},  \tag{69}\\
\left\langle\Omega^{(\hat{n})}\right\rangle_{\hat{e}_{i}, \hat{e}_{j}}^{0}-\left\langle\Omega^{(\hat{n})}\right\rangle^{0}=\left\langle\Omega_{0}^{(\hat{n})}\right\rangle_{\hat{e}_{i}, \hat{e}_{j}}^{0}-\left\langle\Omega_{0}^{(\hat{n})}\right\rangle^{0}, \tag{70}
\end{gather*}
$$

and so on, where $\left\rangle_{\hat{e}_{i}}\right.$ or $\left\rangle_{\hat{e}_{i}, \hat{e}_{j}}\right.$ denote restricted statistical averages with $\hat{e}_{i}$ or both $\hat{e}_{i}$ and $\hat{e}_{j}$ kept fixed, respectively. (In the following, we shall omit the superscript 0 from the averages.)

If we set $\Omega_{0}^{(\hat{n})}(\{\hat{e}\})$ as a sum of mean field Weiss terms, namely

$$
\begin{equation*}
\Omega_{0}^{(\hat{n})}(\{\hat{e}\})=\sum_{i} \vec{h}_{i}^{(\hat{n})} \cdot \hat{e}_{i} \tag{71}
\end{equation*}
$$

where $\vec{h}_{i}^{(\hat{n})}=h_{i}^{(\hat{n})} \hat{n}$ with

$$
\begin{equation*}
h_{i}^{(\hat{n})}=\int \frac{3}{4 \pi}\left(\hat{e}_{i} \cdot \hat{n}\right)\left\langle\Omega^{(\hat{n})}\right\rangle_{\hat{e}_{i}} \mathrm{~d} \hat{e}_{i}, \tag{72}
\end{equation*}
$$

the probability distribution factorizes as

$$
\begin{equation*}
P_{0}^{(\hat{n})}\left(\left\{\hat{e}_{i}\right\}\right)=\prod_{i} P_{i}^{(\hat{n})}\left(\hat{e}_{i}\right) \tag{73}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{i}^{(\hat{n})}\left(\hat{e}_{i}\right)=\frac{\exp \left(-\beta \vec{h}_{i}^{(\hat{n})} \cdot \hat{e}_{i}\right)}{Z_{i}^{(\hat{n})}}=\frac{\beta h_{i}^{(\hat{n})}}{4 \pi \sinh \beta h_{i}^{(\hat{n})}} \exp \left(-\beta \vec{h}_{i}^{(\hat{n}} \cdot \hat{e}_{i}\right) . \tag{74}
\end{equation*}
$$

The average alignment of the local moments, proportional to the magnetization, is

$$
\begin{equation*}
\vec{m}_{i}^{(\hat{n})}=\int \hat{e}_{i} P_{i}^{(\hat{n})}\left(\hat{e}_{i}\right) \mathrm{d} \hat{e}_{i}=m_{i}^{(\hat{n})} \hat{n} \tag{75}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{i}^{(\hat{n})}=-\frac{\mathrm{d} \ln Z_{i}^{(\hat{n})}}{\mathrm{d}\left(\beta h_{i}^{(\hat{n})}\right)}=\frac{1}{\beta h_{i}^{(\hat{n})}}-\operatorname{coth} \beta h_{i}^{(\hat{n})}=L\left(-\beta h_{i}^{(\hat{n})}\right) \tag{76}
\end{equation*}
$$

follows, where $L(x)$ is the Langevin function. Moreover, the free energy of the system is

$$
\begin{equation*}
F^{(\hat{n})}=\left\langle\mathbf{\Omega}^{(\hat{n})}\right\rangle+\frac{1}{\beta} \sum_{i} \int P_{i}^{(\hat{n})}\left(\hat{e}_{i}\right) \ln P_{i}^{(\hat{n})}\left(\hat{e}_{i}\right) \mathrm{d} \hat{e}_{i} . \tag{77}
\end{equation*}
$$

Another way of writing the Weiss field is (Gyorffy et al., 1985)

$$
\begin{equation*}
h_{i}^{(\hat{n})}=S_{i}^{1,(\hat{n})}=\frac{\partial\left\langle\Omega^{(\hat{n})}\right\rangle}{\partial m_{i}^{(\hat{n})}} . \tag{78}
\end{equation*}
$$

Using Eqs. (74) and (76), this is shown to be equivalent to solving the equation of state

$$
\begin{equation*}
\frac{\partial F^{(\hat{n})}}{\partial m_{i}^{(\hat{n})}}=0 \tag{79}
\end{equation*}
$$

### 7.2.1 The role of the CPA

The averaging over local moment configurations is conveniently carried out using CPA technology (Soven, 1967; Stocks et al., 1978; Stocks and Winter, 1982; Johnson et al., 1986). The electronic charge density and also the magnetization density, which sets the magnitudes, $\{\mu\}$, of the local moments, are determined from an SCF-KKR-CPA (Stocks and Winter, 1982; Johnson et al., 1986) calculation. For a given set of (self-consistent) potentials, electronic charge and local moment magnitudes, the orientations of the local moments are accounted for by the similarity transformation of the single-site t-matrices (Messiah, 1965),

$$
\begin{equation*}
\underline{t}_{i}\left(\hat{e}_{i}\right)=\underline{R}\left(\hat{e}_{i}\right) \underline{t}_{i}(\hat{z}) \underline{R}\left(\hat{e}_{i}\right)^{+}, \tag{80}
\end{equation*}
$$

where for a given energy (not labelled explicitly), $\underline{t}_{i}(\hat{z})$ stands for the $t$-matrix with effective field pointing along the local $z$-axis (Strange et al., 1984) and $\underline{R}\left(\hat{e}_{i}\right)$ is a unitary representation of the $O(3)$ transformation that rotates the $z$ axis along $\hat{e}_{i}$.

The CPA determines an effective medium through which the motion of an electron mimics the motion of an electron on the average. In a system magnetized with reference to a direction $\hat{n}$, the medium is specified by $t$-matrices, $t_{i, c}^{(\hat{n})}$, which satisfy the condition (Stocks et al., 1978),

$$
\begin{equation*}
\left\langle\underline{\tau}_{i i}^{(\hat{n})}(\{\hat{e}\})\right\rangle=\int\left\langle\tau_{i i}^{(\hat{n})}\right\rangle_{\hat{e}_{i}} P_{i}^{(\hat{n})}\left(\hat{e}_{i}\right) \mathrm{d} \hat{e}_{i}=\underline{\tau}_{i i, c}^{(\hat{n})}, \tag{81}
\end{equation*}
$$

where the site-diagonal matrices of the multiple scattering path operator (Gyorffy and Stott, 1973) are defined as,

$$
\begin{equation*}
\left\langle\underline{\tau}_{i i}^{(\hat{n})}\right\rangle_{\hat{e}_{i}}=\underline{\tau}_{i i, c}^{(\hat{n})} \underline{D}_{i}^{(\hat{n})}\left(\hat{e}_{i}\right), \tag{82}
\end{equation*}
$$

with the CPA projector

$$
\begin{equation*}
\underline{D}_{i}^{(\hat{n})}\left(\hat{e}_{i}\right)=\left(\underline{1}+\left[\left(\underline{t}_{i}\left(\hat{e}_{i}\right)\right)^{-1}-\left(\underline{t}_{i, c}^{(\hat{n})}\right)^{-1}\right] \underline{\tau}_{i i, c}^{(\hat{n})}\right)^{-1}, \tag{83}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{\underline{v}}_{c}^{(\hat{n})}=\left(\left(\underline{t}_{c}^{(\hat{n})}\right)^{-1}-\underline{\underline{G}}_{0}\right)^{-1} . \tag{84}
\end{equation*}
$$

Equation (81) can be rewritten in terms of the excess scattering matrices,

$$
\begin{equation*}
\underline{X}_{i}^{(\hat{n})}\left(\hat{e}_{i}\right)=\left(\left[\left(\underline{t}_{i, c}^{(\hat{n})}\right)^{-1}-\left(\underline{t}_{i}\left(\hat{e}_{i}\right)\right)^{-1}\right]^{-1}-\underline{\tau}_{i i, c}^{(\hat{n})}\right)^{-1} \tag{85}
\end{equation*}
$$

in the form

$$
\begin{equation*}
\int \underline{X}_{i}^{(\hat{n})}\left(\hat{e}_{i}\right) P_{i}^{(\hat{n})}\left(\hat{e}_{i}\right) \mathrm{d} \hat{e}_{i}=\underline{0} . \tag{86}
\end{equation*}
$$

Thus, for a given set of Weiss fields, $h_{i}^{(\hat{n})}$, and corresponding probabilities, $P_{i}^{(\hat{n})}\left(\hat{e}_{i}\right)$, Eq. (86) can be solved by iterating together with Eqs. (85) and (84) to obtain the matrices, $t_{i, c}^{(\hat{n})}$ (Staunton et al., 2006).

Using the magnetic force theorem, the single-particle energy part of the DFT grand potential gives

$$
\begin{equation*}
\Omega^{(\hat{n})}(\{\hat{e}\}) \simeq-\int \mathrm{d} \varepsilon f_{\beta}\left(\varepsilon ; v^{(\hat{n})}\right) N^{(\hat{n})}(\varepsilon ;\{\hat{e}\}), \tag{87}
\end{equation*}
$$

as an effective 'local moment' Hamiltonian, where $v^{(\hat{n})}$ is the chemical potential, $f_{\beta}\left(\varepsilon ; v^{(\hat{n})}\right)$ is the Fermi-Dirac distribution, and $N^{(\hat{n})}(\varepsilon ;\{\hat{e}\})$ denotes the integrated DOS for the orientational configuration, $\{\hat{e}\}$. From the Lloyd formula (Lloyd and Best, 1975),

$$
\begin{equation*}
N^{(\hat{n})}(\varepsilon ;\{\hat{e}\})=N_{o}(\varepsilon)-\frac{1}{\pi} \operatorname{Im} \ln \operatorname{det}\left(\underline{\underline{t}}^{(\hat{n})}(\varepsilon ;\{\hat{e}\})^{-1}-\underline{\underline{G}}_{0}(\varepsilon)\right), \tag{88}
\end{equation*}
$$

[ $N_{0}(\varepsilon)$ being the integrated DOS of the free particles] and properties of the CPA effective medium, the partially averaged electronic Grand Potential is given by

$$
\begin{array}{r}
\left\langle\Omega^{(\hat{n})}\right\rangle_{\hat{e}_{i}}=-\int \mathrm{d} \varepsilon f_{\beta}\left(\varepsilon ; v^{(\hat{n})}\right) N_{c}^{(\hat{n})}(\varepsilon) \\
+\frac{1}{\pi} \int \mathrm{~d} \varepsilon f_{\beta}\left(\varepsilon ; v^{(\hat{n})}\right) \operatorname{Im} \ln \operatorname{det} \underline{M}_{i}^{(\hat{n})}\left(\varepsilon ; \hat{e}_{i}\right)  \tag{89}\\
+\sum_{j \neq i} \frac{1}{\pi} \int \mathrm{~d} \varepsilon f_{\beta}\left(\varepsilon ; v^{(\hat{n})}\right) \operatorname{Im}\left\langle\ln \operatorname{det} \underline{M}_{j}^{(\hat{n})}\left(\varepsilon ; \hat{e}_{j}\right)\right\rangle,
\end{array}
$$

and the Weiss field, $h_{i}^{(\hat{n})}$, can be expressed, using Eq. (72), as

$$
\begin{equation*}
h_{i}^{(\hat{n})}=\frac{3}{4 \pi} \int\left(\hat{e}_{i} \cdot \hat{n}\right)\left[\int \mathrm{d} \varepsilon f_{\beta}\left(\varepsilon ; v^{(\hat{n})}\right) \frac{1}{\pi} \operatorname{Im} \ln \operatorname{det} \underline{M}_{i}^{(\hat{n})}\left(\varepsilon ; \hat{e}_{i}\right)\right] \mathrm{d} \hat{e}_{i}, \tag{90}
\end{equation*}
$$

where

$$
\begin{aligned}
\underline{M}_{i}^{(\hat{n})}\left(\varepsilon ; \hat{e}_{i}\right) & =\left(\underline{1}+\left[\left(\underline{t}_{i}\left(\hat{e}_{i}\right)\right)^{-1}-\left(\underline{t}_{i, \mathrm{c}}^{(\hat{n})}\right)^{-1}\right] \underline{\tau}_{i i i \mathrm{c}}^{(\hat{n})}\right) \text { and } \\
N_{\mathrm{c}}^{(\hat{\mathrm{n}})}(\varepsilon) & =-\frac{1}{\pi} \operatorname{Im} \ln \operatorname{det}\left(\underline{t}_{\underline{\mathrm{c}}}^{(\hat{\mathrm{n}})}(\varepsilon)^{-1}-\underline{\underline{\mathrm{G}}}_{0}(\varepsilon)\right) .
\end{aligned}
$$

The solution of Eqs. (90) and (76) produces the variation of the magnetization $m_{i}^{(\hat{n})}$ with temperature $T$ with $m_{i}^{(\hat{n})}$ going to zero at $T=T_{\mathrm{c}}^{(\hat{n})}$.

### 7.2.2 The paramagnetic DLM state

The paramagnetic state is given by the Weiss fields being zero so that the probabilities, $P_{i}^{(\hat{n})}=1 / 4 \pi$, and on any site, a moment has an equal chance of pointing in any direction. This means the magnetizations, $m_{i}^{(n)}$, vanish. The magnetic transition temperature, onset, and type of magnetic order can be extracted by studying the effects of a small inhomogeneous magnetic field on this high $T$ paramagnetic state (Gyorffy et al., 1985; Staunton et al., 1985; Staunton and Gyorffy, 1992).

When relativistic spin-orbit coupling effects are omitted, the single-site matrix $\tilde{t}\left(\hat{e}_{i}\right)$ describing the scattering from a site with local moment orientated in the direction $\hat{e}_{i}$ becomes

$$
\begin{equation*}
\tilde{t}_{i}=\frac{1}{2}\left(t_{+}+t_{-}\right) \tilde{1}+\frac{1}{2}\left(t_{+}-t_{-}\right) \tilde{\sigma} \cdot \hat{e}_{i}, \tag{91}
\end{equation*}
$$

where $\tilde{\sigma}_{x}, \tilde{\sigma}_{y}$, and $\tilde{\sigma}_{z}$ are the three Pauli spin matrices defined according to the global $z$-axis. In the local reference frame, where the $z$-axis is aligned with $\hat{e}_{i}$, we evaluate the matrices $t_{+} / t_{-}$, representing the scattering of an electron with spin parallel/anti-parallel to the local moment direction $\hat{e}_{i}$. These matrices are calculated according to

$$
\begin{equation*}
t_{+(-) L}(\varepsilon)=-\frac{1}{\sqrt{\varepsilon}} \sin \delta_{+(-) L}(\varepsilon) e^{i \delta+(-) L(\varepsilon)} \tag{92}
\end{equation*}
$$

where the phase shifts $\delta_{L}(\varepsilon)$ are computed using effective DFT potentials. These effective potentials, $v_{+}$and $v_{-}$, differ on account of the 'local exchange splitting', which is the cause of the local moment formation. Unlike the conventional LSDA implementation, the potentials $v_{+} / v_{-}$are orbital dependent when the DLM theory is combined with the SIC-LSD approach. This dependency comes about by our SI-correcting certain $L$ channels as discussed earlier. Importantly, the SI-corrected channels of $v_{+}$and $v_{-}$may differ. Indeed, as described in Section 3.6, the channels to which we apply the SIC are those with a resonant phase shift (Lüders et al., 2005). Such resonant behaviour is characteristic of well-localized electron states, which will establish quasi-atomic like moments. Through the influence they exert on the electron motions, these moments will be reinforced by the spins of more itinerant-like electrons. It thus follows that resonant states will tend to define the local moment orientation and, as such, we expect to SI-correct a greater number of channels of $v_{+}$than we do for $v_{-}$. For example, for Gd, all $7 v_{+}$f-channels are SI-corrected while no correction is applied to any of the $v_{-} \mathrm{f}$-channels.

In the paramagnetic regime, we find

$$
\begin{equation*}
\tilde{D}_{i}^{0}=\frac{1}{2}\left(D_{+}^{0}+D_{-}^{0}\right) \tilde{1}+\frac{1}{2}\left(D_{+}^{0}-D_{-}^{0}\right) \tilde{\sigma} \cdot \hat{e}_{i} \tag{93}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{+(-)}^{0}=\left[1+\left[t_{+(-)}^{-1}-\left(t^{c}\right)^{-1}\right] \tau^{c, 00}\right]^{-1} . \tag{94}
\end{equation*}
$$

The superscript 0 signifies that the CPA projector is evaluated in the paramagnetic state. Substituting $P_{i}\left(\hat{e}_{i}\right)=P^{0}=1 / 4 \pi$ into Eq. (81), we obtain

$$
\begin{equation*}
\frac{1}{4 \pi} \int \mathrm{~d} \hat{e}_{i} \tilde{D}_{i}^{0}\left(\hat{e}_{i}\right)=\tilde{1} \tag{95}
\end{equation*}
$$

which becomes, on carrying out the integration,

$$
\begin{equation*}
\frac{1}{2} D_{+}^{0}+\frac{1}{2} D_{-}^{0}=1 . \tag{96}
\end{equation*}
$$

Equation (96) is evidently just the CPA equation for a system with $50 \%$ of moments pointing 'up' and $50 \%$ pointing 'down', that is an Ising-like system. The electronic structure problem is thus reduced to that of an equiatomic binary alloy, where the two 'alloy' components have anti-parallel local moments. Treating this 'alloy' problem with the KKR-CPA, in conjunction with the LSIC charge self-consistency procedure, outlined in Section 3.6 and by Lüders et al. (2005), we arrive at a fully self-consistent LSIC-CPA description of the DLM paramagnetic state.

It should be noted that the equivalence of the DLM electronic structure problem to that of an Ising-like system is purely a consequence of the symmetry of the paramagnetic state, and is not the result of our imposing any restriction on the moment directions. Indeed, in the formalism for the paramagnetic spin susceptibility, which we outline now, we maintain and consider the full 3D orientational freedom of the moments.

Within the DLM method, the magnetization at a site $i, \mathbf{M}_{i}$, is given by $\int \mathrm{d} \hat{e}_{i} \mu P_{i}\left(\hat{e}_{i}\right) \hat{e}_{i}$, where $\mu$ is the local moment magnitude, determined selfconsistently. In the paramagnetic regime, where $P_{i}$ is independent of $\hat{e}_{i}$ and $\mathbf{M}_{i}=\mathbf{0}$, we can study the onset of magnetic order by considering the response to the application of an external, site-dependent magnetic field. Focusing on the dominant response of the system to line up the moments with the applied field, from the equation of state, we obtain the following expression for the static spin susceptibility:

$$
\begin{equation*}
\chi_{i j}=\frac{\beta}{3} \sum_{k} S_{i k}^{(2)} \chi_{k j}+\frac{\beta}{3} \delta_{i j}, \tag{97}
\end{equation*}
$$

where $S^{(2)}$ is the direct correlation function for the local moments, defined by

$$
\begin{equation*}
S_{i k}^{(2)}=-\frac{\partial^{2}\langle\boldsymbol{\Omega}\rangle}{\partial m_{i} \partial m_{k}}, \tag{98}
\end{equation*}
$$

and depends only on the vector difference between the positions of sites $i$ and $k$. A lattice Fourier transform can hence be taken of Eq. (97), giving

$$
\begin{equation*}
\chi(\mathbf{q})=\frac{1}{3} \beta \mu^{2}\left(1-\frac{1}{3} \beta S^{(2)}(\mathbf{q})\right)^{-1} \tag{99}
\end{equation*}
$$

By investigating the wave vector dependence of the susceptibility, we gain information about the wave vector $(\mathbf{q})$ dependence of the spin fluctuations that characterize the paramagnetic state and the type of magnetic order that might occur as the temperature is lowered through a phase transition. For example in a ferromagnetic material, such as gadolinium, the paramagnetic state is characterized by ferromagnetic spin fluctuations, which have long wavelengths, $\mathbf{q} \sim(0,0,0)$, becoming unstable to them at the Curie temperature, $T_{C}$. For a system that orders into an incommensurate anti-ferromagnetic structure, the paramagnetic state is dominated by 'anti-ferromagnetic' spin fluctuations, specified by a finite, incommensurate, wave vector $\mathbf{q}=\mathbf{Q}_{0}$ which also characterizes the static magnetization or spin density wave state formed below the Néel temperature, $T_{N}$. For example, the magnetic structures of the heavy lanthanides terbium ( Tb ) to thulium ( Tm ) are described by wave vectors of the form $\mathbf{Q}_{\mathbf{0}}=\left(0,0, q_{\text {inc }}\right)$, where individual hexagonal layers are uniformly magnetized in a direction that changes from layer to layer according to the modulation vector $q_{\text {inc }}$.

An expression for $S^{(2)}(\mathbf{q})$, involving scattering quantities obtained from the electronic structure of the paramagnetic state, can be found in Staunton et al. (1986). In brief:

$$
\begin{equation*}
S^{(2)}(\mathbf{q})=\int \mathrm{d} \varepsilon f_{\beta}\left(\varepsilon ; v^{(\hat{n})}\right) \frac{1}{\pi} \operatorname{Im} \operatorname{Tr} \underline{\Lambda}^{0} \underline{\chi}_{0}(\mathbf{q}) \underline{\Lambda}(\mathbf{q}) \tag{100}
\end{equation*}
$$

where

$$
\begin{equation*}
\underline{\chi}_{0}(\mathbf{q})=\int_{B Z} \mathrm{~d}^{3} k \underline{\tau}^{c}(\mathbf{k}) \underline{\tau}^{c}(\mathbf{k}+\mathbf{q})-\underline{\tau}^{c, 00} \underline{\tau}^{c, 00} \tag{101}
\end{equation*}
$$

which is the lattice Fourier transform of the 'non-interacting' susceptibility for the system, and $\underline{\Lambda}(\mathbf{q})$ satisfies the following Dyson-like equation:

$$
\begin{equation*}
\underline{\Lambda}(\mathbf{q})=\underline{\Lambda}^{0}+\underline{\Lambda}^{0} \underline{\chi}_{0}(\mathbf{q}) \underline{\Lambda}(\mathbf{q}) \tag{102}
\end{equation*}
$$

with $\underline{\Lambda}^{0}=\underline{D}_{+}^{0}\left(\underline{t}_{+}^{-1}-\underline{t}_{-}^{-1}\right) \underline{D}_{-}^{0}$.

### 7.2.3 Magnetic order in gadolinium: The prototype

A summary of this work is provided by Hughes et al., (2007). Gadolinium's hcp crystal structure is parametrized by two variables, the c/a ratio of the lattice parameters and the atomic unit cell volume, expressed in terms of the WS radius. Experimentally, these two parameters are 1.597 and 3.762 a.u., respectively (Banister et al., 1954). A LSDA calculation of the DOS of gadolinium in its paramagnetic (DLM) state at these lattice parameters reveals the minority 4 f -states making a significant contribution at the Fermi energy. This has important implications for the magnetic ordering in the system (Heinemann and Temmerman, 1994). A SIC-LSDA calculation, however, where all seven majority $4 f$-states are corrected, opens up a Hubbard gap between the occupied and unoccupied fstates. The majority f-states are pushed down to approximately 16 eV below the Fermi energy and the minority f-states are moved away from the conduction bands, reducing the $f$ contribution to the DOS at the Fermi energy. The SICLSDA electronic structure thus describes the experimental picture well, with the f-states playing little role in conduction.

Figure 31 shows paramagnetic spin susceptibilities for gadolinium, corresponding to these electronic structures. For the LDA calculation (a), the susceptibility attains its maximum at $\mathbf{q}=(0,0,1)$, indicating that the system should order with a commensurate type 1 anti-ferromagnetic (AF1) structure, where magnetic moments are oppositely aligned in alternate planes along the $c$-axis. This is consistent with ground state energy $(T=0 \mathrm{~K})$ calculations from other LDA studies of gadolinium (Heinemann and Temmerman, 1994), where an anti-ferromagnetic structure was found to be energetically favourable over the experimentally observed ferromagnetic structure. The origin of this AF1 coupling derives from the proximity of 4 f minority states to the Fermi energy (Kurz et al., 2002). Previous investigations have shown that by pushing the 4 f -states away from the Fermi energy, either by treating them as part of the core (Eriksson et al., 1995) or including a Coulomb parameter $U$ for the f-states (LDA $+U$ ) (Harmon et al., 1995), a ferromagnetic ground state can be obtained. Since the SIC succeeds in pushing the f-states away from the Fermi energy, the paramagnetic DLM state should show an instability to ferromagnetic order when the LSIC is included. This feature is evident in Figure 31B, which shows the susceptibility attaining its maximum value at $\mathbf{q}=\mathbf{0}$. Note, however, the presence of a shoulder in the susceptibility along the [001] direction, around $q=0.2$. This feature is significant as we shall show.

Having demonstrated that the LSIC gives an appropriate treatment of the 4fstates, leading to a ferromagnetic ground state, we proceed further with the investigation of gadolinium. We determined the theoretical lattice parameters of


FIGURE 31 Paramagnetic spin susceptibilities for gadolinium at wave vectors along the $[0,0,1]$ direction, obtained from (A) LSDA calculation and (B) LSIC-LSDA calculation.
the paramagnetic state from calculations of the total energy. The energy is minimized at a WS radius which is almost invariant of the $\mathrm{c} / \mathrm{a}$ values. The overall minimum occurs at a c/a ratio of 1.63 and a WS radius of 3.654 a.u. We find the paramagnetic spin susceptibility for these lattice parameters to attain its maximum at $\mathbf{q}=\mathbf{0}$ also and hence to infer ferromagnetic ordering.

Figure 32 shows the temperature dependence of the $\mathbf{q}=\mathbf{0}$ (ferromagnetic) susceptibility of gadolinium. A Curie-Weiss type behaviour is observed, with $T_{\mathrm{C}}=280 \mathrm{~K} / 324 \mathrm{~K}$ for the theoretical/experimental lattice parameters in fair agreement with that measured experimentally, $T_{\mathrm{C}}=293 \mathrm{~K}$ (Jensen and Mackintosh, 1991). The effective magnetic moment was $7.34 \mu_{\mathrm{B}} / 7.36 \mu_{\mathrm{B}}$ for the theoretical/experimental lattice parameters, also in reasonable agreement with the experimental value of $7.63 \mu_{\mathrm{B}}$ and also the results from calculations where the 4 f -states were treated as part of the core $\left[7.44 \mu_{\mathrm{B}}\right.$ (Turek et al., 2003)] or the LDA $+U$ was used [7.41 $\mu_{\mathrm{B}}$ (Kurz et al., 2002)]. Examining the $l$-decomposed spin densities obtained from the LSIC DOS shows the magnetic moment to originate mainly from the f -states ( $\sim 6.95 \mu_{\mathrm{B}}$ ), with the remainder coming from a polarization of the d -states ( $\sim 0.34 \mu_{\mathrm{B}}$ ) and a small contribution from the s- and p-states ( $\sim 0.07 \mu_{\mathrm{B}}$ ).

In our computations, we find the magnetic ordering tendencies of gadolinium to change as the lattice parameters are altered away from their equilibrium values. On changing the $c / a$ ratio over the range $1.54-1.66$, with the WS-radius fixed at the


FIGURE 32 Inverse spin susceptibilities for Gd as a function of temperature, calculated for the theoretical and experimental lattice parameters.


FIGURE 33 Normalized paramagnetic spin susceptibilities for Gd, obtained using the theoretical unit cell volume. The inset shows the susceptibility up to the zone boundary for c/a ratio 1.54 .
theoretical value (3.654 a.u.), our calculated paramagnetic spin susceptibility, shown in Figure 33, starts to develop a shoulder near $\mathbf{q}=(0,0,0.2)$, similar to that observed in Figure 31B. Moreover, at the lowest c/a ratios, this shoulder grows into a peak and the susceptibility no longer attains its maximum value at $\mathbf{q}=\mathbf{0}$. The maximum occurs instead at some incommensurate wave vector, $q_{\text {inc }}$, meaning that the system now has a tendency to order into an incommensurate magnetic structure at low temperatures. This could be helical, where the helix turn angle, that is the angle between magnetic moments in adjacent layers, would be given by $\pi q_{\text {inc }}$.

Such incommensurate ordering is characteristic of the heavy lanthanide elements, terbium to thulium, and is associated with a 'webbing' feature of their

Fermi surfaces. This webbing structure contains large parallel sheets of Fermi surface, which can nest together when translated by some vector in $\mathbf{k}$-space. This can cause an enhancement of the magnetic susceptibility at the nesting vector, and indeed it has been shown, both theoretically (Keeton and Loucks, 1968) and experimentally (Dugdale et al., 1997), that the size of the nesting vector in the heavy lanthanides is correlated with their magnetic ordering vectors. The shape of the Fermi surface in heavy lanthanide metals depends critically on the c/a ratio of the lattice parameters (Cracknell and Wong, 1973), implying that the magnetic structures of these elements are sensitive to the c/a ratio. This is corroborated by experimental studies by Andrianov and others, which have shown that it is possible to alter the magnetic state of lanthanide metals and alloys by changing the lattice parameters through application of external pressure or tension (Andrianov and Chistiakov, 1997; Andrianov et al., 2000) and by alloying with yttrium (Andrianov, 1995). Such behaviour is possibly interpreted in terms of an electronic topological transition (Lifshitz, 1960; Blanter et al., 1994) at some critical c/a ratio, where the webbing structure of the Fermi surface ruptures.

To analyse our susceptibility results shown in Figures 31B and 33, we investigate the Fermi surface of paramagnetic (DLM) gadolinium at various c/a ratios. For a given configuration of local moments, this Fermi surface can be defined in the usual way. However, when considering the whole ensemble of moment orientations, the 'Fermi surface' is a smeared out average of itself over all moment configurations. A useful tool for defining this surface is the BSF (Faulkner, 1982) that is periodic in reciprocal wave vector $\mathbf{k}$ space and is given by

$$
\begin{equation*}
\bar{A}_{B}(\mathbf{k}, E)=-\frac{1}{\pi} \operatorname{Im} \sum_{n m} \exp \left[i \mathbf{k} \cdot\left(\mathbf{R}_{n}-\mathbf{R}_{m}\right)\right] \int \mathrm{d}^{3} r\left\langle G\left(\mathbf{r}+\mathbf{R}_{n}, \mathbf{r}+\mathbf{R}_{m}, E\right)\right\rangle \tag{103}
\end{equation*}
$$

in terms of an ensemble average, $\rangle$, of the electronic real space Green's function and where the integral over $\mathbf{r}$ is within the unit cell at the origin. In this case, the ensemble average is taken over local moment configurations (Szotek et al., 1984). For ordered systems, $\bar{A}_{B}(\mathbf{k}, E)$ consists of a set of $\delta$-function peaks:

$$
\begin{equation*}
\bar{A}_{B}(\mathbf{k}, E)=\sum_{n} \delta\left(E-E_{n}(\mathbf{k})\right) \tag{104}
\end{equation*}
$$

where $E_{n}(\mathbf{k})$ is the Bloch energy eigenvalue for the wave vector $\mathbf{k}$ and band index $n$. With disorder (here the local moment spin fluctuation disorder), these peaks broaden but their positions can be regarded as an effective band structure, with their width in energy interpreted as an inverse lifetime (Szotek et al., 1984). The Fermi surface of a disordered system is defined as the locus of these peaks at the constant energy $E=E_{\mathrm{F}}$.

Figure 34 shows the BSF of paramagnetic Gd at the Fermi energy, $E_{F}$, calculated for the sets of lattice parameters used in Figure 33. For c/a ratios of 1.597 or smaller, a webbing feature is displayed and the corresponding nesting vector is indicated by an arrow in panel (a). At a c/a ratio of 1.63 (Figure 33D), the webbing feature has started to rupture, and at a c/a ratio of 1.66 (Figure 33E), the rupturing is complete and the Fermi surface no longer has any significant regions of nesting.


FIGURE 34 Bloch spectral function of Gd in the hexagonal BZ, calculated at the Fermi energy. Panels (A), (B), (C), (D), and (E) are for $c /$ a ratios $1.54,1.57,1.597,1.63$, and 1.66 , respectively, with theoretical unit cell volumes used but not for high c/a ratios.

This concurs with the results shown in Figure 33, where the susceptibility is enhanced at some incommensurate $\mathbf{q}$ vector for low c/a ratios, Figure 35A shows a cross section through the webbing structure for c/a ratio 1.54. The nesting structure is created by two bands which just cross the Fermi energy along the L-M direction. The broadening of the spectral function peaks, caused by the local moment disorder, means that the bands are smeared, which results in their merging together at the $L$ point. The magnitude of the nesting vector, $\mathbf{Q}_{0}$, is $\sim 0.2$ (in units of $2 \pi / c$ ) and coincides with the size of the magnetic ordering wave vector, $q_{\text {inc }}$, observed in Figure 33A. Figure 35B and C show the same cross section of the BZ, with the BSF evaluated using c/a ratios 1.57 and 1.66 , respectively. In panel (b), the Fermi surface has a distinctive 'dog-bone' shape, with two extremal vectors, one centred and the other non-centred, connecting the sheets of Fermi surface. Figure 35A and B show the length of the centred nesting vector to decrease as the c/a ratio increases. This is in keeping with the experimental results of Andrianov, where the length of the magnetic ordering vector decreases continuously as the c/a ratio is increased. This does not, however, interpret the


FIGURE 35 Bloch spectral function of Gd on the HLMK plane of the hexagonal BZ. Panels (A), (B), and (C) are for c/a ratios $1.54,1.57$, and 1.66 , respectively, with theoretical unit cell volumes used. The centre of the plane is the $L$ point. Nesting vectors are indicated by arrows. The colour plot can be found in Hughes et al. (2007).
susceptibility results shown in Figure 33 correctly, where the position of the incommensurate ordering peak is almost invariant to the c/a ratio used. If, instead, we look at the length of the non-centred vector, we see that it stays fairly constant as the $c / a$ ratio is altered. It thus appears that it is the non-centred nesting vector which is responsible for the incommensurate ordering observed in our calculations. This is in agreement with recent theoretical work by Nordström and Mavromaras (2000) who found that the non-centred vector was the appropriate nesting vector.

Turning now to the magnetic ordering behaviour as a function of unit cell volume, from our susceptibility calculations, we find two distinct cases differentiated according to the c/a ratio of the lattice parameters. For high c/a ratios, corresponding to systems with no webbing feature, ferromagnetic ordering is predicted for all volumes. For low c/a ratios, corresponding to systems with webbing, a more complicated picture emerges as shown in Figure 36. The webbing produces an enhancement of the susceptibility at the nesting vector for all volumes. However, as the volume increases, the height of the incommensurate peak relative to the $\mathbf{q}=\mathbf{0}$ (ferromagnetic) peak decreases, and at a WS radius of 3.710 a.u., there is a near degeneracy between the two ordering types. For the highest WS-radii, the susceptibility obtains its maximum value at $\mathbf{q}=0$ and so we predict the system to be ferromagnetic. Thus, in order for the nesting enhancement to be strong enough so that incommensurate ordering wins out over ferromagnetic ordering, the unit cell volume needs to be below a certain critical value.

The behaviour of the paramagnetic spin susceptibility, $\chi$, is determined by the direct correlation function, $S^{(2)}$ [Eq. (100)]. This function can be fit in terms of realspace parameters:

$$
\begin{equation*}
S^{(2)}(\mathbf{q})=\sum_{n} \sum_{i \in n} S_{n}^{(2)} \exp \left(i \mathbf{q} \cdot \mathbf{R}_{i}\right) \tag{105}
\end{equation*}
$$

where $S_{n}^{(2)}$ is the direct pair interaction between an atom at the origin and another in the $n$th neighbour shell, with position vector $\mathbf{R}_{i}$. For the magnetic structures


FIGURE 36 Normalized paramagnetic spin susceptibilities for Gd for various WS radii, obtained using a c/a ratio of 1.54 .
considered in this section, $\mathbf{q}=(0,0, q)$ and hence $\exp \left(i \mathbf{q} \cdot \mathbf{R}_{i}\right)=\exp \left(i q R_{z}\right)$, where $R_{z}$ is the z-component of $\mathbf{R}_{i}$. Since the heavy lanthanides adopt hcp structures, with two atoms per unit cell, they can be considered in terms of two interpenetrating sublattices. Consequently, two distinct sets of pair correlations can be considered, one where both sites are on the same sublattice ('intra sublattice') and one where the sites are on different sublattices ('inter-sublattice'). For intra- (inter-) sublattice pairs, $R_{z}=l^{*} c\left(R_{z}=(l-1 / 2){ }^{*} c\right)$ where $l \in \mathbb{Z}$ and $c$ is the ' $c$ ' lattice parameter. The 'layer' indices, $l$, can be used to reparametrize the real space fit of Eq. (105):

$$
\begin{align*}
& S^{(2)-\mathrm{intra}}(\mathbf{q})=S_{0}^{(2)-\mathrm{intra}}+\sum_{l \in \mathrm{~N}}^{l_{\text {top }}} S_{l}^{(2)-\mathrm{intra}} \cos (q l c) \\
& S^{(2)-\mathrm{inter}}(\mathbf{q})=\sum_{l \in \mathrm{~N}}^{l_{\text {top }}} S_{l}^{(2)-\mathrm{inter}} \cos [q(l-(1 / 2)) c], \tag{106}
\end{align*}
$$

where $S_{l}^{(2)}$ is the sum of all pairwise interactions between sites in the $l$ th layer and the site at the origin. The $S_{0}^{(2)}$ component corresponds to the sum of pair interactions between the atom at the origin and atoms in the layer containing the origin. For the fitting of the direct correlation function to be computationally tractable, the sum over layers, $l$, in Eq. (106) is truncated at some finite value, $l_{\text {top }}$. We find that $l_{\text {top }}=8$ gives a good fit of $S^{(2)-\text { intra }}$ and $S^{(2)-\text { inter }}$. Figure 37 shows layer-resolved component of $S^{(2)}$ where integer (half-integer) values of $R_{z} / c$ correspond to intra-(inter-) sublattice components. The biggest contribution to $S_{l}^{(2)}$ comes from the layers at $R_{z}= \pm c / 2$. This is to be expected since, in hcp structures that have a c/a ratio less than the ideal value $\sqrt{8 / 3} \approx 1.63$, the nearest neighbours to any given atom are contained within the layers adjacent to the atom, not the layer in which the atom actually lays. The components of $S^{(2)}$ are seen to oscillate as a function of $R_{z}$, in the manner of an RKKY-type interaction.


FIGURE 37 Layer-resolved components of the effective exchange interaction, $S^{(2)}$.

### 7.2.4 Magnetic phase diagram for the heavy lanthanide metals

The two types of magnetic ordering that we encountered during our investigation of gadolinium (ferromagnetic ordering and incommensurate ordering, modulated along the $c$-axis) correspond to the two types of ordering that are observed experimentally across the heavy lanthanide series. To investigate the competition between these two ordering types, we define a 'magnetic ordering parameter', $\alpha$, which gives a measure of the relative strengths of the 'incommensurate spin fluctuations' and ferromagnetic spin fluctuations that characterize the paramagnetic state. To do this, we examine the wave vector-dependent critical temperature, $T_{c}(\mathbf{q})$, obtained from our susceptibility and direct correlation function calculations, that is from $\operatorname{det}\left[\mathbf{I}_{n}-1 / 3 \beta \mathbf{S}^{(2)}(\mathbf{q})\right]=0$ with the $2 \times 2 \mathbf{S}^{(2)}$ matrix specified by

$$
\left(\begin{array}{ll}
S^{(2)-\text { intra }}(\mathbf{q}) & S^{(2)-\text { inter }}(\mathbf{q}) \\
S^{(2)-\operatorname{inter}}(\mathbf{q}) & S^{(2)-\operatorname{intra}}(\mathbf{q})
\end{array}\right)
$$

where $S^{(2) \text {-intra }}(\mathbf{q})$ and $S^{(2)-\text { inter }}(\mathbf{q})$ correspond to the fit functions in Eq. (106). By using these fit functions, we mitigate the effects of computational noise, which may be important when analysing the delicate competition between the two ordering types.

If the critical temperature function $T_{c}(\mathbf{q})$ has only one peak, at $\mathbf{q}=\mathbf{0}$, we set $\alpha=0$. If $T_{\mathrm{c}}(\mathbf{q})$ has only one peak, but at some incommensurate q -vector, $q_{\text {inc, }}$ we set $\alpha=1$. Clearly, $\alpha=0$ corresponds to the paramagnetic state being dominated by ferromagnetic spin fluctuations and $\alpha=1$ corresponds to its domination by spin fluctuations with some finite, incommensurate wave vector. When $T_{c}(\mathbf{q})$ has a two peak structure, corresponding to a competition between the two ordering types, we examine the values of $T_{\mathrm{c}}(\mathbf{q})$ at its turning points. We define $T_{0}=T_{\mathrm{c}}(\mathbf{q}=\mathbf{0}), T_{\mathrm{inc}}=T_{\mathrm{c}}(\mathbf{q}=(0,0$, $\left.q_{\text {inc }}\right)$ ) and $T_{\text {min }}=T_{\mathrm{c}}\left(\mathbf{q}=\mathbf{q}_{\text {min }}\right)$, where $\mathbf{q}_{\text {min }}$ is the position of the minimum that occurs between the $\mathbf{q}=\mathbf{0}$ and $\mathbf{q}=\left(0,0, q_{\text {inc }}\right)$ maxima. If $T_{0}>T_{\text {inc }}$ we set

$$
\begin{equation*}
\alpha=\frac{T_{\mathrm{inc}}-T_{\mathrm{min}}}{2\left(T_{0}-T_{\min }\right)} \tag{107}
\end{equation*}
$$



FIGURE 38 Ordering parameter, $\alpha$, for gadolinium as a function of $\mathrm{c} / \mathrm{a}$ ratio and WS radius. The black region corresponds to ferromagnetic and the grey region to incommensurate anti-ferromagnetic spin fluctuations. The experimental lattice parameters of all the heavy lanthanide elements are indicated by circles; a grey (black) circle indicates that experimentally the high-temperature ordered state of the element is ferromagnetic (incommensurate anti-ferromagnetic). The circle for $\mathrm{Gd}_{0.55} \mathrm{Ho}_{0.45}$ indicates the experimental lattice parameters of a Gd-Ho alloy at the critical concentration of Ho at which an incommensurate anti-ferromagnetic phase first appears. The colour plot can be found in Hughes et al. (2007).
and if $T_{0}<T_{\text {inc }}$, we set

$$
\begin{equation*}
\alpha=1-\frac{T_{0}-T_{\min }}{2\left(T_{\mathrm{inc}}-T_{\mathrm{min}}\right)} . \tag{108}
\end{equation*}
$$

Clearly, $\alpha$ is defined such that $\alpha>0.5$ indicates a stronger tendency towards incommensurate ordering and $\alpha<0.5$ indicates a stronger tendency towards ferromagnetic ordering.

In Figure 38, we show $\alpha$ for gadolinium as a function of $c / a$ ratio and unit cell volume. To account for the difference between the theoretical and experimental volumes, the WS-radii in the figure are scaled, such that data shown at the experimental WS radius of gadolinium corresponds to data calculated at the theoretical WS-radius. On this phase diagram, we also indicate where the experimental lattice parameters of all the heavy lanthanide elements lie, as well as those of a Gd-Ho alloy. Since the heavy lanthanide elements differ only in how many 4 f electrons they have, and it is the sd conduction electrons that are responsible for mediating the interaction between magnetic moments, gadolinium can be considered a magnetic 'prototype' for the post-Gd heavy lanthanide elements. Thus, we propose that the behaviour of gadolinium as a function of lattice parameters is a model of all the other heavy lanthanide elements. By considering the phase diagram, Figure 38, as being universal to all heavy lanthanide systems, we predict
that when going left to right in the heavy lanthanide series, there will be a trend away from ferromagnetism and towards incommensurate ordering. This is exactly what is observed experimentally, with the magnetic modulation vector starting out at zero for gadolinium (ferromagnetic ordering) and then progressively increasing through the series to give rise to various incommensurate antiferromagnetic structures. From the phase diagram, we predict that the transition between ferromagnetism and incommensurate ordering occurs very rapidly as a function of c/a ratio, particularly for the higher unit cell volumes. This is consistent with recent experimental work on terbium under uniaxial tension. Terbium exhibits helical ordering and has a WS-radius of 3.724 a.u., with a c/a ratio of 1.580. It has been shown (Andrianov et al., 2000) that by increasing the c/a ratio by as little as 0.002 the helical ordering could be completely suppressed. In the phase diagram, the elements dysprosium and terbium are positioned close to, or within, the transition region between ferromagnetic and incommensurate ordering. This is consistent with the experimental behaviour of these two systems, which exhibit incommensurate ordering at high temperatures and ferromagnetic ordering at low temperatures.

Because of their structural similarities, Gd alloys easily with all the other heavy lanthanide elements, $\mathrm{R}^{\prime}$. These alloys transform from ferromagnets to incommensurate magnetically structured materials once the concentration of $\mathrm{R}^{\prime}$ exceeds a certain critical concentration $x_{\mathrm{c}}$. We can use the phase diagram to predict these critical alloy concentrations. These are listed in Table 11 and are in good agreement with experimental values where known.

We can also compute estimates of the magnetic ordering vectors of all the heavy lanthanides from our susceptibility calculations for gadolinium at the appropriate lattice parameters. The results are shown in Figure 39. For example, when we performed a calculation for Gd at the experimental lattice parameters of terbium ( Tb ), specified by a c/a ratio of 1.580 and a WS-radius of 3.724 a.u., the susceptibility peaked at a wave vector $\mathbf{q}=(0,0,0.13)$, which is in good agreement with the experimental ordering vector of $\mathrm{Tb},(0,0,0.11)$. Overall, we predict a gradual increase in the ordering vector across the heavy lanthanide series, in agreement with experiment. We also find that the magnetic ordering vectors of

TABLE 11 Critical alloy concentrations of $\mathrm{Gd}_{1-x} \mathrm{R}_{x}$ systems

|  | Critical concentration, $x_{c}$ |  |
| :--- | :--- | :--- |
| System | Theoretical | Experimental |
| $\mathrm{Gd}_{1-x} \mathrm{~Tb}_{x}$ | 0.78 |  |
| $\mathrm{Gd}_{1-x} \mathrm{Dy}$ | 0.56 | $0.50^{a}$ |
| $\mathrm{Gd}_{1-x} \mathrm{Ho}_{x}$ | 0.49 | $0.45^{b}$ |
| $\mathrm{Gd}_{1-x} \mathrm{Er}_{x}$ | 0.45 |  |
| $\mathrm{Gd}_{1-x} \mathrm{Tm}_{x}$ | 0.42 |  |

[^1]

FIGURE 39 Experimental magnetic ordering vectors of the heavy lanthanides versus those predicted from $a b$ initio calculations for gadolinium. The inset shows the corresponding ordering temperatures. Experimentally Gd has the highest ordering temperature, which decreases monotonically through the heavy lanthanide series.
the last three members of the series (Ho, Er and Tm) all lie close together, again in agreement with experiment.

Making Gd the prototype for magnetic order in the heavy lanthanides is justified since the Gd ion has orbital angular momentum $L=0$ and so spin-orbit coupling effects do not need to be incorporated into our calculations. However, if we want to infer magnetic transition temperatures for the other heavy lanthanides from our Gd calculations, LS coupling has to be considered. This can be accomplished by scaling our magnetic transition temperature estimates with the de Gennes factor $\left(g_{I}-1\right)^{2} J(J+1)$ (Blundell, 2001). As shown in the inset of Figure 39, the transition temperatures obtained from this approach reproduce the experimental trend, although the magnitudes of the temperatures are systematically underestimated. It is worth noting that when we computed the estimates of the magnetic ordering vectors, spin-orbit coupling was not important. This is because, as argued earlier, the type of magnetic order exhibited by the heavy lanthanides is determined by the sd conduction electrons, which are little affected by spin-orbit coupling and which all the heavy lanthanides have in common.

Overall, the physical picture that emerges from the magnetic ordering phase diagram, Figure 38, links unequivocally the lattice parameters of the heavy
lanthanides with their magnetic properties. Our results have verified the critical role that the c/a ratio plays in determining the magnetic ordering types of the heavy lanthanides and how this is linked to the Fermi surface of the paramagnetic phase. However, our discovery that the atomic unit cell volume, associated with the lattice parameters, is just as important in determining the magnetic properties has enabled us to develop a much more complete understanding of heavy lanthanide magnetism. In particular, we have shown that even when the c/a ratio of a heavy lanthanide system is below the critical value needed for a webbing structure, incommensurate anti-ferromagnetic ordering is not necessarily favoured over ferromagnetic ordering; for incommensurate ordering to win out over ferromagnetic ordering, the unit cell volume needs to be below a certain value. Experimentally, the unit cell volumes of the heavy lanthanides decrease with increasing atomic number, in accord with the well-known 'lanthanide contraction' (Taylor and Darby, 1972). This contraction occurs because as the number of electrons in the poorly shielding 4 f orbitals is increased, there is an increase in the effective nuclear charge and, correspondingly, a decrease in ionic radii. Our findings evidently suggest that this contraction helps promote the incommensurate ordering in the post-Gd heavy lanthanides. The roles that the different types of valence electrons play in determining the magnetic structures of the heavy lanthanides are thus clear; the itinerant sd electrons, common to all the heavy lanthanides, mediate the interaction between magnetic moments and it is the nesting of their Fermi surfaces that can lead to instabilities in the paramagnetic phase with respect to the formation of incommensurate spin density waves. The f electrons, on the other hand, are responsible for setting up the magnetic moments and, as their number increases across the heavy lanthanide series, they play an indirect role in promoting the incommensurate ordering by means of the lanthanide contraction.

### 7.3 Valence fluctuations

As mentioned in Section 7.1, the alloy analogy is a versatile approach that can be applied to different types of thermal fluctuations. In particular, we will now also include valence fluctuations. The theoretical framework remains largely as outlined in the previous section, but the possible configurations at a given site now include the valence state in addition to the direction of the local moment. In the following, this approach will be applied to the finite temperature phase diagram of Ce , focusing on the isostructural $\alpha-\gamma$ transition (Lüders et al., 2005). At absolute zero, the two phases can be identified as the tetravalent $\alpha$-phase at low volumes, and the trivalent $\gamma$-phase at high volumes. Thus, these phases correspond to a delocalized or localized f-state, respectively. Figure 40 shows the ground state energies for different valence configurations, namely the tetravalent $f^{0}$ configuration, corresponding to an LDA calculation, and SIC-LSD calculations for trivalent $f^{1}$ configurations, where f-states with different symmetries are treated as localized, as seen in Table 12. These zero temperature calculations assume a ferromagnetic alignment of the local moments in the $\gamma$-phase. However, when discussing the finite temperature phase diagram of Ce , we will account for the


FIGURE 40 The calculated total energies for Ce from LDA and SIC-LSD, with different f-states localized, as functions of volume, given in atomic units $\left[\left(a_{0}\right)^{3}\right]$.

TABLE 12 The total energy differences as obtained from the LDA and SIC-LSD calculations, with respect to the ground state energy solution (LDA), for Ce in different f -configurations. The corresponding volumes and bulk moduli (evaluated at the theoretical lattice constants) are also given

|  |  | $\Delta E(\mathrm{mRy})$ | $V\left(a_{0}{ }^{3}\right)$ | $B(\mathrm{kbar})$ |
| :--- | :--- | :--- | :--- | :--- |
| LDA |  | 0.0 | 158 | 701 |
|  | $\mathrm{~A}_{2 u}$ | 0.8 | 202 | 355 |
| SIC | $\mathrm{T}_{1 u}$ | 20.3 | 201 | 352 |
|  | $\mathrm{~T}_{2 u}$ | 1.5 | 197 | 351 |

paramagnetic state with its disorder of the local moments using the DLM framework of Section 7.2. The splittings of the states, shown in Table 12, are due to the crystal field since in this calculation, the spin-orbit coupling has been neglected. We will later account for spin-orbit coupling through the magnetic entropy terms. Table 12 shows that the state with the $A_{2 u}$ symmetry provides the lowest energy solution for the $\gamma$-phase. Only 0.8 mRy separate the minima of the $\alpha$ - and $\gamma$-phases, giving rise to the transition pressure at the absolute zero of about -2.3 kbar . This is in good agreement with the experimental value of -7 kbar , when extrapolated to zero temperature, and with other theoretical values. The bulk moduli, given in Table 12, are calculated at the theoretical equilibrium volumes. When evaluated at the experimental volumes, their values are substantially reduced to 239 kbar for the $\alpha$-phase and 203 kbar for the $\gamma$-phase, which is in considerably better agreement with the experimental data. The volume collapse is obtained at $22 \%$, which also compares well with the experimental values of $14-17 \%$. We note that the underestimate of the volumes of both the $\alpha$ - and $\gamma$-phases is mainly due to the KKR $l$-convergence problem. Although it seems that this $l$-convergence problem should affect the LSD and SIC-LSD calculations in a similar manner, we observe a
significantly larger error for the $\alpha$-phase. This larger error for the $\alpha$-phase, which is also found in the LMTO-ASA calculations, is most likely because LDA is not adequate for describing the correlated nature of the $\alpha$-phase, as observed in experiments. In fact, the LDA calculations correspond to the high-pressure $\alpha^{\prime}$ phase, which is purely tetravalent and has a smaller lattice constant than the observed $\alpha$-phase.

We now return to the description of Ce at finite temperatures. The alloy analogy for describing the thermal valence and spin fluctuations gives rise to a ternary alloy, consisting of Ce atoms with localized f-electrons, described by SICLSD, with a concentration of $c / 2$ for each spin direction (spin up and spin down), and Ce atoms with delocalized f-electrons, described by the LDA, with the concentration $(1-c)$. The free energy of the system is obtained by adding the relevant entropy contributions to the total energy [see Eq. (28)]. The electronic particle-hole entropy, $S_{\mathrm{el}}=-k_{\mathrm{B}} \int \mathrm{d} \varepsilon n(\varepsilon)\left[f_{\beta}(\varepsilon) \ln f_{\beta}(\varepsilon)+\left(1-f_{\beta}(\varepsilon)\right) \ln \left(1-f_{\beta}(\varepsilon)\right)\right]$, is obtained from the underlying band structure calculations (Nicholson et al., 1994). Here $n(\varepsilon)$ is the DOS and $f_{\beta}(\varepsilon)$ denotes the Fermi distribution. The magnetic entropy $S_{\text {mag }}(c)=k_{B} c \ln 6$, which corresponds to a spin-orbit coupled state with $J=5 / 2$, accounting for the magnetic disorder, while the mixing entropy, $S_{\text {mix }}(c)=$ $-k_{\mathrm{B}}(c \ln c+(1-c) \ln (1-c))$, stems from the disorder among the localized and delocalized Ce atoms. The vibrational entropy, $S_{\mathrm{vib}}$, is assumed to be the same in both phases and therefore is neglected here. In order to determine the full $p-T$ phase diagram, it is necessary to calculate the Gibbs free energy:

$$
\begin{equation*}
G(T, c, p)=F(T, c, V(T, c, p))+p(T, c, p) \tag{109}
\end{equation*}
$$

From this, at each given pressure and temperature, we can determine the concentration of the trivalent Ce , by minimizing the Gibbs free energy with respect to $c$.

Our calculations go beyond all the earlier work because SIC-LSDA treats all the f-states on equal footing and the KKR-CPA allows for a consistent description of spin and valence disorder. Johansson et al. (1995) used a binary pseudo-alloy concept, but needed one adjustable parameter to put on a common energy scale both the $\gamma$-phase, described by LSDA with one f-state included into the core, and the $\alpha$-phase, described by the standard LSD approximation, with all the f-states treated as valence bands. Svane (1996) performed SIC-LSD calculations using a supercell geometry which limited him to the study of a few concentrations only.

We can obtain the free energy of the physical system at a given volume by evaluating the concentration-dependent free energy at the minimizing concentration $c_{\text {min }}$ :

$$
\begin{equation*}
F(T, V)=F\left(T, c_{\min }, V\right) \tag{110}
\end{equation*}
$$

This free energy, as a function of volume and temperature, is displayed in Figure 41, clearly showing a double-well behaviour for low temperatures, which gets gradually smoothed out into a single minimum as the temperature is increased. In addition, it is found that at elevated temperatures the free energy is lowered mainly at large lattice volumes, which is due to the greater entropy of the $\gamma$-phase.


FIGURE 41 The free energies as function of the volume for the temperatures 0 (highest curve) and 1800 K (lowest curve) in steps of 100 K .


FIGURE 42 Calculated equation of state of Ce for the temperatures $T=0$ (lowest curve), 200, $400,600,800,1000,1200,1400$, and 1600 K (highest curve). The shading indicates the fraction of localized electrons: light is all localized ( $\gamma$-phase) and dark is all delocalized ( $\alpha$-phase).

Inserting the minimizing concentration $c_{\text {min }}$ into the pressure-volume relation

$$
\begin{equation*}
p(T, V)=p\left(T, c_{\min }, V\right)=-\frac{\partial}{\partial V} F\left(T, c_{\min }, V\right) \tag{111}
\end{equation*}
$$

allows one to calculate the isothermal pV -relations of Ce , which are displayed in Figure 42, where it can be seen that the average valence, close to the coexistence line, gradually changes with increasing temperature. Above the critical temperature, the valence changes continuously with increasing pressure from trivalent to tetravalent.


FIGURE 43 Phase diagram obtained for the pseudo-alloy, composed of $\alpha$-Ce (light grey area) and $\gamma$-Ce (dark grey area). The grey shades display the fraction of localized electrons. The crosses indicate the calculated (upper cross) and experimental (lower cross) critical points.

In Figure 43, we present the phase diagram, obtained from the free energies of the $\alpha-\gamma$ pseudo-alloy, with the $\gamma$-phase described by the DLM state. Here, it can be easily followed how the transition becomes continuous above the critical point. The calculated critical temperature overestimates the experimental value by about a factor of 2 . It is still reasonable considering that the critical temperature is very sensitive to various small details of the calculations and in particular the theoretical lattice parameters of both the $\alpha$ - and $\gamma$-Ce phases. Also, the calculated slope of the phase separation line is slightly too steep, compared to the experimental phase diagram. The likely reason being the overestimate of the volume collapse that enters the definition of the slope, given by the ratio $\left(V_{\gamma}-V_{\alpha}\right) /\left(S_{\gamma}-S_{\alpha}\right)$, where $S_{\alpha(\gamma)}$ and $V_{\alpha(\gamma)}$ are, respectively, values of the entropy and volume of the $\alpha(\gamma)$-phase at $T=0 \mathrm{~K}$.

Examining in more detail the discontinuity across the phase separation line displayed in Figure 44, we find the magnitude of the discontinuities for the various contributions to the Gibbs free energy. As expected, all contributions vanish at the critical temperature, above which there is a continuous cross-over between the $\alpha$ - and the $\gamma$-phase. It can be seen that it is the entropy discontinuity which is by far the largest contribution. The phase transition is therefore driven by entropy, rather than by energetics. The entropy discontinuity itself is mainly determined by the magnetic entropy.

Summarising this section, we have demonstrated that the alloy analogy of fluctuations can be very useful, giving rise to a simple picture of the underlying physics, relating the magnetic phase diagram of the late lanthanides to the lanthanide contraction, and identifying the entropy as the driving force behind the $\alpha-\gamma$ phase transition in Ce. In Section 8, we will outline how this approach can be


FIGURE 44 Discontinuities of the total energy, the total entropy $T S$, and the $p V$ term over the phase separation line as function of the temperature. The entropy term is further decomposed into the electronic, the mixing, and the magnetic contribution.
generalized to describe also dynamical, namely quantum, fluctuations, which up to now have been ignored.

## 8. DYNAMICAL FLUCTUATIONS: THE ‘ALLOY ANALOGY’ AND THE LANDAU THEORY OF PHASE TRANSITIONS

Having made use of the 'alloy analogy' approach to describe fluctuations in density functional theories, a number of comments concerning its status in the general theory of condensed-matter are in order. First, it should be stressed that while in the context of phase transitions, such methodology yields an accurate description of the high temperature, homogeneous disordered state, and a reliable account of its instability at some critical transition temperature $T_{\mathrm{c}}$, it is seriously incomplete for $T<T_{\mathrm{c}}$ as the ground state is approached. Second, one should not fail to mention that there is now a fairly well-developed conceptual framework, a dynamical version of the 'alloy analogy', in terms of which the shortcomings of the above static version near $T \rightarrow 0$ can be understood, and even remedied.

As is well known, there are two ways of approaching the problem of phase transitions. One of these starts with a study of the ground state and seeks to determine the critical temperature $T_{c}$, at which thermal fluctuations destroy the equilibrium state smoothly connected to it. Usually, at this point either some symmetry breaking order of the ground state is lost, as in a continuous phase transitions, or the system becomes an inhomogeneous mixture of coexisting phases as in the cases of the Ce $\alpha-\gamma$, liquid-gas or other first-order transitions. The alternative to this approach is to start with the high temperature, $T>T_{c}$, high
symmetry, disordered phase, and investigate its stability as the temperature is lowered. This is the strategy adopted in a phenomenological Landau Theory (Landau and Lifschitz, 1980). From the point of view of first-principles calculations, the former seems easier as it involves ground state calculations. However, the 'alloy analogy' calculations highlighted in this review correspond to the latter. Evidently, in these the role of the CPA is to describe thermal fluctuations of various local electronic configurations and hence the KKR-CPA procedure is an appropriate tool for the study of the high-temperature, high-symmetry equilibrium states. In fact, when suitably generalized, it can be used for calculating the coefficients in the Landau expansion of the free energy (Gyorffy et al., 1989) and thereby turning the phenomenological theory into a material specific, quantitative first-principles theory.

Examining the accuracy and reliability of the calculations reviewed in Sections 7.2 and 7.3 in the light of the above remarks prompts the following observation: the electronic structure relevant to these calculations is a smeared out version of that at $T=0$. Namely, any coherent fluctuation lasting longer than $\hbar / k_{\mathrm{B}} T$ can be assumed to have been averaged to zero and hence such calculations are more forgiving than those near $T=0$ where timescales much longer than $\hbar / k_{\mathrm{B}} T_{\mathrm{c}}$ need to be accounted for. Thus, the first-principles Landau Theory alluded to above can be considered a robust and efficient theory of the phase diagrams. By contrast for $T<T_{c}$, as $T$ tends to 0 , longer and longer timescales make their presence felt and a more accurate description of the many-electron problem becomes necessary.

A particular general shortcoming of the 'alloy analogy' approximation is that it cannot describe quantum fluctuations such as the zero point fluctuations of spin waves. Evidently, these can be important at and near $T=0$. Moreover, an ensemble average of static fluctuations depicted by the 'alloy' configurations will, within the CPA, inevitably lead to quasi-particles with finite lifetime even at $T=0$. Namely, the ground state is generically not that of a Fermi liquid as it mostly should be. In what follows we shall summarize briefly the current state of conceptual framework that needs to be invoked to deal with these issues.

In condensed matter at a site, an electron scatters from both the atomic nuclei and the other electrons in its vicinity. Such 'target' is not, in general, a static, spindependent electrostatic, c-number potential but a time-dependent quantum mechanical object which recoils during the scattering process. Clearly, the full complexity of scattering events produced by such 'targets' are not described by the static mean field theory language of the 'alloy analogy'. However, it turns out that their essence is adequately captured by a dynamical generalization of this well tried methodology, namely the DMFT (Georges et al., 1996). Like the 'alloy analogy', this elegant procedure focuses on the single site nature of the manyelectron problem in solids and it can be viewed as a time-dependent CPA in which the potential seen by an electron at a site changes with time during the scattering process and the averaging over configurations becomes average over all histories of such variations (Kakehashi, 2002).

A remarkable consequence of introducing time-dependent one-electron potentials into the calculation is that the well-known instability of a degenerate Fermi system to sudden local perturbations (Anderson, 1967) comes into play. This
effect, which is well understood in the context of the X-ray edge-singularity (Nozieres and DeDominicis, 1969) and the Kondo (Anderson et al., 1970) problems, leads to qualitatively new features in the one-electron spectra predicted by the DMFT compared with the consequences of the static CPA-based theories. The most spectacular of these is the central peak, arising from the Kondo resonance at the Fermi energy, between the upper and lower Hubbard bands, which are already evident in the static alloy analogy calculations. As physical consequences of this peak, one might mention its role in the explanation of the metal-insulator Mott transition (Georges et al., 1996) and the spin-polarization Kondo cloud that screens magnetic impurities in dilute alloys (Anderson et al., 1970). Indeed, it may very well be relevant to the $\mathrm{Ce} \alpha-\gamma$ transition discussed in Section 7.3 (Held et al., 2001).

Since their invention in the early 1990s, the DMFT technique (Georges et al., 1996) and its cluster generalization DCA (Hettler et al., 1998) have been studied intensively and have been successfully applied to many different problems in metal physics. But, while its virtues and limitations are well documented for simple tight binding model Hamiltonians, its implementation within the context of a fully first-principles theory remains an aspiration only. What has been done, repeatedly and with considerable success, is what may be called the LDA $+U+$ DMFT method (Georges et al., 1996). In these calculations, the LDA $+U$ part is a method for generating an effective, usually a multi-band Hubbard, Hamiltonian which serves as input into a DMFT procedure, but there is rarely an effort to recalculate the LDA bands (site energies and hopping integrals) or the electronelectron interaction parameter $U$ with the view of iterating to self-consistency. Strangely, although technically the problem appears to be difficult conceptually, thanks to the numerous analytical and numerical results mentioned above, it is relatively simple. The fluctuations to be captured by the putative theoretical framework are tunnelling between atomic-like local electronic configurations, and of these, there are only few that are degenerate in energy and hence can be the source of a Kondo-like resonance. In other words, at an atomic centre, an electron scatters from a quantum mechanical two or few level systems instead of a classical effective electrostatic potential. Scaling arguments suggest that the occurrences of such resonances are general consequences of degenerate Fermi systems being perturbed by sudden, local, quantum perturbations and their width is a new, emergent, low-energy scale $k_{\mathrm{B}} T_{\mathrm{K}}$ where $T_{\mathrm{K}}$ is usually referred as the 'Kondo' temperature (Cox and Zawadowski, 1999). From the point of view of our present concern, the importance of these results are twofold. First, this low-energy scale, which governs the behaviour of low-temperature fluctuations, has no counterpart in the static mean field theory. Second, $k_{\mathrm{B}} T_{\mathrm{K}}$ varies dramatically from material to material from 1 to 1000 K . Thus, there is need for a sophisticated first-principles theory which can make quantitative material specific predictions of $k_{\mathrm{B}} T_{\mathrm{K}}$. Clearly, if $T_{\mathrm{K}} \ll T_{\mathrm{c}}$ for some particular order, the high-temperature phase is well described by the ensemble of static fluctuations depicted in the 'alloy analogy' calculation. On the other hand, if $T_{\mathrm{K}} \gg T_{\mathrm{c}}$, the static calculations miss out important aspects of the physics. To highlight the burden of this remark, we note that the Curie temperatures of ferromagnets and the critical temperatures of the conventional
superconductors can be calculated fairly reliably for the majority of materials. Evidently, the challenge here is to do the same for $k_{\mathrm{B}} T_{\mathrm{K}}$.

## 9. CONCLUSIONS

This chapter has given an $a b$ initio justification for the dual, localized and bandlike, character of the 4 f -states in the lanthanides. The SIC-LSD provided the first-principles band theory scheme allowing for this differentiation between band-like, where the gain in band formation energy dominates, and localized 4 f electrons, where the gain in localization energy dominates. From this, the notion of nominal valence was developed defining the number of remaining band-like states as the valence of the lanthanide ion. These band-like states determine the bonding properties. This definition of valence turned out to be extremely useful and in Section 4, we gave numerous examples how this notion of valence contributed to a better understanding of the physical properties of the lanthanides and their compounds. In particular, the bonding properties of the lanthanides, such as the lattice constants, and their pressure behaviour could be studied without using adjustable parameters. Local magnetic moments and spectroscopic investigations provided a study of some of the properties of the localized f-states. Specifically, we found the degree of 4 f localization to be similar in the light and heavy lanthanides. The one-electron SIC-LSD is shown to be an ab initio computational scheme consistent with all three Hund's rules.

A finite temperature generalization based on the LSIC-LSD method led to the first-principles study of the phase diagrams of the lanthanides. The study of a magnetic phase diagram for the heavy lanthanides led to the discovery of the role played by the lanthanide contraction in determining the magnetic structure of heavy lanthanides. Also, the importance of the Fermi surface webbing features in driving the magnetic order was explained. Calculating the phase diagram of the $\alpha-\gamma$ phase transition in elemental Ce allowed us to identify the entropy as the driving force in this transition. These finite temperature studies incorporated thermal fluctuations only. Finally, an outline was given on how to include dynamical, quantum, fluctuations in the present methodology.
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| CMR | colossal magnetoresistance |
| CN | coordination number |
| CVD | chemical vapour deposition |
| DTA/DSC | differential thermal analysis/differential scanning calorimetry |
| FZ | floating zone |
| HP | high pressure |
| HRPD | high-resolution powder diffraction |
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| HTSC | HT superconductor |
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| SC | single crystal |
| S.G. | space group |
| SR | synchrotron radiation |
| TEC | thermal expansion coefficient |
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| $B_{11}, \ldots B_{23}$ | components of harmonic tensor representing anisotropic displacement parameters of atoms |
| $a_{\mathrm{p}}, b_{\mathrm{p}}, c_{\mathrm{p}}, V_{\mathrm{p}}$ | lattice parameters and cell volume, normalized to the perovskite-like cell. Depending on the structure, these are defined as follows: |
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## 1. INTRODUCTION

The perovskite family is one of the most important representative among a large variety of inorganic compounds. The majority of chemical elements from the periodic table can form $A B X_{3}$ compounds with the perovskite structure (Goodenough and Longo, 1970; Goodenough, 1971; Fesenko, 1972; Reller, 1993; Woodward,

1997a,b; Lufaso and Woodward, 2001; Pena and Fierro, 2001). Complex oxides and halides are typical representatives of perovskite compounds, although the perov-skite-type structure can also be formed by various classes of inorganic compounds, namely sulphides, hydrides, cyanides, oxyfluorides, oxynitrides, intermetalic, and metalorganic compounds. The diversity of chemical elements, which form perovskite structures, their ability to create cation- or anion-deficient structures, and a rich variety of distorted perovskite structures lead to an extremely broad range of physical properties. Because of this, the perovskite structure is often called the 'inorganic chameleon' (Islam, 2002). Ferro- and piezoelectricity, high electronic and ionic conductivity, diverse magnetism, and colossal magnetoresistive effects, paraelectricity and superconductivity-all of these phenomena are known to occur in perovskitetype compounds.

Rare earth aluminates and gallates with perovskite structure are widely used as substrate materials for the epitaxy of HTSC and CMR materials, and GaN films (Koren et al., 1989; Giess et al., 1990; Sasaura et al., 1990a; Scheel et al., 1991; Grishin et al., 1993; Young and Strother, 1993; Kebin et al., 1997; Okazaki et al., 1997; Liu et al., 2002), as materials for solid oxide fuel cells (Minh, 1993; Feng and Goodenough, 1994; Ishihara et al., 1994; Slater et al.,1998a,b; Lybye et al., 2000), as active and passive laser media (Kaminskii, 1995; Abu Safia, 1997; Sekita et al., 1998; Henke et al., 2000; Noginov et al., 2002), as scintillators (Moses et al., 1995; Mares et al., 2002), and as microwave dielectric materials (Cho et al., 1999a,b; Huang and Chen, 2002a). For the epitaxy of thin films of HTSC, magnetoresistive materials, and GaN films, single crystalline substrates of $\mathrm{NdGaO}_{3}, \mathrm{LaGaO}_{3}, \mathrm{PrGaO}_{3}, \mathrm{LaAlO}_{3}$, and $\mathrm{YAlO}_{3}$ are commonly used. Jourdan et al. (2004) reported on the epitaxial growth of the heavy fermion superconductor $\mathrm{UNi}_{2} \mathrm{Al}_{3}$ on (112)- oriented $\mathrm{YAlO}_{3}$ substrates. Single crystals of $\mathrm{YAlO}_{3}$, doped with $\mathrm{Nd}, \mathrm{Tm}$, and Er , are well known as laser media (Kaminskii, 1995). As prospective laser materials, also $\mathrm{LuAlO}_{3}: \mathrm{Nd}$ and $\mathrm{TbAlO}_{3}$ are considered (Abu Safia, 1997; Sekita et al., 1998). $\mathrm{YAlO}_{3}$ doped with $\mathrm{Yb}^{2+}$ or $\mathrm{V}^{4+}$ was proposed as material for tunable solid-state lasers (Henke et al., 2000; Noginov et al., 2002), whereas optical properties of $\mathrm{YAlO}_{3}: \mathrm{Mn}$ crystals are suitable for holographic and optical storage devices (Loutts et al., 1998). Most of the rare earth aluminates achieve dielectric permittivity with 'high-quality factor' suitable for applications in dielectric resonators and substrates for microwave components (Cho et al.,1999a,b;Huang and Chen, 2002a). Cerium-containing oxides (including perovskites) are of great interest in the chemistry of modern materials for efficient lighting as well as in the technology of weapons-grade Pu in mixed-oxide fuel, that is, to make it acceptable for nuclear plants. Ceria in this case is used as a substitute (surrogate) for plutonia due to similarity of their chemical and physical properties (Putnam et al., 2000). Rare earth aluminates, such as $\mathrm{DyAlO}_{3}, \mathrm{ErAlO}_{3}$, and $\mathrm{HoAlO}_{3}$, are paramagnetic down to very low temperatures (typically a few Kelvin) and on ordering, they arrange anti-ferromagnetically. This fact together with large values of magnetic moments typical for rare earth elements makes them suitable for working bodies in magnetic refrigerators for the production of liquid helium (Kuz'min and Tishin, 1991; Kimura et al., 1995).

To better understand the physical nature of the rare earth perovskite materials availability of detailed information about their crystal structures is the key. The above-mentioned physical and chemical properties of rare earth aluminates
are closely linked to their crystallography. The crystal structure itself (or the tilt system) can be highly affected either by iso/aliovalent substitutions in both anion and cation sites or by varying the environmental conditions. Bearing in mind the high stability of perovskites, the knowledge of the crystal structure and the resulting physical properties opens up pathways for tailoring of perovskite properties by manipulating their structures. Thus, by modifying the crystal structure (or tilt system) of perovskites, their physical and physico-chemical properties can be tuned until material with the desired properties is engineering, for example a microwave dielectric material, where near-zero temperature coefficient of resonant frequency has been achieved by modifying perovskite-type rare earth aluminates with alkaline-earth titanates.

As the reader may have already guessed, present chapter deals with rare earth $(\mathrm{R})$ aluminates and gallates, which adopt the perovskite-type structure. Experimental data on crystal structures, their thermal evolution and transformations of over hundred of $\mathrm{RAlO}_{3}$ and $\mathrm{RGaO}_{3}$ compounds, and their solid solutions are reviewed. Crystal chemistry has been applied to study and analyse perovskite structures and distortions, which take place in R aluminates and gallates over a wide temperature range. Crystal structures of $\mathrm{RAlO}_{3}$ and $\mathrm{RGaO}_{3}$ compounds and their solid solutions have been analysed in terms of structure deformation parameters, for example bond-length distortion, tilting angles between octahedra, polyhedral volume ratio, tolerance factors in different coordinations, and individual and average cationcation distances. Experimental results have been supplemented by bond-valence calculations. The influence of isovalent substitution in the rare earth sublattice on the average structure, its thermal behaviour, and phase transformations has been established for R aluminates and gallates. Based on our own experimental results and available reference data, phase diagrams of $\mathrm{RAlO}_{3}-\mathrm{R}^{\prime} \mathrm{AlO}_{3}$ and $\mathrm{RGaO}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ systems versus average radii of R -cations are proposed. Common features of the thermal expansion of rare earth aluminates and gallates, as well as the observed anomalies, including the negative thermal expansion observed in $\mathrm{RGaO}_{3}$ containing praseodymium, are analysed and discussed. Reference data on dielectric properties of $R$ aluminates and gallates with perovskite structure are reviewed.

## 2. ALUMINATES

### 2.1 Formation and preparation

### 2.1.1 Phase formation and stability

Studies of the phase behaviour in the $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ pseudo-binary systems have been pioneered at the turn of the 1950th and are still in progress. During these decades, phase diagrams were studied for almost all $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ systems, with the exception of $\mathrm{Tb}, \mathrm{Tm}$, and Pm (Table 1). Great attention was paid to the $\mathrm{Y}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ system owing to technological importance of the $\mathrm{YAlO}_{3}$ (YAP) and $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ (YAG) compounds. Available information about the phase diagrams and formation of compounds in the $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ systems along with the corresponding references is summarized in Table 1. Besides experimental results, the data obtained from thermodynamic calculations are also included. Particularly

TABLE 1 Formation of compounds in the $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ systems

| System | Phase diagram | Compounds, formation, temperature (K) |  |  |  | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2:1 | 1:1 | 3:5 | 1:11 |  |
| $\mathrm{La}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | - | C, 2373 | - | P, 2203 | Bondar and Vinogradova (1964) |
|  | PD | - | C | - | P, 2128 | Rolin and Thanh (1965) |
|  | PD | - | C, 2383 | - | P, 2121 | Mizuno et al. (1974) |
|  | PD ${ }^{\text {c }}$ | - | C, 2383 | - | $\mathrm{P}^{3}, 2201$ | Wu and Pelton (1992) |
| $\mathrm{Ce}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | - | C, 2303 | - | P, 2223 | Leonov et al. (1966) |
|  | PD | - | C, 2348 | - | P, 2163 | Mizuno et al. (1975) |
|  | PD ${ }^{\text {c }}$ | - | C, 2303 | - | $\mathrm{P}^{3}, 2192$ | Wu and Pelton (1992) |
|  | - | - | C | - | P | Tas and Akinc (1994) |
| $\mathrm{Pr}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ |  | - | + | - | + | Godina and Kohler (1966) |
|  | PD | - | C, | - | $\mathrm{P}^{3}$ | Mizuno et al. (1977a) |
|  | PD ${ }^{\text {c }}$ | $\mathrm{P}^{3}, 2088$ | C, 2183 | - | $\mathrm{P}^{3}, 2122$ | Wu and Pelton (1992) |
| $\mathrm{Nd}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | - | C, 2343 | - | - | Toropov and Kiseleva (1961) |
|  | PD | - | C, 2438 | - | P, 2068 | Mizuno et al. (1977b) |
|  | PD | P, 2178 | C, 2363 | - | P, 2173 | Coutures (1985) |
|  | PD ${ }^{\text {c }}$ | P, 2178 | C, 2373 | - | $\mathrm{P}^{3}, 2070$ | Wu and Pelton (1992) |
|  | PD ${ }^{\text {c }}$ | $\mathrm{P}^{3}, 2124$ | C, 2350 | - | P, 2160 | Li et al. (1997) |
| $\mathrm{Pm}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD ${ }^{\text {c }}$ | C, 2222 | C, 2373 | P, 1150 | - | Wu and Pelton (1992) |
| $\mathrm{Sm}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | P, 2193 | C, 2333 | - | - | Budnikov et al. (1965) |
|  | PD | - | C, 2373 | - | P, 2073 ${ }^{2}$ | Bondar and Toropov (1966) |
|  | PD | C, 2250 | C, 2377 | - | - | Mizuno et al. (1977c) |
|  | PD ${ }^{\text {c }}$ | C, 2223 | C, 2373 | P, 1440 | - | Wu and Pelton (1992) |
|  | PD ${ }^{\text {c }}$ | - | C, 2340 | - | P, 2190 | Li et al. (1997) |
| $\mathrm{Eu}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | - | - | C | - | $\mathrm{P}^{2}$ | Bondar and Toropov (1966) |
|  | PD | - | C, 2213 | - | P, 2073 | Timofeeva et al. (1969) |

TABLE 1 (continued)

| System | Phase diagram | Compounds, formation, temperature (K) |  |  |  | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2:1 | 1:1 | 3:5 | 1:11 |  |
| $\mathrm{Gd}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | C, 2223 | C, 2320 | - | - | Mizuno et al. (1977d) |
|  | PD ${ }^{\text {c }}$ | C, 2223 | $\mathrm{C}^{3}, 2320$ | P, 2040 | - | Wu and Pelton (1992) |
|  | PD | P, 2223 | C, 2323 | - | - | Budnikov et al. (1965) |
|  | PD | C, 2224 | C, 2342 | - | - | Mizuno et al. (1977d) |
|  | PD ${ }^{\text {c }}$ | C, 2220 | C, 2334 | - | - | Li et al. (1999) |
|  | PD ${ }^{\text {c }}$ | C, 2224 | $\mathrm{C}^{3}, 2342$ | P, 2080 | - | Wu and Pelton (1992) |
|  | PD ${ }^{\text {c }}$ | P, 2213 | C, 2318 | - | - | Lakiza et al. (2006) |
| $\mathrm{Tb}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | - | + | $+^{2}$ | + | - | Bondar and Toropov (1966) |
|  | PD ${ }^{\text {c }}$ | C, 2224 | $C^{3}, 2313$ | P, 2151 | - | Wu and Pelton (1992) |
| $\mathrm{Dy}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | C | C | P | - | Gilissen et al. (1974) |
|  | PD | C, 2227 | C, 2273 | C, 2193 | - | Mizuno et al. (1978) |
|  | PD ${ }^{\text {c }}$ | C, 2225 | $\mathrm{C}^{3}, 2265$ | C, 2189 | - | Wu and Pelton (1992) |
| $\mathrm{Ho}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | C, 2248 | C, 2253 | C, 2223 | - | Mizuno (1979) |
|  | PD ${ }^{\text {c }}$ | C, 2239 | $\mathrm{C}^{3}, 2253$ | C, 2223 | - | Wu and Pelton (1992) |
| $\mathrm{Er}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | C, 2263 | C, 2236 | C, 2233 | - | Mizuno (1979) |
|  | PD ${ }^{\text {c }}$ | C, 2249 | $\mathrm{C}^{3}, 2236$ | C, 2233 | - | Wu and Pelton (1992) |
| $\mathrm{Tm}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD ${ }^{\text {c }}$ | C, 2259 | $\mathrm{C}^{3}, 2193$ | C, 2253 | - | Wu and Pelton (1992) |
| $\mathrm{Yb}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | $\mathrm{P}^{3}, 2123$ | - | C, 2173 | - | Bondar and Toropov (1966) |
|  | PD | P, 2275 | - | C, 2273 | - | Mizuno and Noguchi (1980) |
|  | PD ${ }^{\text {c }}$ | C, 2273 | $\mathrm{P}^{3}, 2151$ | C, 2283 | - | Wu and Pelton (1992) |


| $\mathrm{Lu}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | $\mathrm{P}, 2273$ | $\mathrm{C}^{2}$ | $\mathrm{C}, 2333$ | - | Shirvinskaya and Popova (1977) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{PD}^{\mathrm{c}}$ | $\mathrm{C}, 2313$ | $\mathrm{P}^{3}, 2180$ | $\mathrm{C}, 2316$ | - | Wu and Pelton (1992) |
|  | PD | $\mathrm{P}^{3}, 2273$ | $\mathrm{P}^{3}, 2203$ | $\mathrm{C}, 2333$ | - | Petrosyan et al. (2006) |
| $\mathrm{Y}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ | PD | $\mathrm{C}, 2303$ | $+^{2}$ | $\mathrm{C}, 2243$ | - | Warshaw and Roy (1959) |
|  | PD | $\mathrm{C}, 2293$ | $\mathrm{P}^{3}, 2143$ | $\mathrm{C}, 2203$ | - | Toropov et al. (1964) |
|  | PD | $\mathrm{C}, 2293$ | $\mathrm{C}^{3}, 2148$ | $\mathrm{C}, 2203$ | - | Mizuno and Noguchi (1967) |
|  | PD | $\mathrm{C}, 2203$ | $\mathrm{C}, 2148$ | $\mathrm{C}, 2243$ | - | Abell et al. (1974) |
|  | PD | $\mathrm{C}, 2250$ | $\mathrm{P}^{3}, 2150$ | $\mathrm{C}, 2170$ | - | Kaufman et al. (1981) |
|  | PD | $\mathrm{C}, 2293$ | $\mathrm{C}^{3}, 2213$ | $\mathrm{C}, 2223$ | - | Bondar et al. (1984) |
|  | PD | $\mathrm{C}^{3}, 2203$ | $\mathrm{C}, 2143$ | $\mathrm{C}, 2243$ | - | Cockayne (1985) |
|  | PD | $\mathrm{C}, 2250$ | $\mathrm{C}, 2190$ | $\mathrm{C}, 2215$ | - | Adylov et al. (1988) |
|  | $\mathrm{PD}^{c}$ | $\mathrm{C}, 2294$ | $\mathrm{P}, 2196$ | $\mathrm{C}, 2208$ | - | Lysenko and Voronin (1990) |
|  | $\mathrm{PD}^{1}$ | $\mathrm{C}, 2293$ | $\mathrm{P}, 2148$ | $\mathrm{C}, 2213$ | - | Maier and Savinova (1996) |
|  | $\mathrm{PD}^{\mathrm{c}}$ | $\mathrm{C}, 2299$ | $\mathrm{C}, 2184$ | $\mathrm{C}, 2213$ | - | Gröbner et al. (1996) |
|  | - | - | $\mathrm{C}, 2184$ | $\mathrm{C}, 2210$ | - | Stankus and Tyagel'sky (1996) |
|  | $\mathrm{PD}^{1}$ | C | $\mathrm{C}, 2183$ | $\mathrm{C}, 2223$ | - | Lakiza and Lopato (1997) |
|  | $\mathrm{PD}^{3}$ | - | $\mathrm{C}^{3}, 2143$ | - | - | Toropov and Vasilieva (1963) |

[^3]valuable is the paper published by Wu and Pelton (1992), in which a comprehensive critical assessment of the available data for the $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ systems $(\mathrm{R}=$ $\mathrm{La}-\mathrm{Lu})$ has been carried out through the technique of coupled thermodynamicphase diagram analysis, pioneered in large part by the Computer Coupling of Phase Diagrams and Thermochemistry (CALPHAD) group. Thermodynamic properties of the compounds and liquid oxide solutions have been deduced and then used to calculate optimized phase diagrams for 15 lanthanide oxide-alumina systems, including those, for which no experimental phase diagrams have been reported ( $\mathrm{Pm}, \mathrm{Tb}$, and Tm ). Besides the references collected in Table 1, the readers are also referred to several handbooks, in which phase diagrams of $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ systems are summarized and reviewed (Arsenev et al., 1983; Udalov, 1985; Table 1).

Aluminates, $\mathrm{RAlO}_{3}$, of the perovskite-type are known for all rare earth elements, with the exception of promethium. The occurrence of $\mathrm{PmAlO}_{3}$ in the $\mathrm{Pm}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ system has been predicted by Wu and Pelton (1992). Besides perovskite phases, compounds with compositions $\mathrm{R}_{4} \mathrm{Al}_{2} \mathrm{O}_{9}(\mathrm{R}=\mathrm{La}, \mathrm{Pr}-\mathrm{Lu}$, and Y$)$, $\mathrm{R}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}(\mathrm{R}=\mathrm{Gd}-\mathrm{Lu}$ and Y$)$, and $\mathrm{RAl}_{11} \mathrm{O}_{18}(\mathrm{R}=\mathrm{La}-\mathrm{Eu})$ are known to form in $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ systems (Table 1). Some authors reported also the formation of metastable phases with orthorhombic structures in the $\mathrm{La}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ and $\mathrm{Ce}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ systems at 82.5 and $78.7 \mathrm{~mol} \%$ of $\mathrm{R}_{2} \mathrm{O}_{3}$, respectively (Mizuno et al., 1974, 1975). Another metastable compound in the lanthanum system, $\mathrm{La}_{10} \mathrm{Al}_{4} \mathrm{O}_{21}\left(5 \mathrm{La}_{2} \mathrm{O}_{3} \times\right.$ $2 \mathrm{Al}_{2} \mathrm{O}_{3}$ ), has been assigned by Yamaguchi et al. (1985). Two additional metastable states were recently observed in the alumina-rich parts of $\mathrm{La}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ and $\mathrm{Nd}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ systems (Key and Crist, 2005).

The thermodynamic properties of $\mathrm{RAlO}_{3}$ compounds were studied by several authors (Kaufman et al., 1981; Lysenko and Voronin, 1990; Gröbner et al., 1996; Putnam et al., 2000). Wu and Pelton (1992) published the equations for the Gibbs free energy of formation of all compounds formed in the $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ systems ( $\mathrm{R}=\mathrm{La}-\mathrm{Lu}$ ). Kanke and Navrotsky (1998) showed that standard molar enthalpies of formation of $\mathrm{RAlO}_{3}$ perovskites vary regularly as a function of the inverse Rcation radii and they become more negative in the series $\mathrm{R}=\mathrm{La}, \mathrm{Nd}, \mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd}$, Dy, and Y. Thermodynamic data reported in these publications, together with the values of the melting points shown in Table 1, clearly indicate that $\mathrm{RAlO}_{3}$ compounds become less thermodynamically stable when the radius of the R-cation decreases. Aluminates with $\mathrm{R}=\mathrm{La}-\mathrm{Tm}, \mathrm{Y}$, and Sc melt congruently, whereas $\mathrm{YbAlO}_{3}$ and $\mathrm{LuAlO}_{3}$ are formed via peritectic reactions and are metastable ( Wu and Pelton, 1992; Petrosyan et al., 2006). Some members of the $\mathrm{RAlO}_{3}$ series ( $\mathrm{R}=$ $\mathrm{La}-\mathrm{Eu}$ ) are stable over a wide temperature range and melt congruently at temperatures from 2263 to 2438 K (Table 1). An exception is $\mathrm{CeAlO}_{3}$ that is stable in reducing atmosphere up to the melting point ( 2030 K ), but it decomposes on heating in air into $\mathrm{Ce}_{2} \mathrm{O}_{3}$ and $\mathrm{Al}_{2} \mathrm{O}_{3}$; the decomposition starts at 1070 K . Thermodynamic calculations performed by Wu and Pelton (1992) predict lower (eutectoid) decomposition temperatures for aluminates with $\mathrm{R}=\mathrm{Eu}$ to Tm , which increase as the compounds become less stable from ca. 470 K for $\mathrm{EuAlO}_{3}$ to 1670 K for $\mathrm{TmAlO}_{3}$. Earlier, such a limited range of stability was reported for $\mathrm{RAlO}_{3}$ compounds with Gd, Tb, Dy, and Ho (Arsenev et al., 1983). According to Arsenev
et al. (1983), thulium, ytterbium, lutetium, and scandium monoaluminates are metastable and could be obtained at non-equilibrium conditions from supercooled melts. Wu and Pelton (1992) estimated the ranges of stability of $\mathrm{YbAlO}_{3}$ and $\mathrm{LuAlO}_{3}$ perovskites as being quite small between 1923 (1973) K and 2140 (2180) K, respectively. Petrosyan et al. (2006) showed that $\mathrm{LuAlO}_{3}$ is stable only in a narrow region of $2023-2203 \mathrm{~K}$. The limited stability range between 2003 and 2143 K was also reported for $\mathrm{ScAlO}_{3}$ by Toropov and Vasilieva (1963). There are controversial data in numerous publications about the formation of perovskitetype phases in the $\mathrm{Y}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ system (Table 1), nevertheless, the majority of authors agree that $\mathrm{YAlO}_{3}$ melts congruently.

### 2.1.2 Preparation

The majority of $\mathrm{RAlO}_{3}$ compounds can be obtained by solid state reactions from their constituent oxides or oxide precursors, such as carbonates and oxalates at temperatures 1770-1970 K (Keith and Roy, 1954; Schneider et al., 1961; Arsenev et al., 1983; Udalov, 1985; Kanke and Navrotsky, 1998; Cho et al., 1999a). High synthesis temperature, chemical inhomogeneity, low sintering ability, and large particle size are mayor drawbacks of solid state reaction methods. Preparation of rare earth aluminates by thermal decomposition and calcination of coprecipitated mixtures of hydroxides, cyanides, and nitrates of rare earth elements, solid as well as aluminium, allows one to reduce the sintering temperature (Udalov, 1985; Vidyasagaret al., 1985). One of the lowest temperatures to synthesize $\mathrm{RAlO}_{3}$ compounds was reported by Krylov et al. (1973). It was claimed that pure crystalline $\mathrm{LaAlO}_{3}$ may evolve when amorphous gel-like mixed hydroxides of rare earth elements and aluminium were heated only to temperatures 918-943 K. Other $\mathrm{RAlO}_{3}$ compounds ( $\mathrm{R}=\mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd}$, and Dy) were obtained at 1078-1203 K.

Sintering temperature of $\mathrm{RAlO}_{3}$ perovskites can also be reduced by adding sintering aids. For instance, the addition of $\mathrm{CuO}+\mathrm{ZnO}$ and $\mathrm{V}_{2} \mathrm{O}_{5}$ as liquid phase sintering aids reduces the synthesis temperature of $\mathrm{SmAlO}_{3}$ and $\mathrm{NdAlO}_{3}$ from 1923 to 1703 K and to $1663-1683 \mathrm{~K}$, respectively (Huang and Chen, 2002a, 2003). Cruciani et al. (2005) prepared chromium-doped $\mathrm{RAl}_{0.965} \mathrm{Cr}_{0.035} \mathrm{O}_{3}$ compounds with $\mathrm{R}=\mathrm{Y}, \mathrm{Nd}, \mathrm{Pr}, \mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd}$, $\mathrm{Dy}, \mathrm{Ho}, \mathrm{Er}$, and Yb from raw materials containing the corresponding oxides mixed with $1 \mathrm{wt} \%$ of alkaline-earth fluorides and carbonates, added as mineralizers. Mixtures were ground in a porcelain jarmill and then dried and fired at 1773 K with a firing cycle of 15 h and a soaking time of 1 h . In such a way, almost single-phase specimens with the amount of perovskite phase ranging from $86 \mathrm{wt} . \%$ for the Yb and $98.8 \mathrm{wt} . \%$ for the Eu systems were obtained.

Diverse modifications of the flux method have been proposed for the preparation of $\mathrm{RAlO}_{3}$ perovskites. Garton and Wanklyn (1967) reported the synthesis of optically clear single crystals of $\mathrm{RAlO}_{3}(\mathrm{R}=\mathrm{Nd}-\mathrm{Dy}$ and Y$)$ from a $\mathrm{PbO} / \mathrm{PbF}_{2}$ flux at $1533-1613 \mathrm{~K}$. For the Tm and Yb systems, a mixture of perovskite and garnet phases were obtained, and $\mathrm{LuAlO}_{3}$ could not be synthesized under these condition. Transparent crystals of $\mathrm{RAlO}_{3}(\mathrm{R}=\mathrm{Eu}-\mathrm{Er})$ up to $20 \mathrm{~mm}^{3}$ in volume have been grown upon slow cooling from a $\mathrm{PbO} / \mathrm{PbF}_{2}$ flux containing $\mathrm{B}_{2} \mathrm{O}_{3}$ and $\mathrm{MoO}_{3}$
as additives (Wanklyn et al., 1975). Using the same technique, Razdan et al. (2000) have obtained crystals of $\mathrm{RAlO}_{3}$ perovskites with $\mathrm{R}=\mathrm{La}, \mathrm{Gd}, \mathrm{Tb}, \mathrm{Dy}, \mathrm{Ho}$, and Er . Shishido et al. $(1993,1995 a)$ reported the preparation of $\mathrm{RAlO}_{3}$ single crystals $(\mathrm{R}=$ $\mathrm{La}-\mathrm{Lu})$ up to $30-60 \mu \mathrm{~m}$ in size $\left(300-600 \mu \mathrm{~m}\right.$ for $\left.\mathrm{NdAlO}_{3}\right)$ at 1280 K and atmospheric pressure using a KF flux. To prevent oxidation, $\mathrm{CeAlO}_{3}, \mathrm{PrAlO}_{3}$, and $\mathrm{TbAlO}_{3}$ were grown in helium atmosphere, whereas all other crystals were grown in air. Ceramics of cerium monoaluminate were obtained at $1623-1773 \mathrm{~K}$ in reducing atmosphere with $\mathrm{H}_{3} \mathrm{BO}_{3}$ as flux (Wang et al., 2005). Besides the pure $\mathrm{RAlO}_{3}$ crystals, the flux-growth technique could also be used for the preparation of doped and mixed perovskites, for instance, $\mathrm{La}_{1-x} \operatorname{Pr}_{x} \mathrm{AlO}_{3}$ crystals with $x=0.25$ and 0.75 (Kotru et al., 1989).

Preparation of $\mathrm{RAlO}_{3}$ compounds containing small $\mathrm{R}^{3+}$ ions, such as $\mathrm{Tm}, \mathrm{Yb}$, Lu , and Sc , requires a high pressure synthesis technique. Dernier and Maines (1971) reported the synthesis of rare earth aluminates $\mathrm{RAlO}_{3}$ with $\mathrm{R}=\mathrm{Dy}-\mathrm{Lu}$ using equimolar mixtures of constituent oxides from an NaOH flux at 1470 K and 3.25 GPa. Single crystals of $\mathrm{ScAlO}_{3}$ perovskite ranging from 10 to $200 \mu \mathrm{~m}$ in size have been synthesized at 3.5 GPa pressure and 1523 K using lithium fluoride as a high-temperature solvent (Sinclair et al., 1979). Polycrystalline specimens of $\mathrm{ScAlO}_{3}$ were obtained in a 1000 -ton multi-anvil press at 10 GPa and 1470 K (Kung et al., 2000). High-pressure techniques can also be applied for the synthesis of those $\mathrm{RAlO}_{3}$ polymorphs, which are not stable at ambient conditions. For instance, cubic single-crystals of $\mathrm{LaAlO}_{3}$ perovskite had been obtained at 4.5 GPa and 1273 K in the presence of an $\mathrm{NaCl} / \mathrm{KC1}$ flux (Nakatsuka et al., 2005).

For preparation of $\mathrm{RAlO}_{3}$ compounds, synthesis from the melt is often used, which is a higher temperature method than solid-state reaction techniques. The arc melting technique has been applied by Shishido et al. (1995b, 1997a,b) for the synthesis of $\mathrm{RAlO}_{3}$ compounds with $\mathrm{R}=\mathrm{La}-\mathrm{Tm}$. Single phases were obtained for all compounds, with the exception of $\mathrm{CeAlO}_{3}$, for which a small amount of $\mathrm{CeO}_{2}$ and $\mathrm{Al}_{2} \mathrm{O}_{3}$ was found to be precipitated at the grain boundaries. In the case of the $\mathrm{Yb}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$ and the $\mathrm{Lu}_{2} \mathrm{O}_{3}-\mathrm{Al}_{2} \mathrm{O}_{3}$, a mixture of $\mathrm{R}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ and $\mathrm{R}_{2} \mathrm{O}_{3}$ phases were found. The formation range of perovskite-type phases using this synthetic method is limited to the Goldschmidt tolerance factor $t=0.95$, both for $\mathrm{RAlO}_{3}$ and $\mathrm{RGaO}_{3}$ compounds (Shishido et al., 1997a). A similar method was used for the synthesis of $\mathrm{RAlO}_{3}$ compounds ( $\mathrm{R}=\mathrm{La}-\mathrm{Tm}$ ) (Vasylechko et al., 2002a, 2003a, 2004a; Vasylechko and Matkovskii, 2004), as well as for the preparation of $\mathrm{Ce}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}(\mathrm{R}=\mathrm{La}, \mathrm{Pr}$, and Nd ) solid solutions (Vasylechko et al., 2003b, c, 2004a, 2007b). $\mathrm{CeAlO}_{3}$-based samples were obtained by combining the solid state reaction in a dynamic vacuum at 1730 K with subsequent arc melting in Ar atmosphere. Ishigaki et al. (2006) showed that various perovskite compounds such as $\mathrm{LaAlO}_{3}, \mathrm{GdScO}_{3}, A \mathrm{TiO}_{3}(A=\mathrm{Ba}, \mathrm{Sr}$, and Ca$)$, and their solid solutions can be obtained in a single step from mixed oxide powders by the rapid synthesis via melt-solidification methods using an arc-imaging furnace.

In the last decade, a polymer complex method, corresponding to the sol-gel method, had been widely applied for the preparation of various mixed oxide compositions, including rare earth aluminates (Rao, 1996; Lo and Tseng, 1998). By using this technique, $\mathrm{RAlO}_{3}$ compounds of La -Ho except for Ce and Pm can be
prepared as single phases at an annealing temperature of 1423 K (Takata et al., 2006). For the $\mathrm{Er}, \mathrm{Tm}, \mathrm{Yb}$, and Lu systems, mixtures of $\mathrm{RAlO}_{3}, \mathrm{R}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$, and $\mathrm{R}_{2} \mathrm{O}_{3}$ phases were obtained. Kakihana and Okubo (1998) reported the low-temperature synthesis of $\mathrm{LaAlO}_{3}$ powder using the polymer complex technique based on in situ polyesterification between citric acid and ethyleneglycol. The formation of pure perovskite occurred when the precursor was head-treated at 973 K for 8 h or at 1023 K for 2 h . Sinha et al. (2006) proposed citrate gel process for the synthesis of $\mathrm{GdAlO}_{3}$ and calcium-doped $\mathrm{Gd}_{1-x} \mathrm{Ca}_{x} \mathrm{AlO}_{3-\delta}(x=0-0.3)$ samples at 1273 K .

For the low-temperature synthesis of $\mathrm{LaAlO}_{3}$, Taspinar and Tas (1997) proposed a self-propagating combustion synthesis from aqueous solution containing urea and the respective nitrate salts. A pure perovskite phase was obtained at 1023 K , which is one of the lowest temperatures reported for the powder synthesis of $\mathrm{LaAlO}_{3}$ so far. Han et al. (2006) used a combustion method for the synthesis of $\mathrm{Eu}^{3+}$-activated $\mathrm{YAlO}_{3}$ and $\mathrm{GdAlO}_{3}$ by redox reactions between the respective metal nitrates and glycine in a preheated furnace at 773 K .

Mechanical solid-state reaction in a high-energy ball mill (mechanical alloying) is an alternative way for the low-temperature synthesis of $\mathrm{RAlO}_{3}$ compounds. Guo and Sakurai (2000a) and Sakurai and Guo (2001) reported the formation of a fine powder of pure and cerium-doped $\mathrm{YAlO}_{3}$ using the mechanical solid-state reaction. It has been shown (Sakurai and Guo, 2001) that mixing $\mathrm{Y}_{2} \mathrm{O}_{3}, \mathrm{CeO}_{2}$, and aluminium hydroxide as starting materials in a planetary ball mill and subsequent heating to 1423 K allows for a transition to crystalline phase and the substitution of cerium at the yttrium site, thus forming $\mathrm{Y}_{0.995} \mathrm{Ce}_{0.005} \mathrm{AlO}_{3}$. Guo and Sakurai (2000b) reported that a similar approach may provide crystallization of $\mathrm{YAlO}_{3}$ perovskite near room temperature. Room-temperature mechanochemical synthesis of other aluminates has been proposed by Zhang and Saito (2000). Grinding of lanthanum oxide with alumina for 120 min in a planetary ball mill led to a singlephase $\mathrm{LaAlO}_{3}$. The formation of the perovskite phase was observed only when socalled 'transition' alumina prepared by thermal decomposition of $\mathrm{Al}(\mathrm{OH})_{3}$ at temperatures $673-1073 \mathrm{~K}$ was used. Similar to $\mathrm{LaAlO}_{3}$, single-phase $\mathrm{NdAlO}_{3}$, $\mathrm{SmAlO}_{3}$, and $\mathrm{DyAlO}_{3}$ materials were obtained. The formation of $\mathrm{CeAlO}_{3}$ and $\mathrm{PrAlO}_{3}$ was also confirmed; however, the $\mathrm{CeO}_{2}$ and $\mathrm{Pr}_{6} \mathrm{O}_{11}$ starting oxides were still present in the mixtures. Mechanical alloying has also been used for the preparation of aluminium-yttrium powder mixtures, in order to form composites with a dominant matrix phase, including $\mathrm{YAlO}_{3}$ in $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ or $\mathrm{YAlO}_{3}$ in $\mathrm{Y}_{4} \mathrm{Al}_{2} \mathrm{O}_{9}$ (Alkebro et al., 2000, 2002).

The spray pyrolysis technique was applied by Lux et al. (1993) for the preparation of spherical lanthanum aluminate powders approximately $1 \mu \mathrm{~m}$ in diameter. Intermediate products converted completely to lanthanum aluminate after annealing in air for 1 h at 1373 K . Putnam et al. (2000) reported the synthesis of $\mathrm{CeAlO}_{3}$ by spray drying stoichiometric nitrate solution. The voluminous precursors were decomposed in air at 873 K and then reacted at 1373 K in hydrogen atmosphere for 8 h .

Nanosized powders of single and binary oxides can be produced by decomposition of the respective metal nitrates and polyvinyl alcohol (PVA) or a mixture of PVA and polyacrylic acids (Pramanik, 1996). Using this technique,
nanoparticles of $\mathrm{LaAlO}_{3}$ and $\mathrm{NdGaO}_{3}$ were obtained among other mixed oxides. For the fabrication of nanocomposites containing a homogeneous dispersion of $\mathrm{NdAlO}_{3}$ nanocrystals in an $\mathrm{Al}_{2} \mathrm{O}_{3}$ matrix, CVD of the mixed-metal precursor (Veith et al., 2000) and the sol-gel technique (Mathur et al., 2002) have been applied. Shmurak et al. (2005) described the synthesis of nanocrystalline rare earth aluminates and gallates with perovskite and garnet structures by dissolving the initial oxides or nitrates in ammonium nitrate melt at about 473 K and subsequent annealing at temperatures ranging from 773 to about 1273 K . Hreniak et al. (2006) prepared nanocrystalline powders of $\mathrm{LaAlO}_{3}$ doped with $\mathrm{Eu}^{3+}$ using a sol-gel derived Pechini's method. The average size of $\mathrm{LaAlO}_{3}$ grains was $30-45 \mathrm{~nm}$, depending on the annealing temperature, which varied from 1073 to 1373 K. Kuznetsova et al. (2006) reported the synthesis of mesoporous precursors of nanocrystalline $\mathrm{YAlO}_{3}$ with perovskite structure by the coprecipitation of $\mathrm{Y}^{3+}$ and $\mathrm{Al}^{3+}$ cations from deanionized yttrium-aluminium nanosols with ammonium hydroxide. The average size of perovskite-type crystallites that resulted from the templated precipitation of the precursor was no larger than 300 nm . Kagawa et al. (1993) proposed a gas-phase synthesis for the preparation of ultrafine particles and thin films of yttrium aluminates. Powders and thin films of $\mathrm{Y}-\mathrm{Al}-\mathrm{O}$ were synthesized by introducing atomized solutions of Y and Al chlorides or nitrates into an argon inductively coupled plasma at temperatures above 5000 K (the spray-ICP technique). The powders consisted of fine spherical particles of $10-50 \mathrm{~nm}$ diameter and were mixtures of amorphous and crystalline material whose phase composition varied from $\mathrm{Y}_{4} \mathrm{Al}_{2} \mathrm{O}_{9}$ to hexagonal $\mathrm{YAlO}_{3}$ depending on the $\mathrm{Y}: \mathrm{Al}$ ratio in the precursor solution.
$\mathrm{RAlO}_{3}$ compounds can also be obtained in a glassy state. Zhang et al. (2003) and Zhang and Navrotsky (2004) reported on the fabrication of a series of glasses of $\mathrm{RAlO}_{3}$ composition ( $\mathrm{R}=\mathrm{La}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}$, and Gd ) using containerless processing techniques in oxygen (argon for Pr) atmosphere. It was found that the enthalpies of vitrification for $\mathrm{RAlO}_{3}$ increase slightly with increasing ionic radius.

Several other experimental techniques can be applied for the preparation of some $\mathrm{RAlO}_{3}$ compounds. Selvam and Rao (2000) developed a novel microwave method for synthesis and consolidation of $\mathrm{GdAlO}_{3}$ perovskite. Using this method, gadolinium and aluminium oxides react completely under microwave irradiation at 2.45 GHz with a maximum power of 900 W . By using this approach, singlephase $\mathrm{GdAlO}_{3}$ has been obtained at 1473 K after 1 min . An et al. (2006) have studied the irradiation effect of a pulsed microsecond laser on the synthesis of terbium aluminate. It was reported that crystalline $\mathrm{TbAlO}_{3}$ with orthorhombic perovskite structure is formed on the irradiated surface of the target made of $\mathrm{Tb}_{4} \mathrm{O}_{7}+2 \mathrm{Al}_{2} \mathrm{O}_{3}$ mixture directly under atmospheric conditions.

Thin films of rare earth aluminates are usually obtained by sol-gel (Beach et al., 1998) and CVD methods (Veith et al., 2001). Shoup et al. (1998) prepared thin films of $\mathrm{LaAlO}_{3}$ and $\mathrm{NdAlO}_{3}$ deposited on biaxially textured (100) nickel substrates using a solution deposition technique (sol-gel method). Epitaxial films were obtained after heating the compounds to 1423 K in $\mathrm{Ar}-4 \% \mathrm{H}_{2}$ for 1 h . Yamaguchi et al. (2002a, b) used a coating-pyrolysis process for the fabrication of buffer layers of $\mathrm{EuAlO}_{3}$ and $\mathrm{NdAlO}_{3}$ thin films on $\alpha-\mathrm{Al}_{2} \mathrm{O}_{3}$ substrates. Kosola
et al. (2005) applied the atomic layer deposition method for the preparation of $\mathrm{NdAlO}_{3}$ thin films on $\mathrm{Si}(100)$ substrate at $473-723 \mathrm{~K}$. An amorphous $\mathrm{NdAlO}_{3}$ film deposited at 573 K has been crystallized during annealing in nitrogen or oxygen at $1123-1173 \mathrm{~K}$.

For technical applications, highly perfect large single crystals of $\mathrm{RAlO}_{3}$ perovskites are often required. In most cases, such crystals are obtained by the Czochralski technique. For instance, the Czochralsky method was applied for pulling pure and doped $\mathrm{LaAlO}_{3}$ (Fay and Brandle, 1967), $\mathrm{NdAlO}_{3}$ (Miyazawa et al., 1993a), $\mathrm{PrAlO}_{3}$ (Pawlak et al., 2005), $\mathrm{GdAlO}_{3}$ (Mazelsky et al., 1968; Mares et al., 1993), $\mathrm{TbAlO}_{3}$ (Sekita et al., 1994), $\mathrm{HoAlO}_{3}, \mathrm{ErAlO}_{3}, \mathrm{DyAlO}_{3}$ (Okano et al., 1993; Kimura et al., 1995), $\mathrm{YbAlO}_{3}, \mathrm{LuAlO}_{3}$ (Ananieva et al., 1978; Mares et al., 1995), and $\mathrm{YAlO}_{3}$ (Neuroth and Wallrafen, 1999; Savytskii et al., 2000a; Matkovskii et al., 2002). This method is also used for the growth of solid solution single crystals such as $\mathrm{Tb}_{1-x} \mathrm{Gd}_{x} \mathrm{AlO}_{3}$ (Morita et al., 1996), $\mathrm{Lu}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}(\mathrm{R}=\mathrm{Y}$ and Gd ) (Mares et al., 2002), and $\mathrm{Yb}_{1-x} \mathrm{Y}_{x} \mathrm{AlO}_{3}$ (Nikl et al., 2004). For the fabrication of large crystals of $\mathrm{CeAlO}_{3}$, the so-called cold-crucible technique has been used (Shelych and Melekh, 2003). The Bridgman melt technique is also suitable for producing large $\mathrm{RAlO}_{3}$ crystals. Petrosyan et al. $(1999,2002)$ used this method to grow large single crystals (up 100 mm long and 15 mm in diameter) of $\mathrm{LuAlO}_{3}, \mathrm{YAlO}_{3}$, and $\mathrm{Lu}_{1-x} \mathrm{Y}_{x} \mathrm{AlO}_{3}$ solid solutions. Fahey et al. (1993) fabricated crystals of $\mathrm{LaAlO}_{3}$ and $\mathrm{DyAlO}_{3}$ up to 3 cm in diameter and $\mathrm{NdAlO}_{3}$ up to 5 cm by the vertical gradient-freeze technique in sealed tungsten crucibles. The FZ method was applied for the growth of $\mathrm{Nd}_{1-x} \mathrm{Y}_{x} \mathrm{AlO}_{3}$ (Tanaka et al., 1993a) and $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{AlO}_{3}$ single crystals (Mizusaki et al., 1993). Yb-doped fibre crystals of $(\mathrm{Lu}, \mathrm{Y}) \mathrm{AlO}_{3}$ were obtained using the micro-pulling-down method (Shim et al., 2004).

### 2.2 Crystal structure

Systematic structural investigations of the $\mathrm{RAlO}_{3}$ compounds have been pioneered in the second half of the 1950th by Geller et al. (Geller and Bala, 1956; Geller and Wood, 1956). It was shown that at room temperature, members of the $\mathrm{RAlO}_{3}$ series- $\mathrm{LaAlO}_{3}, \mathrm{PrAlO}_{3}$, and $\mathrm{NdAlO}_{3}$-exhibit a rhombohedral deformation of the perovskite lattice, whereas other $\mathrm{RAlO}_{3}$ compounds $(\mathrm{R}=\mathrm{Sm}-\mathrm{Lu}$ and Y) adopt orthorhombic symmetry and $\mathrm{GdFeO}_{3}$ structure type. Besides, Bertaut and Mareschal (1963) reported possible formation of HT phases of $\mathrm{RAlO}_{3}(\mathrm{R}=\mathrm{Y}, \mathrm{Eu}, \mathrm{Gd}, \mathrm{Tb}, \mathrm{Dy}, \mathrm{Ho}$, and Er$)$ with hexagonal symmetry (S.G. $P 6_{3} / m m c$ ).

### 2.2.1 Lanthanum aluminate $\mathrm{LaAlO}_{3}$

Originally, the crystal structure of $\mathrm{LaAlO}_{3}$ has been determined and refined at RT in space group $R 3 m$ (Geller and Bala, 1956; Fedulov et al., 1962). Subsequent investigations showed that the space group is $R 3 c$ with double the lattice parameter of the original non-centrosymmetric rhombohedral cell (Derighetti et al., 1965; De Rango et al., 1966; Yu et al., 1993; Taspinar and Tas, 1997). Yang et al. (1991) revealed the presence of a fourfold axis in the $\mathrm{LaAlO}_{3}$ structure by means of electron diffraction technique. As a result, they proposed the cubic symmetry
(S.G. Fm $\overline{3} c$ ) and doubling of the lattice parameter of the ideal perovskite cell for the $\mathrm{LaAlO}_{3}$ structure at RT. But recent re-examinations of the crystal structure performed by coherent-beam electron diffraction patterns tilted away from the major zone axis (Jones, 2007) reconfirm the rhombohedral $R \overline{3} c$ structure of $\mathrm{LaAlO}_{3}$. The rhombohedral structure of $\mathrm{LaAlO}_{3}$ has also been proved in numerous investigations performed using synchrotron X-ray and neutron diffraction techniques (Chakoumakos et al., 1998; Howard et al., 2000; Lehnert et al., 2000a,b; Hayward et al., 2005). $\mathrm{LaAlO}_{3}$ exhibits a continuous phase transition from the rhombohedral to the ideal cubic perovskite structure (S.G. Pm $\overline{3} m$ ) at 813 K (Geller and Bala, 1956; Müller et al., 1968; Scott, 1969; Geller and Raccah, 1970; Chakoumakos et al., 1998; Howard et al., 2000; Lehnert et al., 2000b; Hayward et al., 2002). Nakatsuka et al. (2005) report the ideal $\operatorname{Pm} \overline{3} m$ cubic perovskite structure at RT for $\mathrm{LaAlO}_{3}$ crystals synthesized at 4.5 GPa and 1273 K in the presence of an $\mathrm{NaCl}+\mathrm{KCl}$ flux.

Temperature dependencies on the lattice parameters of $\mathrm{LaAlO}_{3}$ are presented in Figure 1. Crystallographic data for different modifications of the $\mathrm{LaAlO}_{3}$ structure are shown in Table 2.

Hayward et al. (2005) performed a comprehensive investigation of $\mathrm{LaAlO}_{3}$ in the temperature range of $10-750 \mathrm{~K}$ and determined the crystal structure, dielectric relaxation, specific heat, birefringence, and the frequencies of the two soft modes via Raman spectroscopy. While all these experiments show that the behaviour at the critical point around $T_{\mathrm{C}}=813 \mathrm{~K}$ is consistent with a second-order transition, some evidence for an additional anomalous behaviour below 730 K have been shown. This anomaly was explained by a biquadratic coupling between the primary order parameter of the transition and the hopping of intrinsic oxygen vacancies.


FIGURE 1 Thermal behaviour of the normalized lattice parameters and cell volume of rhombohedral (Rh) and cubic (C) phases of $\mathrm{LaAlO}_{3}$ according to Howard et al. (2000) (open symbols) and Vasylechko (2005) (solid symbols). The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=$ $3.78958(8)\left[1+1.37(3) \times 10^{-8} T^{2}-6.6(4) \times 10^{-11} T^{3}\right] ; c_{p}(T)=3.77766(9)\left[1+2.58(4) \times 10^{-8} T^{2}-1.67(5) \times\right.$ $\left.10^{-11} T^{3}\right]$ for the temperature range $15-812 \mathrm{~K}$ and $a_{\mathrm{p}}(T)=3.7922(6)\left[1+8.8(5) \times 10^{-9} T^{2}-1.9(3) \times\right.$ $10^{-12} T^{3}$ for the temperature range $821-1227 \mathrm{~K}$.

TABLE 2 Structural parameters of the rhombohedral (S.G. $R \overline{3} c$ ) and cubic (S.G. Pm $\overline{3} m$ ) modifications of $\mathrm{LaAlO}_{3}$ at different temperatures

|  | Parameters | Chakoumakos et al. (1998) ${ }^{7}$ | Chakoumakos et al. (1998) ${ }^{7}$ | Howard et al. (2000) | Howard et al. $(2000)^{7}$ | Howard et al. $(2000)^{7}$ | Lehnert et al. (2000b) ${ }^{7}$ | Lehnert et al. (2000b) ${ }^{7}$ | Lehnert et al. (2000b) ${ }^{1}$ | Zhao et al. (2004a) ${ }^{2}$ | Vasylechko et al. $(2005)^{3}$ | Nakatsuka et al. <br> $(2005)^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $R \overline{3} C$ ( 296 K ) | Pm $\overline{3} m$ (1223 K) | $R \overline{3} c$ (15 K) | $R \overline{3} c$ (295 K) | $R \overline{3} c$ <br> ( 812 K ) | $R \overline{3} c$ (300 K) | $R \overline{3} c$ (800 K) | Pm $\overline{3} m$ $\text { ( } 973 \mathrm{~K} \text { ) }$ | $R \overline{3} C$ (RT) | $R \overline{3} C$ ( 12 K ) | Pm3̄m (RT) |
|  | $a(\AA)$ | 5.36462(4) | 3.82842(6) | 5.3598(1) | 5.3647(1) | 5.3895(1) | 5.36382(4) | 5.3862(3) | 3.81593(3) | 5.3660(2) | 5.3594(1) | 3.7913(2) |
| Atom: sites | $c(A)$ | 13.1096(1) | - | 13.0859(1) | 13.1114(3) | 13.1919(8) | 13.1091(1) | 13.1923(8) | - | 13.1090(6) | 13.0840(3) | - |
| La: $6 c$ in | $x$ | 0 | 1/2 | 0 | 0 | 0 | 0 | 0 | 1/2 | 0 | 0 | 1/2 |
| $R \overline{3} c ; 1 b$ | $y$ | 0 | 1/2 | 0 | 0 | 0 | 0 | 0 | 1/2 | 0 | 0 | 1/2 |
| in | $z$ | 1/4 | 1/2 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/2 | 1/4 | 1/4 | 1/2 |
| $\operatorname{Pm} \overline{3} m$ | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.36(2)* | 1.11(2)* | - | - | - | 0.23(4) | 0.83(4) | 1.14(5) | 0.60(3) | 0.21(4) | 0.247(2)* |
| Al: $6 b$ in | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R \overline{3} c ; 1 a$ | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| in | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $P m \overline{3} m$ | $B_{\text {iso }}\left(\AA^{2}\right)$ | $0.166(8) *$ | 1.02(5)* | - | - | - | 0.21(7) | 0.62(7) | 0.70(9) | 0.66(14) | 0.4(2) | 0.218(6)* |
| O: 18e in | $x$ | 0.47505(8) | 1/2 | 0.5281(1) | 0.5251(2) | 0.5047(6) | 0.4749(2) | 0.4909(4) | 1/2 | 0.5265(5) | 0.527(2) | 1/2 |
| $R \overline{3} c ; 3 d$ | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| in | $z$ | 1/4 | 0 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 0 | 1/4 | 1/4 | 0 |
| $P m \overline{3} m$ | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.411(8)* | 1.71(2)* | - | - | - | - | - | - | 0.91(10) | 0.53(15) | 0.81(2)* |

In this table, the numbers in parentheses give statistical errors (least squares standard deviations) expressed in the last significant digit.
${ }^{1}$ Neutron powder diffraction data.
${ }^{2}$ X-ray single crystal diffraction data.
${ }^{3}$ Synchrotron powder diffraction data.

* Calculated from the $U_{\text {iso }}$ or $U_{i j}$ values given in the references.

Studies of pressure-dependent structural properties of $\mathrm{LaAlO}_{3}$ have been performed by Bouvier and Kreisel (2002). High-pressure examination of the $\mathrm{LaAlO}_{3}$ structure at RT using Raman spectroscopy and synchrotron radiation revealed a structural instability under pressure due to soft-mode-driven rhombo-hedral-to-cubic phase transition in the vicinity of 14 GPa . Zhao et al. (2004a) studied the evolution of the atomic-scale structure of $\mathrm{LaAlO}_{3}$ at RT under pressure up to 8.6 GPa . It was shown that the $\mathrm{LaO}_{12}$ polyhedra are less compressible than the $\mathrm{AlO}_{6}$ ones that results in a decrease of the tilting of the $\mathrm{AlO}_{6}$ octahedra with pressure and ultimately the pressure-induced second-order phase transition from the rhombohedral to the cubic structure. The authors showed that similarly to orthorhombic $\mathrm{GdFeO}_{3}$-type perovskites, the response of a rhombohedral perovskite to pressure can be ascribed to the relative compression of the $\mathrm{AO}_{12}$ and $\mathrm{BO}_{6}$ polyhedra. Crystallographic data obtained at ambient pressure in conjunction with bond-valence parameters can therefore be used to predict compressibility and phase transitions of all rhombohedral perovskites.

### 2.2.2 Cerium aluminate $\mathrm{CeAlO}_{3}$

For the first time, the crystal structure of cerium aluminate was reported by Zachariasen (1949) as being tetragonal, with a weak elongation in one of the cubic perovskite axes. Later, a variety of hexagonal (Keith and Roy, 1954), trigonal (Roth, 1957; Kim, 1968; Mizuno et al., 1975), and cubic (Leonov, 1963) structures of $\mathrm{CeAlO}_{3}$ have been reported. However, the data reported by Kaufherr et al. (1985) and single crystal diffraction investigations performed by Tanaka et al. (1993b) revealed a simple tetragonal structure for $\mathrm{CeAlO}_{3}$ (S.G. $P 4 / \mathrm{mmm}, a=3.7669 \AA, c=3.7967 \AA$ ), as it was initially proposed by Zachariasen. This structure was commonly confirmed for the cerium aluminate throughout the last decade (Shelykh et al., 1994; Tas and Akinc, 1994; Shishido et al., 1995a, 1997b; Shelykh and Melekh, 2003; Okada et al., 2004). Only once (Tozawa et al., 2003) the growth of orthorhombic $\mathrm{CeAlO}_{3}$ single crystal with lattice constants $a_{1}=5.316 \AA, a_{2}=5.314 \AA$, and $c=7.576 \AA$, close to a cubic system, was reported.

First information on the phase transformations in $\mathrm{CeAlO}_{3}$ had been reported in the 1960th. Leonov et al. (1966) and Leonov (1970) observed two phase transitions in $\mathrm{CeAlO}_{3}$ using optical methods: one was from the tetragonal to a rhombohedral phase at 363 K and another from the rhombohedral to a cubic one at 1253 K . Geller and Raccah (1970) have predicted the rhombohedral-to-cubic transition in $\mathrm{CeAlO}_{3}$ at 1230 K from the extrapolation of the corresponding transition temperatures in the related $\mathrm{RAlO}_{3}(\mathrm{R}=\mathrm{La}, \mathrm{Pr}$, and Nd ) compounds. Egorov et al. (1998) have described two phase transformations in $\mathrm{CeAlO}_{3}$ at ca. 310 K and ca. 450 K using DTA. Electrical and optical properties of $\mathrm{CeAlO}_{3}$ single crystals have been studied by Shelykh and Melekh (2003). These authors confirmed phase transformations at 310 and 440 K as well as the high-temperature transition to the optically isotropic cubic phase, which starts at 1170 K and is completed at about 1400 K . A thermal hysteresis of about 100 K has been observed. However, the aforementioned publications give no information about structural peculiarities of different modifications of $\mathrm{CeAlO}_{3}$ or about their thermal behaviour.

First results of structural investigations of $\mathrm{CeAlO}_{3}$ over a wide temperature range of 12-1230 K were published in 2002 (Vasylechko et al., 2002a; Vasylechko and Matkovskii, 2004). RT examination of the crystal structure using high-resolution powder diffraction techniques with very high signal-to-noise ratio revealed the presence of several weak superstructure reflections, which could not be indexed using a simple tetragonal perovskite-type cell. Accordingly, the $\mathrm{CeAlO}_{3}$ structure at RT has been refined in space group I4/mcm with a $\sqrt{2 a_{p}} \times \sqrt{2 a_{p}} \times 2 a_{p}$ lattice. Hence, the tetragonal $I 4 / \mathrm{mcm}$ phase observed at RT in $\mathrm{CeAlO}_{3}$ is lone exception among all $\mathrm{A}^{3+} \mathrm{M}^{3+} \mathrm{O}_{3}$ perovskites. In agreement with the Inorganic Crystal Structure Database (ICSD, 2005), this structure type only occurs among $\mathrm{A}^{2+} \mathrm{M}^{4+} \mathrm{O}_{3}$ perovskites, namely $\mathrm{BaTbO}_{3}$ at RT; $\mathrm{SrTiO}_{3}$ at LT ; $\mathrm{SrRuO}_{3}, \mathrm{SrZrO}_{3}$, $\mathrm{SrHfO}_{3}$, and $\mathrm{BaPbO}_{3}$ at HT.

Based on in situ synchrotron powder diffraction examinations and DTA/DSC studies (Vasylechko et al., 2002a; 2007b; Vasylechko and Matkovskii, 2004), it was shown that $\mathrm{CeAlO}_{3}$ undergoes a sequence of structural phase transformations: I4/mcm-Imma at 314 K , Imma-R $\overline{3} c$ at 430 K , and $R \overline{3} c-P m \overline{3} m$ at 1250 K . The same RT structure of $\mathrm{CeAlO}_{3}$ was confirmed by Fu and Ijdo (2004), and a similar sequence of phase transformations was observed independently using in situ time-of-flight neutron powder diffraction ( Fu and $\mathrm{Ijdo}, 2006$ ). Temperature dependencies of the lattice parameters of $\mathrm{CeAlO}_{3}$ are shown in Figure 2, and crystallographic data of different structural polymorphs are summarized in Tables 3 and 4.

From the temperature behaviour of the lattice parameters and the cell volumes across the HT transition in $\mathrm{CeAlO}_{3}$, as well as due to the absence of thermal effects


FIGURE 2 Temperature dependencies of the normalized lattice parameters and cell volume of tetragonal (T), orthorhombic (O), and rhombohedral (Rh) phases of $\mathrm{CeAlO}_{3}$ according to Vasylechko et al. (2007b). The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.7541(1)[1+3.3(3) \times$ $\left.10^{-8} T^{2}-6.5(6) \times 10^{-11} T^{3}\right] ; c_{p}(T)=3.7996(2)\left[1-2.2(5) \times 10^{-8} T^{2}-1.4(4) \times 10^{-13} T^{3}\right]$ for the temperature range $12-300 \mathrm{~K} ; a_{\mathrm{p}}(T)=3.771(1)+9(3) \times 10^{-6} T ; b_{\mathrm{p}}(T)=3.753(2)+4.0(6) \times{ }^{10^{-6}} T$; $c_{\mathrm{p}}(T)=3.7888(6)-1.8(6) \times 10^{-6} T$ for the temperature range $333-403 \mathrm{~K}$; and $a_{\mathrm{p}}(T)=3.7781(7)[1+$ $\left.1.02(7) \times 10^{-8} T^{2}-3.92(5) \times 10^{-12} T^{3}\right] ; c_{p}(T)=3.764(1)\left[1+1.2(1) \times 10^{-8} T^{2}-3.5(9) \times 10^{-12} T^{3}\right]$ for the temperature range $503-1203 \mathrm{~K}$.

TABLE 3 Structural parameters of tetragonal (S.G. $14 / \mathrm{mcm}$ ) and orthorhombic (S.G. Imma and Ibmm ) modifications of CeAlO ${ }_{3}$

|  | Parameters | Tanaka et al. $(1993 b)^{7}$ | Vasylechko (2005), Vasylechko et al. (2007b) ${ }^{2}$ | Vasylechko and Matkovskii (2004) ${ }^{2}$ | Vasylechko et al. <br> (2002a, 2007b) ${ }^{2}$ | Vasylechko (2005), Vasylechko et al. (2007b) ${ }^{2}$ | Fu and Ijdo $(2004)^{3}$ | Fu and Ijdo $(2006)^{4}$ | Fu and Ijdo (2006) ${ }^{4}$ | Fu and Ijdo (2006) ${ }^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | P4/mmm (298 K) | $14 / \mathrm{mcm}(12 \mathrm{~K})$ | $\begin{aligned} & 14 / \mathrm{mcm} \\ & (100 \mathrm{~K}) \end{aligned}$ | $\begin{aligned} & 14 / \mathrm{mcm} \\ & (298 \mathrm{~K}) \end{aligned}$ | Imma ( 373 K ) | $14 / \mathrm{mcm}$ (RT) | $14 / \mathrm{mcm}(4.2 \mathrm{~K})$ | $14 / \mathrm{mcm}(300 \mathrm{~K})$ | $\begin{aligned} & \mathrm{Ibmm} \\ & (373 \mathrm{~K}) \end{aligned}$ |
|  | $a(\AA)$ | 3.7669(9) | 5.30945(5) | 5.31483(4) | 5.32970(7) | 5.33725(9) | 5.32489(6) | 5.31001 (1) | 5.32358(1) | 5.35834(3) |
|  | $b(\AA)$ | - | - | - | - | 7.5370(1) | - | - | - | 5.33759(2) |
| Atom: sites | $c(\AA)$ | 3.7967(7) | 7.59866(9) | 7.60328(1) | 7.5868(1) | 5.35721(8) | 7.58976(10) | 7.59984(3) | 7.58849(4) | 7.53647(3) |
| Ce: $1 d$ in $P 4 / \mathrm{mmm} ; 4 b$ in I4/mcm; $4 e$ in Imma, Ibmm | $x$ | 1/2 | 0 | 0 | 0 | 0 | 1/2 | 0 | 0 | 0.4996 (3) |
|  | $y$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/4 | 0 | 1/2 | 1/2 | 0 |
|  | $z$ | 1/2 | 1/4 | 1/4 | 1/4 | 0.4968(7) | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.298(4) | 0.16(3) | 0.48(2) | 1.03(2) | 0.69(1) | 0.54(2) | 0.82(2)* | 0.74(2)* | 0.88(2)* |
| Al: $1 a$ in $P 4 / \mathrm{mmm} ; 4 b$ in I4/mcm; 4 c in Imma, Ibmm | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $\mathrm{B}_{\text {iso }}\left(\AA^{2}\right)$ | 0.24(2) | 0.19(11) | 0.48(2) | 1.26(10) | 0.7(15) | 0.49(6) | 1.06(3)* | 0.76(2)* | 0.84(2)* |
| O1: $2 f$ in $P 4 / \mathrm{mmm} ; 4 a$ in I4/mcm; $4 e$ in Imma, Ibmm | $x$ | 1/2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.0429(2) |
|  | $y$ | 0 | 0 | 0 | 0 | 1/4 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 1/4 | 1/4 | 1/4 | -0.039(9) | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 2.1(2) | 0.9(3) | 1.0(2) | 0.8(2) | 1.2(3) | 1.1(2) | 0.95(2)* | 1.12(2)* | 0.95(3)* |
| O2: $2 f$ in $P 4 / \mathrm{mmm} ; 8 h$ in I4/mcm; 8 g in Imma, Ibmm | $x$ | 0 | 0.2146(11) | 0.2160(8) | 0.2202(11) | 1/4 | 0.2777(8) | 0.28531(7) | 0.28119(7) | 1/4 |
|  | $y$ | 1/2 | $x+1 / 2$ | $x+1 / 2$ | $x+1 / 2$ | -0.008(5) | $x+1 / 2$ | $x+1 / 2$ | $x+1 / 2$ | 1/4 |
|  | $z$ | 0 | 0 | 0 | 0 | 1/4 | 0 | 0 | 0 | -0.02158(9) |
|  | $\mathrm{B}_{\text {iso }}\left(\AA^{2}\right)$ | 2.3(1) | 0.7(2) | 0.9(2) | 0.9(2) | 0.8(15) | 0.4(1) | 0.96(2)* | 0.83(2)* | 1.00(2)* |
| O3: 16 in $\mathrm{P} 4 / \mathrm{mmm}$ | $x$ | 0 | - | - | - | - | - | - | - | - |
|  | $y$ | 0 | - | - | - | - | - | - | - | - |
|  | $z$ | 1/2 | - | - | - | - | - | - | - | - |
|  | $\mathrm{B}_{\text {iso }}\left(\AA^{2}\right)$ | 0.77(5) | - | - | - | - | - | - | - | - |

[^4]TABLE 4 Structural parameters of rhombohedral (S.G. $R \overline{3} c$, hexagonal and rhombohedral settings) and cubic (S.G. Pm $\overline{3} m$ ) modifications of CeAlO ${ }_{3}$

|  | Parameters | Vasylechko (2005), Vasylechko et al. (2007b) ${ }^{1}$ | Vasylechko (2005), Vasylechko et al. (2007b) ${ }^{1}$ | Vasylechko (2005), Vasylechko et al. (2007b) ${ }^{1}$ | Fu and Ijdo $(2006)^{2}$ | Fu and Ijdo $(2006)^{2}$ | Fu and Ijdo $(2006)^{2}$ | Fu and Ijdo $(2006)^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $R \overline{3} C$ ( 603 K ) | $R \overline{3} c(1203 \mathrm{~K})$ | $\operatorname{Pm} \overline{3} m$ (1203 K) | $\begin{aligned} & R \overline{3} c(R h) \\ & (473 \mathrm{~K}) \end{aligned}$ | $\begin{aligned} & R \overline{3} c(R h) \\ & (1323 \mathrm{~K}) \end{aligned}$ | Pm $\overline{3} m$ (1373 K) | Pm $\overline{3} m$ (1423 K) |
|  | $a(\AA)$ | 5.35866(7) | 5.3859(2) | 3.80786(3) | 5.33946(2) | 5.39614(21) | 3.817880(7) | 3.820115(7) |
|  | $c(\AA)$ | 13.0868(3) | 13.1859(9) | - | - | - | - | - |
| Atom: sites | $\alpha\left({ }^{\circ}\right)$ | - | - | - | 60.134(1) | 60.004(4) | - | - |
| $\begin{aligned} & \text { Ce: } 6 c \text { in } R \overline{3} c ; 2 a \\ & \text { in } R \overline{3} c, R h ; 1 b \text { in } \\ & P m \overline{3} m \end{aligned}$ | $x$ | 0 | 0 | 1/2 | 1/4 | 1/4 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 1/2 | 1/4 | 1/4 | 1/2 | 1/2 |
|  | $z$ | 1/4 | 1/4 | 1/2 | 1/4 | 1/4 | 1/2 | 1/2 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.75(3) | 1.22(14) | 1.29(1) | 0.96(2)* | 2.11(5)* | 2.19(3)* | 2.31(3)* |
| $\begin{aligned} & \text { Al: } 6 b \text { in } R \overline{3} c ; 2 b \\ & \text { in } R \overline{3} c, R h ; 1 a \text { in } \\ & \quad \operatorname{Pm} \overline{3} m \end{aligned}$ | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.64(14) | 0.7(8) | 0.91(5) | 0.84(2)* | 1.43(3)* | 1.50(3)* | 1.56(3)* |
| $\begin{aligned} & \text { O: } 18 \mathrm{e} \text { in } R \overline{3} c ; 6 e \\ & \text { in } R \overline{3} c, R h ; 3 d \\ & \text { in } P m \overline{3} m \end{aligned}$ | $x$ | 0.528(2) | 0.519(3) | 1/2 | 0.78375(8) | 0.76202(17) | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 1/2-x | $1 / 2-x$ | 0 | 0 |
|  | $z$ | 1/4 | $1 / 4$ | 0 | $1 / 4$ | $1 / 4$ | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.9(4) | 2.5(18) | 2.8(2) | 0.95(3)* | 2.56(2)* | 2.75(2)* | 2.82(2)* |

[^5]in the DTA/DSC curves, a continuous character of the $R \overline{3} c-P m \overline{3} m$ transformation was concluded (Vasylechko et al., 2007b). The analysis of the temperature variation of the $\mathrm{AlO}_{6}$ octahedra tilt angle $\varphi(T)$ (Vasylechko and Matkovskii, 2004) showed that the $R \overline{3} c-\operatorname{Pm} \overline{3} m$ transition in $\mathrm{CeAlO}_{3}$ is between second-order and tri-critical. Similar fitting of $\varphi(T)$ obtained from neutron diffraction data by Fu and Ijdo (2006) also suggests that the character of this transition in $\mathrm{CeAlO}_{3}$ is between second-order and tri-critical. Both LT phase transitions in $\mathrm{CeAlO}_{3}$ ( $R \overline{3} c$-Imma and Imma-I4/mcm) are accompanied by the step-like changes in the cell volumes and small endothermic effects in the DSC that give evidence for the discontinuous character of these transformations. Besides, in both cases, the coexistence of LT and HT phases over the temperature range $\pm 30 \mathrm{~K}$ in the vicinity of the phase transitions has been detected. This together with the observation of a temperature hysteresis in the magnetic susceptibility indicates the first-order character of both transitions (Vasylechko et al., 2007b).

It is important to note that the observed sequence of phase transitions in $\mathrm{CeAlO}_{3}$ is unique among all other $\mathrm{AMO}_{3}$ compounds with perovskite structures. Similar complicated phase behaviour was observed only for praseodymium aluminate, described in Section 2.2.3.

### 2.2.3 Praseodymium aluminate $\mathrm{PrAlO}_{3}$

Praseodymium aluminate, $\mathrm{PrAlO}_{3}$, is one of the most extensively studied compounds among all $\mathrm{RAlO}_{3}$ perovskites, mainly because of its unusual structural behaviour below RT. Nevertheless, the discussions concerning these transitions and the crystal structures of the LT phases are not settled even today. Initially, Geller and Bala (1956) proposed S.G. $R \overline{3} m$ for the rhombohedral structure of $\mathrm{PrAlO}_{3}$ at RT. Later, Derighetti et al. (1965) showed that similar to $\mathrm{LaAlO}_{3}$, the correct space group for $\mathrm{PrAlO}_{3}$ is in fact $R \overline{3} c$. The rhombohedral structure of $\mathrm{PrAlO}_{3}$ transforms into the cubic perovskite structure on heating. The temperature of this transition has been predicted by Scott (1969) at 1320 K from the extrapolation of some Raman modes. However, based on in situ HT powder diffraction and DTA data, Geller and Raccah (1970) reported that the rhombohe-dral-to-cubic phase transition in $\mathrm{PrAlO}_{3}$ occurs at a considerably higher temperature ( 1643 K ). Recent precise structural investigations of $\mathrm{PrAlO}_{3}$ performed by Howard et al. (2000) showed that the continuous transition from the rhombohedral to cubic structure of $\mathrm{PrAlO}_{3}$ occurs as high as 1770 K (Figure 3). In this respect, the praseodymium aluminate is similar to the isostructural $\mathrm{LaAlO}_{3}$ and $\mathrm{NdAlO}_{3}$ perovskites.

But in contrast to these two compounds, $\mathrm{PrAlO}_{3}$ undergoes additional phase transformations below RT: the first-order transition from the rhombohedral to an orthorhombic structure at 205 K and the second-order transformation from the orthorhombic to a monoclinic structure at 151 K (Cohen et al., 1969; Harley et al., 1973; Birgeneau et al., 1974; Lyons et al., 1975; Young, 1975). These transitions are considered to be caused by the electronic effects involving $\operatorname{Pr}^{3+}$ ions, such as the coupling between $\mathrm{Pr}^{3+}$ electronic states and phonons, as well as cooperative JahnTeller effects. According to the qualitative X-ray diffraction study performed by Burbank (1970) using a multi-domain $\mathrm{PrAlO}_{3}$ single crystal, the most likely space


FIGURE 3 Temperature dependencies of the normalized lattice parameters and cell volumes of the rhombohedral phase of $\mathrm{PrAlO}_{3}$. Solid symbols indicate the HT data of Howard et al. (2000), open symbols indicate the LT data reported by Vasylechko (unpublished data). The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.7356(9)+3.5(4) \times 10^{-5} T+1.3(5) \times 10^{-8} T^{2}-3(1) \times$ $10^{-12} T^{3}, c_{p}(T)=3.7683(8)+7(4) \times 10^{-6} T+2.4(5) \times 10^{-8} T^{2}-5(1) \times 10^{-12} T^{3}$ for the temperature range 212-1733 K.
groups for the corresponding polymorphs are $F \overline{3} 2$ at $293 \mathrm{~K}, I 2 / m$ at 172 K , and $I \overline{1}$ at 135 K . In addition to these transformations, several authors reported an additional transition to a tetragonal structure around 118 K , which was considered to be due to the coupling between acoustic phonons and temperature-dependent optical modes (Harley et al., 1973; Fleury et al., 1974; Sturge et al., 1975; Benard and Walker, 1976; Harley, 1977; D'Iorio et al., 1984). Structural modulations of $\mathrm{PrAlO}_{3}$ in the vicinity of the structural phase transitions around 120,150, and 210 K have been studied using X-ray diffraction combining energy-dispersive methods and using a modified Weissenberg camera (Fujii et al., 1999). The authors concluded that the phase transition at 120 K is second-order and proposed the following transition sequence in $\mathrm{PrAlO}_{3}$ :

|  |  | 120 K |  | 150 K |  | 205 K |  | 1320 K |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Phase | V | $\rightarrow$ | IV | $\rightarrow$ | III | $\rightarrow$ | II | $\rightarrow$ | I |
| Symmetry | Tetragonal |  | Monoclinic |  | Orthorhombic |  | Trigonal |  | Cubic |

This sequence was confirmed by a recent investigation performed by Watanabe et al. (2006) using neutron diffraction. According to their study, the $\mathrm{PrAlO}_{3}$ structure successively transforms from the rhombohedral $R \overline{3} c$ (phase II) to the orthorhombic Imma (phase III), orthorhombic Imma (phase IV), and tetragonal I4/mcm (phase V) at 215, 153, and 122 K, respectively. Note that the phases III and IV are described as having the same orthorhombic Imma structure, but with a different scheme of $\mathrm{AlO}_{6}$ octahedra tilting angles: $\psi_{a}=\psi_{c}, \psi_{b}=0$ in phase III and $\psi_{a} \neq \psi_{c}, \psi_{b}=0$ in phase IV. Phase IV is characterized by an intermediate state in which the $\psi_{a}$ tilts are continuously reduced by Jahn-Teller distortion of the $\operatorname{Pr}^{3+} 4 f$
orbital in $\mathrm{PrO}_{12}$ polyhedra, which disappear just above the 122 K transition. Unfortunately, the authors did not provide any structural information on the different modifications of $\mathrm{PrAlO}_{3}$ in their work.

Another interpretation of the LT structural behaviour of $\mathrm{PrAlO}_{3}$ was given by Moussa et al. (2001) and Carpenter et al. (2005). Based on a combination of highresolution neutron and synchrotron powder diffraction data, Moussa et al. (2001) showed that the RT rhombohedral structure of $\mathrm{PrAlO}_{3}$ transforms into an orthorhombic Imma structure on cooling to about 205 K than to a monoclinic $\mathrm{C} 2 / \mathrm{m}$ structure near 150 K . The structure tends towards tetragonal symmetry as the sample is further cooled; however, the symmetry remains monoclinic down to 10 K . The authors proposed the following transition scheme in $\mathrm{PrAlO}_{3}$ :

| monoclinic | 150 K | orthorhombic | 205 K | Rhombohedral | 1770 K |  | bic |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C2/m | ontinuous | Imma | $\overline{\text { Discontinuous }}$ | $R \overline{3} c$ | $\overline{\text { Continuous }}$ |  | $m \overline{3} m$ |

The described subsequent phase transitions have been interpreted in terms of strain/order parameter coupling using a simple Landau free-energy expansion for the $\operatorname{Pm} \overline{3} m$ structure for two instabilities (Carpenter et al., 2005). According to this comprehensive study, the $R \overline{3} c$-Imma transition can be understood as occurring because of the coupling between tilting and electronic order-parameter components via a common tetragonal strain. The strain for the Imma-I2/m transition agrees closely with the Landau solution for a proper ferroelastic transition of second-order and a low-temperature saturation. This transition could effectively be driven by the electronic instability alone. Due to the authors, the acoustic and optical anomalies reported in the literature around 118 K appear to be associated with a metrically tetragonal structure that develops as accidental strain degeneracy between 110 and 120 K . Crystallographic data for LT modifications of $\mathrm{PrAlO}_{3}$ evaluated from neutron powder diffraction data and temperature dependencies of the lattice parameters and some interatomic distances in the temperature range $4.2-300 \mathrm{~K}$ are given in the paper (Carpenter et al., 2005). In situ examination of the structure in the temperature range $12-298 \mathrm{~K}$ performed by using high-resolution powder diffraction techniques and synchrotron radiation (Vasylechko, unpublished data) confirms the earlier reported phase behaviour of $\mathrm{PrAlO}_{3}$. The temperature dependencies of the lattice parameters obtained on cooling and heating (Figure 4) clearly reflect all three anomalies (110, 150, and 205 K ) described in the literature. They are in an excellent agreement with the data derived from neutron diffraction by Carpenter et al. (2005).

The structures of the phases below 150 and 120 K were refined based on three possible symmetries-orthorhombic, monoclinic, and tetragonal. The structure of the LT-V phase below 110 K may successfully be refined both in the tetragonal and monoclinic lattices with practically the same residuals (see Table 5). In spite of more adjustable parameters in the monoclinic model, no improvement of the residuals was achieved. For the Pr and O 3 atoms in the monoclinic model, no deviation from the tetragonal symmetry was found within the uncertainties. Besides, physically meaningless values of atomic displacement parameters (adp)


FIGURE 4 Low-temperature dependencies of the lattice parameters of (pseudo)-tetragonal ( T ), monoclinic (M), orthorhombic (O), and rhombohedral ( Rh ) $\mathrm{PrAlO}_{3}$ phases, obtained on cooling and heating (solid and open symbols, respectively). The lines are guides for the eye. For the LT-V phase below 110 K , both monoclinic and tetragonal lattice parameters are shown (Vasylechko, unpublished data).
were observed for the oxygen atoms using the monoclinic model. All of this indicates that the tetragonal structure for the LT-V phase of $\mathrm{PrAlO}_{3}$ is a better approximation than the monoclinic variant. Nevertheless, considering all arguments of different research groups that were given in favour of either one or the other structural model for the LT-V phase of $\mathrm{PrAlO}_{3}$, we decided to list structural information for both the tetragonal and monoclinic settings of $\mathrm{PrAlO}_{3}$ below 110 K in Table 5.

It was also observed that the structure of the LT-IV phase could not satisfactorily be refined in the orthorhombic Imma lattice, as proposed by Watanabe et al. (2006), whereas the refinement in the monoclinic space group $I 2 / m$ showed a good agreement between the observed and calculated profiles, leading to the final structural parameters given in Table 6. These results match well with the data recently published by Carpenter et al. (2005).

The behaviour of $\mathrm{PrAlO}_{3}$ at high pressures has been studied by Kennedy et al. (2002a) at RT. The authors showed that the compound undergoes a phase transition from the rhombohedral to the orthorhombic Imma structure upon pressuring to 9.1 GPa . It was also shown that the structure initially evolves towards a highsymmetry configuration as the pressure is increased before ultimately undergoing a phase transition to a lower-symmetry orthorhombic structure. This is in contrast with the parent $\mathrm{LaAlO}_{3}$ compound that undergoes a transition from rhombohedral to the ideal cubic structure in the vicinity of 14 GPa at room temperature (Bouvier and Kreisel, 2002; Zhao et al., 2004a). Kennedy et al. (2002a) showed that the pressure induced phase transition in $\mathrm{PrAlO}_{3}$ is associated with measurable changes of the volume of the $\mathrm{AlO}_{6}$ octahedra. The authors concluded that 'high pressure induces the same crystallographic phase transition in $\mathrm{PrAlO}_{3}$ as does cooling'.

## TABLE 5 Structural parameters of $\mathrm{PrAlO}_{3}$ at 12 K , refined in tetragonal and monoclinic lattices

| Lattice parameters (Å) | Atoms, sites | $x$ | $y$ | $z$ | $B_{\text {iso }}\left(\AA^{2}\right)$ | $B_{11}$ | $B_{22}$ | $B_{33}$ | $B_{12}$ | $B_{13}$ | $B_{23}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S.G. $\mathrm{I} 4 / \mathrm{mcm}^{\#}, R_{\mathrm{I}}=0.0503 ; R_{\mathrm{P}}=0.0841$ |  |  |  |  |  |  |  |  |  |  |  |
| $a=5.28882$ (6), | Pr, $4 b$ | 0 | 1/2 | 1/4 | 0.41(1) | 0.39(1) | $B_{11}$ | 0.46(2) | 0 | 0 | 0 |
| $c=7.5812(1)$ | Al, 4c | 0 | 0 | 0 | 0.44(4) | 0.52(5) | $\mathrm{B}_{11}$ | 0.30(9) | 0 | 0 | 0 |
|  | O1, $4 a$ | 0 | 0 | 1/4 | 0.83(12) | 0.9(2) | $\mathrm{B}_{11}$ | 0.8(2) | 0 | 0 | 0 |
|  | $\mathrm{O} 2,8 \mathrm{~h}$ | 0.2111(6) | $x+1 / 2$ | 0 | 0.70(10) | 0.4(2) | $\mathrm{B}_{11}$ | 1.3(2) | -0.1(2) | 0 | 0 |
| S.G. $I 2 / m, R_{\mathrm{I}}=0.0528, R_{\mathrm{P}}=0.0825$ |  |  |  |  |  |  |  |  |  |  |  |
| $a=5.3214(2)$, | Pr, 41 | 0.2504(13) | 0 | 0.7493(12) | 0.43(5) | 0.56(8) | 0.35(10) | 0.39(6) | 0 | 0.03(6) | 0 |
| $b=7.4784(3)$, | Al, 4 e | 1/4 | 1/4 | 1/4 | 0.5(2) | 0.9(4) | 0.2(5) | 0.4(3) | 0.2(13) | 0.3(3) | -0.3(13) |
| $c=5.3292(2)$, | O1, $4 i$ | 0.196(6) | 0 | 0.196(5) | -0.4(4) | -0.7(8) | 0.4(6) | -0.9(7) | 0 | -0.2(5) | 0 |
| $\beta=90.765$ (3) | O2, 4 g | 0 | 0.273(4) | 0 | 0.9(6) | 1.4(12) | -0.7(10) | 1.9(10) | 0 | -1.3(5) | 0 |
|  | O3, 4h | 1/2 | 0.249(18) | 0 | 1.7(7) | -0.5(6) | 5.8(19) | -0.2(5) | 0 | -1.1(3) | 0 |

\# ©JCPDS-International Centre for Diffraction data, to be published.

TABLE 6 Structural parameters of monoclinic (S.G. $12 / \mathrm{m}$ ) and orthorhombic (S.G. Imma) modifications of $\mathrm{PrAlO}_{3}$

|  | Parameters | Carpenter et al. $(2005)^{7}$ | Carpenter et al. $(2005)^{7}$ | Carpenter et al. $(2005)^{7}$ | Carpenter et al. $(2005)^{7}$ | Basyuk and Vasylechko (2007) ${ }^{2}$ | Basyuk and Vasylechko (2007) ${ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 12/m (4.2 K) | 12/m (100 K) | 12/m (140 K) | Imma ( 185 K ) | $12 / \mathrm{m}(120 \mathrm{~K})^{*}$ | Imma (170 K) ${ }^{\text {\# }}$ |
|  | $a($ A $)$ | $5.3189(1)$ | 5.3183(1) | 5.3109(1) | 5.3092(1) | 5.3353(3) | 5.3089(1) |
|  | $b$ ( ${ }_{\text {A }}$ ) | 7.4797(2) | 7.4835(2) | 7.4907(1) | 7.4969(1) | 7.4862(6) | 7.4947(1) |
|  | $c(A)$ | 5.3299(1) | 5.3313(1) | 5.3394(1) | 5.3423(1) | 5.3160(4) | 5.34350(9) |
| Atom: sites | $\beta\left({ }^{\circ}\right)$ | 90.753(1) | 90.703(1) | 90.413(1) | - | 90.637(7) | - |
| $\begin{aligned} & \text { Pr: } 4 i \text { in } I 2 / m ; 4 e \\ & \text { in Imma } \end{aligned}$ | $x$ | 0.2524(14) | 0.2525(14) | 0.2498(8) | 0 | 0.2510(8) | 0 |
|  | $y$ | 0 | 0 | 0 | 1/4 | 0 | 1/4 |
|  | $z$ | 0.7517(12) | 0.7507(12) | 0.7483(6) | 0.5018(4) | 0.7494(7) | 0.5013(4) |
|  | $\mathrm{B}_{\text {iso }}\left(\AA^{2}\right)$ | 0.33(3)* | 0.31(3)* | 0.35(3)* | 0.43(3)* | 0.799(7) | 0.716(8) |
| $\mathrm{Al}: 4 e$ in $\mathrm{I} 2 / m ; 4 b$ in Imma | $x$ | 1/4 | 1/4 | 1/4 | 0 | 1/4 | 0 |
|  | $y$ | 1/4 | 1/4 | 1/4 | 0 | 1/4 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 0 | 1/4 | 0 |
|  | $\mathrm{B}_{\text {iso }}\left(\AA^{2}\right)$ | 0.45(4)* | 0.40(5)* | 0.42(5)* | $0.45(4)^{*}$ | 0.78(3) | 0.76(3) |
| O1: $4 i$ in $I 2 / m ; 4 e$ in Imma | $x$ | 0.2177(8) | 0.2206(9) | 0.2351(5) | 0 | 0.204(3) | 0 |
|  | $y$ | 0 | 0 | 0 | 1/4 | 0 | 1/4 |
|  | $z$ | 0.2067(8) | 0.2049(8) | 0.1979(4) | 0.0527(3) | 0.248(3) | 0.0558(15) |
|  | $\mathrm{B}_{\text {so }}\left(\AA^{2}\right)$ | 0.30(9)* | 0.40(9)* | 0.43(5)* | 0.45(3)* | 1.0(3) | 0.7(2) |
| O2: $4 g$ in $I 2 / m ; 8 g$ in Imma | $x$ | 0 | 0 | 0 | 1/4 | 0 | 1/4 |
|  | $y$ | 0.2904(8) | 0.2897(8) | 0.2849(3) | -0.0277(1) | 0.294(2) | -0.0227(10) |
|  | $z$ | 0 | 0 | 0 | 1/4 | 0 | 1/4 |
|  | $\mathrm{B}_{\text {iso }}\left(\AA^{2}\right)$ | 0.77(10)* | 0.65(10)* | 0.58(5)* | 0.66(2)* | 0.4(2) | 0.80(11) |
| O3: $4 h$ in $I 2 / m$ | $x$ | 1/2 | 1/2 | 1/2 | - | 1/2 | - |
|  | $y$ | 0.2588(7) | 0.2605(7) | 0.2696(4) | - | 0.239(3) | - |
|  | $z$ | 0 | 0 | 0 | - | 0 | - |
|  | $\mathrm{B}_{\text {iso }}\left(\AA^{2}\right)$ | 0.56(3)* | 0.53(4)* | 0.54(5)* | - | 0.89(10) | - |

[^6]${ }^{2}$ Synchrotron powder diffraction data.

* Calculated from the $U_{\text {iso }}$ values given in the reference.
\# © JCPDS-International Centre for Diffraction data, to be published.

Crystallographic data for all structural modifications of $\mathrm{PrAlO}_{3}$ reported by different research groups are summarized in Tables 6 and 7.

### 2.2.4 Neodymium aluminate $\mathrm{NdAlO}_{3}$

The crystal structure of $\mathrm{NdAlO}_{3}$ has been studied using X-ray powder diffraction (Geller and Bala, 1956), single crystal diffraction (Marezio et al., 1972), and neutron powder diffraction techniques (Roult et al., 1983). It was shown that at RT, $\mathrm{NdAlO}_{3}$ possesses a rhombohedral structure, S.G. $R \overline{3} c$, which then transforms into the cubic perovskite structure at elevated temperatures. The temperatures for this transition reported by different research groups vary considerably: $1640 \pm$ 30 K (Scott, 1969), 1373 K (Mizuno et al., 1977b), 1823 K (Coutures and Coutures, 1984), 2020 K (Geller and Raccah, 1970), and 2180 K (Howard et al., 2000). These discrepancies may be explained by difficulties in the detection of the temperature for a continuous phase transition by using low-resolution thermal analysis or laboratory X-ray diffraction methods. From the analysis of numerous data on similar phase transitions in related $\mathrm{RAlO}_{3}$ compounds ( $\mathrm{R}=\mathrm{La}, \mathrm{Ce}$, and Pr ) and corresponding solid solutions (see Section 2.5), it is evident that the rhombo-hedral-to-cubic transition in $\mathrm{NdAlO}_{3}$ occurs near 2100 K .

Another type of phase transition in $\mathrm{NdAlO}_{3}$, namely the LT transformation from the rhombohedral to orthorhombic structure, has been predicted at 16 K from the extrapolation of transition temperatures in the $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{AlO}_{3}$ solid solution (Yoshikawa et al., 1998). This transition, however, was not confirmed using synchrotron powder diffraction data collected in situ at temperatures down to 12 K (Vasylechko et al., 2007b) and neutron diffraction measurements at 0.5 and 1 K (Palacios et al., 2003). Figure 5 displays the temperature evolution of the lattice parameters and cell volume of $\mathrm{NdAlO}_{3}$. Structural parameters of the rhombohedral phase of $\mathrm{NdAlO}_{3}$ over a broad temperature range are given in Table 8.

### 2.2.5 Samarium aluminate $\mathrm{SmAlO}_{3}$

Samarium aluminate is the first member in the series of $\mathrm{RAlO}_{3}$ compounds exhibiting an orthorhombic structure at RT. The $\mathrm{GdFeO}_{3}$ type of structure of $\mathrm{SmAlO}_{3}$ has been reported for the first time by Geller and Bala (1956). Later it was confirmed by Dernier and Maines (1971). A full structural investigation of $\mathrm{SmAlO}_{3}$ was performed by Marezio et al. (1972), who refined atomic coordinates and anisotropic displacement parameters of the atoms using X-ray single crystal diffraction data. $\mathrm{SmAlO}_{3}$ undergoes a discontinuous phase transition from an orthorhombic to a rhombohedral structure around $1023-1058 \mathrm{~K}$, according to the data reported by several authors (Arsenev et al., 1983; Coutures and Coutures, 1984; Yoshikawa et al., 1998; O'Bryan et al., 1990; Vasylechko et al., 2004a). Based on in situ X-ray diffraction studies, Coutures and Coutures (1984) found another reversible phase transitions in $\mathrm{SmAlO}_{3}$-from rhombohedral to cubic structure at 2223 K . However, this transition was not confirmed by other researchers. From the temperature behaviour of the rhombohedral-to-cubic phase transitions in the $\mathrm{R}_{1-x} \mathrm{R}^{\prime}{ }_{x} \mathrm{AlO}_{3}$ solid solutions (see Section 2.5), a similar transition

TABLE 7 Structural parameters of the rhombohedral modification of $\mathrm{PrAlO}_{3}(\mathrm{~S} . \mathrm{G} . R \overline{3} \mathrm{c}$ ) at different temperatures

| Atom: sites | Parameters | Howard et al. (2000) ${ }^{7}$ | Howard et al. (2000) ${ }^{7}$ | Howard et al. (2000) ${ }^{7}$ | Howard et al. (2000) ${ }^{7}$ | Carpenter et al. (2005) ${ }^{7}$ | This work ${ }^{2}$ | This work ${ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 295 K | 716 K | 1277 K | 1733 K | 300 K | 219 K | 300 K |
|  | $a(\mathrm{~A})$ | 5.3337(2) | 5.3504(2) | 5.3807(2) | 5.4067(3) | 5.33375(2) | 5.33246(8) | 5.33509(8) |
|  | $c(\AA)$ | 12.9842(4) | 13.0474(5) | 13.1486(5) | 13.2360(15) | 12.9773(1) | 12.9693(2) | 12.9783(2) |
| Pr, 60 | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | - | - | 0.55(3)* | 0.830(8) | 0.89(1) |
| Al, 66 | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | - | - | 0.55(3)* | 0.89(3) | 0.95(4) |
| O, 18e | $x$ | 0.5421(2) | 0.5387(2) | 0.5318(3) | 0.5151(5) | 0.5428(1) | 0.5408(9) | 0.5420(7) |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1/4 |  | , | - | 0.72(2)* | 0.92(7) | 0.93(7) |

${ }^{1}$ Neutron powder diffraction data.
${ }^{2}$ Synchrotron powder diffraction data.

* Calculated from the $U_{\text {iso }}$ values given in the reference.


FIGURE 5 Thermal evolution of the normalized lattice parameters of $\mathrm{NdAlO}_{3}$. Lattice parameters are taken from Howard et al. (2000) (HT data, solid symbols) and Vasylechko (2005) (LT data,
open symbols). The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.7603(1)+1.9(9) \times 10^{-6} T+3.1(2) \times$ $10^{-8} T^{2}-8.4(6) \times 10^{-12} T^{3}, c_{\mathrm{p}}(T)=3.7211(3)+1.6(3) \times 10^{-5} T+4.2(4) \times 10^{-8} T^{2}-1.4(2) \times 10^{-11} T^{3}$ for the temperature range $13-1673 \mathrm{~K}$.
in $\mathrm{SmAlO}_{3}$ could be predicted about 2500 K , which is above the melting temperature of the compound. Low-temperature examinations of $\mathrm{SmAlO}_{3}$ performed in situ by means of synchrotron powder diffraction revealed that the structure remains orthorhombic down to 12 K (Vasylechko et al., 2004a; Vasylechko, 2005). The thermal evolution of normalized lattice parameters of $\mathrm{SmAlO}_{3}$ in the temperature range $12-1223 \mathrm{~K}$ is shown in Figure 6. Table 9 summarizes the refined structural parameters of $\mathrm{SmAlO}_{3}$ for different temperatures.

Both the orthorhombic and rhombohedral phases of $\mathrm{SmAlO}_{3}$ show anisotropic and non-linear thermal expansion in different directions. Peculiarly, the orthorhombic phase with different cell parameter ratio $a_{\mathrm{p}}, b_{\mathrm{p}}$, and $c_{\mathrm{p}}$ within the same $\mathrm{GdFeO}_{3}$ type of structure is observed in different temperature ranges (Figure 6). First, $b_{\mathrm{p}}>a_{\mathrm{p}}>c_{\mathrm{p}}$ at temperatures below 200 K , followed by $a_{\mathrm{p}}>b_{\mathrm{p}}>$ $c_{\mathrm{p}}$ in the temperature range 200-700 K, and finally, $a_{\mathrm{p}}>c_{\mathrm{p}}>b_{\mathrm{p}}$ at the temperatures 700-1050 K, just before the transition to the rhombohedral phase. As was shown (Vasylechko et al., 2005), the following cell parameter ratio $a_{\mathrm{p}}>b_{\mathrm{p}}>c_{\mathrm{p}}$ ( $a_{\mathrm{p}}>c_{\mathrm{p}} \approx b_{\mathrm{p}}$ ) observed in $\mathrm{GdFeO}_{3}$-type perovskites can serve as an indicator of the forthcoming phase transition from the orthorhombic to the rhombohedral structure.

### 2.2.6 Europium aluminate $\mathrm{EuAlO}_{3}$

Another compound in the $\mathrm{RAlO}_{3}$ series, which adopts the orthorhombic $\mathrm{GdFeO}_{3}$-type structure at RT , is europium aluminate $\mathrm{EuAlO}_{3}$ (Geller and Bala, 1956). Nevertheless, the first reports of the refined structural parameters of $\mathrm{EuAlO} \mathrm{A}_{3}$ appeared only 50 years later, when the structural parameters of $\mathrm{EuAlO}_{3}$ were obtained from synchrotron powder diffraction data over the

TABLE 8 Structural parameters of $\mathrm{NdAlO}_{3}$ (S.G. R $\overline{3} \mathrm{C}$ ) at different temperatures

| Atom: sites | Parameters | Marezio et al. (1972) ${ }^{1}$ | Roult et al. $(1983)^{2}$ | Howard et al. (2000) ${ }^{2}$ | Howard et al. (2000) ${ }^{2}$ | Vasylechko $(2005)^{3}$ | Vasylechko $(2005)^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RT | 296 K | 295 K | 1673 K | 12 K | 298 K |
|  | $a(\AA)$ | 5.322(2) | 5.3200(1) | 5.3223(2) | 5.3902(2) | 5.31804(4) | 5.32221(4) |
|  | $c(\AA)$ | 12.916(5) | 12.9125(6) | 12.9292(5) | 13.1756(5) | 12.8937(1) | 12.9185(1) |
| Nd, 6c | $x$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.34 | 0.49 | - | - | 0.46(1) | 0.80(1) |
| Al, 6b | $x$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.22 | 0.48 | - | - | 0.27(5) | 0.59(6) |
| O, 18e | $x$ | 0.5516(9) | 0.5477(2) | 0.5470(2) | 0.5330(4) | 0.5483(8) | 0.5480(8) |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.48 | 0.69 | - | - | 0.74(14) | 0.9(2) |

[^7]

FIGURE 6 Temperature dependencies of the normalized lattice parameters and cell volume of orthorhombic (O) and rhombohedral (Rh) $\mathrm{SmAlO}_{3}$ phases (Vasylechko, 2005). The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.7357(1)\left[1+2.03(9) \times 10^{-8} T^{2}-2.1(2) \times 10^{-11} T^{3}+9(1) \times 10^{-15} T^{4}\right]$; $b_{\mathrm{p}}(T)=3.7375(1)\left[1+3(1) \times 10^{-9} T^{2}+7(2) \times 10^{-11} T^{3}-5(1) \times 10^{-15} T^{4}\right] ; c_{p}(T)=3.73115(6)[1+1.54(6) \times$ $\left.10^{-8} T^{2}-1.1(1) \times 10^{-11} T^{3}+2.6(8) \times 10^{-15} T^{4}\right]$ for the temperature range $12-1023 \mathrm{~K}$ and $a_{\mathrm{p}}(T)=3.729(5)+$ $3.9(5) \times 10^{-5} T ; c_{p}(T)=3.680(3)+5.9(3) \times 10^{-5} T$ for the temperature range $1073-1223 \mathrm{~K}$.
temperature range 298-1173 K (Vasylechko et al., 2003a; Vasylechko and Matkovskii, 2004; Vasylechko, 2005). It was shown that the structure is orthorhombic over the whole investigated temperature range. Recent low-temperature examination of $\mathrm{EuAlO}_{3}$ (Vasylechko et al., 2007a) revealed that the structure remains orthorhombic at least down to 14 K . No obvious anomalies were observed, although the LT expansivity in the $b$-direction is lower than expected from a simple Debye-Grüneisen approximation (Figure 7A). Because of the anisotropic character of the thermal expansion, the values of the normalized lattice parameters $a_{\mathrm{p}}, b_{\mathrm{p}}$, and $c_{\mathrm{p}}$ merge near 1200 K (Figure 7B). The analysis of selected interatomic distances and angles, as well as the perovskite structure deformation parameters, such as bond-length distortion and observed tolerance factors (Vasylechko, 2005), however, clearly indicate that the symmetry of $\mathrm{EuAlO}_{3}$ remains orthorhombic and only the lattice shape becomes dimensionally cubic around 1200 K . Extrapolation of the temperature dependencies of the lattice parameters towards high temperatures shows that above 1280 K , the following ratio of lattice parameters $a_{\mathrm{p}}>c_{\mathrm{p}}>b_{\mathrm{p}}$ will be observed, which indicates a forthcoming phase transition to the rhombohedral structure. According to Coutures and Coutures (1984), such a phase transition in EuAlO ${ }_{3}$ occurs at 1603 K . A lower temperature of the phase transition was reported by Alain and Piriou (1975). Based on their analysis of polarized Raman spectra at various temperatures from 77 to 1500 K , the authors concluded that a first-order phase transition in $\mathrm{EuAlO}_{3}$ occurs at 1420 K . The temperature evolution of the lattice parameters of $\mathrm{EuAlO}_{3}$ is presented in Figure 7. Refined structural parameters of $\mathrm{EuAlO}_{3}$ at $14 \mathrm{~K}, \mathrm{RT}$, and 1173 K are given in Table 10.

TABLE 9 Structural parameters of orthorhombic (S.G. Pbnm) and rhombohedral (S.G. $R \overline{3} \bar{c}$ ) modifications of SmAlO ${ }_{3}$

|  | Parameters | Marezio et al. $(1972)^{1}$ | Vasylechko $(2005)^{2}$ | Vasylechko (2005) ${ }^{2}$ | Vasylechko (2005) ${ }^{2}$ | Vasylechko $(2005)^{2}$ | Vasylechko $(2005)^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Pbnm (RT) | Pbnm (12 K) | Pbnm (298 K) | Pbnm (1023 K) | $R \overline{3} c(1073 \mathrm{~K})$ | $R \overline{3} C$ ( 1223 K ) |
|  | $a(\mathrm{~A})$ | 5.2912(2) | 5.2826(1) | 5.2903(1) | 5.32881(7) | 5.33252(4) | 5.34055(4) |
|  | $b$ (A) | 5.2904(2) | 5.28595(9) | 5.2880(1) | 5.31373(7) | - | - |
| Atom: sites | $c($ A $)$ | 7.4740(2) | 7.4624(1) | 7.4709(2) | 7.5173(1) | 12.9675(2) | 12.9978(2) |
| Sm: $4 c$ in Pbnm; $6 c$ in $R \overline{3} c$ | $x$ | -0.00501(4) | -0.0056(2) | -0.0061(2) | -0.0065(4) | 0 | 0 |
|  | $y$ | 0.02402(7) | 0.02720(9) | 0.0249(1) | 0.0165(2) | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.517(16)* | 0.428(7) | 0.663(8) | 1.41(1) | 1.55(2) | 1.59(2) |
| $\mathrm{Al}: 4 b$ in <br> Pbnm; $6 b$ in $R \overline{3} c$ | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.44(6)* | 0.38(3) | 0.57(3) | 1.04(5) | 1.13(8) | 1.15(8) |
| O1: $4 c$ in Pbnm; $18 e$ in $R \overline{3} c$ | $x$ | 0.0644(8) | 0.076(2) | 0.079(2) | 0.083(3) | 0.5476(14) | 0.5481(15) |
|  | $y$ | 0.4903(11) | 0.500(2) | 0.503(2) | 0.503(3) | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.76(13)* | 0.7(2) | 1.2(3) | 1.8(4) | 1.7(2) | 1.8(2) |
| O2: $8 d$ in Pbnm | $x$ | -0.2766(6) | -0.279(3) | -0.275(3) | -0.285(3) | - | - |
|  | $y$ | 0.2770(6) | 0.283(3) | 0.270(3) | 0.292(3) | - | - |
|  | $z$ | 0.0335(6) | 0.0275(14) | 0.0278(14) | 0.011(3) | - | - |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.70(8)* | 0.50(11) | 0.69(10) | 1.3(2) | - | - |

[^8]

FIGURE 7 Thermal behaviour of the normalized lattice parameters of $\mathrm{EuAlO}_{3}$ in the temperature ranges of $14-298 \mathrm{~K}(\mathrm{~A})$ and $14-1200 \mathrm{~K}(\mathrm{~B})$. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=$ $3.72033(7)\left[1+1.7(2) \times 10^{-8} T^{2}-2.2(4) \times 10^{-12} T^{3}\right] ; b_{p}(T)=3.7406(1)-7.3(3) \times 10^{-4} /[1+\exp$ $\left.\left\{\left(T-2.4(4) \times 10^{2}\right) / 22(9)\right\}\right] ; c_{p}(T)=3.72316(6)\left[1+1.7(2) \times 10^{-8} T^{2}-9.3(6) \times 10^{-12} T^{3}\right]$ for the temperature range $15-300 \mathrm{~K}$ and $a_{\mathrm{p}}(T)=3.7215(3)\left[1+1.84(5) \times 10^{-8} T^{2}-6.4(4) \times 10^{-12} T^{3}\right] ; b_{\mathrm{p}}(T)=$ $3.7394(3)\left[1+8.1(4) \times 10^{-9} T^{2}-3.4(3) \times 10^{-12} T^{3}\right] ; c_{p}(T)=3.7254(6)\left[1+1.21(9) \times 10^{-8} T^{2}-4.6(7) \times\right.$ $10^{-12} T^{3}$ ] for the temperature range $303-1203 \mathrm{~K}$.

### 2.2.7 Gadolinium aluminate $\mathrm{GdAlO}_{3}$

Geller and Bala (1956) have shown that similar to $\mathrm{SmAlO}_{3}$ and $\mathrm{EuAlO}_{3}$, gadolinium aluminate belongs to the $\mathrm{GdFeO}_{3}$ type structure. According to HT X-ray diffraction and DTA investigations performed by Coutures and Coutures (1984), $\mathrm{GdAlO}_{3}$ undergoes a first-order phase transition from an orthorhombic to rhombohedral structure at 1973 K . Besides this, from extrapolation of the $c / a$ parameter ratio of the rhombohedral phase, a continuous transition to the cubic phase was predicted near 2580 K , which is above the melting point ( 2273 K ). Earlier data on the possible HT phase transition in $\mathrm{GdAlO}_{3}$ have been also reported in

TABLE 10 Structural parameters of $\mathrm{EuAlO}_{3}$ (S.G. Pbnm) at different temperatures, refined from synchrotron powder diffraction data

|  | Parameters | Vasylechko et al. (2003a) | This work | This work |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 298 K | 14 K | 1203 K |
|  | $a(\AA)$ | 5.26830(4) | 5.2634(1) | 5.3190(3) |
|  | $b$ ( ${ }^{\text {a }}$ ) | 5.29149(4) | 5.29183(9) | 5.3195(3) |
| Atom: sites | $c(A)$ | 7.45684(6) | 7.4495(2) | 7.5190(4) |
| $\mathrm{Eu}, 4 \mathrm{c}$ | $x$ | -0.0064(2) | -0.0069(2) | -0.0063(7) |
|  | $y$ | 0.0326(1) | 0.0335(1) | 0.0217(3) |
|  | $z$ | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.99(3) | 0.508(8) | 1.51(2) |
| Al, 46 | $x$ | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.77(11) | 0.32(4) | 0.82(8) |
| O1, $4 c$ | $x$ | 0.0856(10) | 0.069(3) | 0.062(7) |
|  | $y$ | 0.4769(9) | 0.498(2) | 0.517(6) |
|  | $z$ | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.09(13) | 0.3(3) | 2.4(8) |
| $\mathrm{O}_{2}, 8 d$ | $x$ | -0.2878(10) | -0.283(2) | -0.305(8) |
|  | $y$ | 0.2904(9) | 0.286(2) | 0.275(7) |
|  | $z$ | 0.0399(6) | 0.035(2) | 0.013(5) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.59(9) | 0.8(2) | 1.1(6) |

Mazelsky et al. (1968) and Portnoj and Timofeeva (1986). The crystal structure of $\mathrm{GdAlO}_{3}$ at RT has been determined precisely using single-crystal synchrotron X-ray diffraction technique. For their studies, Vasylechko et al. (2003a) used a small crystal extracted from a crushed boule grown by the Czochralsky technique, whereas du Boulay et al. (2004) used a flux-grown single crystal obtained by dissolving $\mathrm{Gd}_{2} \mathrm{O}_{3}$ and $\mathrm{Al}_{2} \mathrm{O}_{3}$ in a $\mathrm{PbO}, \mathrm{PbF}_{2}$, and $\mathrm{B}_{2} \mathrm{O}_{3}$ flux. Ross et al. (2004a,b) have studied the structure of $\mathrm{GdAlO}_{3}$ perovskite at room temperature and pressure up to 7.95 GPa using single-crystal X-ray diffraction. It was shown that $\mathrm{GdAlO}_{3}$ remains isostructural over the whole pressure range studied. The $\mathrm{GdO}_{12}$ polyhedron is less compressible than the $\mathrm{AlO}_{6}$ one, resulting in an increase of both, $\mathrm{Al}-\mathrm{O} 1-\mathrm{Al}$ and $\mathrm{Al}-\mathrm{O}_{2}-\mathrm{Al}$ angles on increasing pressure. Thus, the $\mathrm{GdAlO}_{3}$ perovskite undergoes weaker distortions at elevated pressures. The analysis of the unit cell parameter data shows that the [100] direction is less compressible than the others. The pseudo-cubic unit cell parameter $a_{c}$ and $b_{c}$ are predicted to merge near 12 GPa , signifying, in the judgment of the authors, a possible transition from the orthorhombic to tetragonal symmetry. This may, however, be an accidental merging of the lattice parameters in a pseudo-tetragonal lattice.

The thermal behaviour of the $\mathrm{GdAlO}_{3}$ structure has been studied in situ in the temperature range $14-1170 \mathrm{~K}$ using synchrotron powder diffraction (Vasylechko et al., 2003a, 2007a). It was shown that the structure remains orthorhombic in the whole temperature range investigated. Similar to other rare earth aluminates, the lattice expansion displays anisotropic behaviour: the relative expansion in the $b$-direction is smaller compared with the $a$ - and $c$-directions (Figure 8). A clear anomaly in the LT expansion along the $b$-direction is also observed (Figure 8A). Structural parameters of $\mathrm{GdAlO}_{3}$ at different temperatures refined from powder and single crystal diffraction data are given in Table 11.


FIGURE 8 Variation of the normalized lattice parameters of $\mathrm{GdAlO}_{3}$ in the temperature range of $14-298 \mathrm{~K}(\mathrm{~A})$ and $14-1200 \mathrm{~K}(\mathrm{~B})$. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.70732(3)[1+$ $\left.1.91(9) \times 10^{-8} T^{2}-3.7(6) \times 10^{-12} T^{3}\right] ; b_{\mathrm{p}}(T)=3.74845(7)\left[1+2.5(5) \times 10^{-6} T-2.7(4) \times 10^{-8} T^{2}+7.1(7) \times\right.$ $\left.10^{-11} T^{3}\right] ; c_{\mathrm{p}}(T)=3.71688(5)\left[1+1.7(1) \times 10^{-8} T^{2}-1.7(6) \times 10^{-12} T^{3}\right]$ for the temperature range $15-300 \mathrm{~K}$ and $a_{\mathrm{p}}(T)=3.7097(4)\left[1+1.35(7) \times 10^{-8} T^{2}-5.3(5) \times 10^{-12} T^{3}\right] ; b_{\mathrm{p}}(T)=3.7479(2)[1+$ $\left.4.7(3) \times 10^{-9} T^{2}-1.3(3) \times 10^{-12} T^{3}\right] ; c_{p}(T)=3.7189(4)\left[1+1.26(6) \times 10^{-8} T^{2}-5.0(5) \times 10^{-12} T^{3}\right]$ for the temperature range $303-1203 \mathrm{~K}$.

TABLE 11 Structural parameters of $\mathrm{GdAlO}_{3}$ (S.G. Pbnm and Pnma) at different temperatures
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### 2.2.8 Terbium aluminate $\mathrm{TbAlO}_{3}$

First publications about the structure and lattice parameters of $\mathrm{TbAlO}_{3}$ have appeared in 1960th (Garton and Wanklyn, 1967; Dernier and Maines, 1971). Based on Guinier X-ray diffraction data, it was shown that $\mathrm{TbAlO}_{3}$ displays an orthorhombically distorted perovskite-type structure at RT. Atomic parameters of the $\mathrm{TbAlO}_{3}$ structure at 12 K and RT have been reported by Brown et al. (1992) in a study devoted to the magnetic structure of a $\mathrm{TbAlO}_{3}$ single crystal studied using zero-field neutron polarimetry and neutron-integrated intensity measurements. The latter authors reported refined positional and displacement parameters of the atoms at 12 and 300 K , but no lattice parameters are given in this paper. Bombik et al. (1997) studied the structure and magnetic behaviour of the $\mathrm{TbFe}_{1-x} \mathrm{Al}_{x} \mathrm{O}_{3}$ solid solution. Structural parameters of $\mathrm{TbAlO}_{3}$ at RT were refined in this work based on X-ray powder diffraction data. Vasylechko et al. (2003a) reported positional and displacement parameters of atoms in the $\mathrm{TbAlO}_{3}$ structure obtained from synchrotron powder diffraction experiments. In situ neutron powder diffraction has been employed by Ranløv and Nielsen (1995) to study terbium aluminate, doped with $\mathrm{Mg}\left(\mathrm{TbAl}_{0.95} \mathrm{Mg}_{0.05} \mathrm{O}_{3-x}\right)$ at temperatures 273, $573,773,1023$, and 1223 K . It was shown that the structure remains orthorhombic over the whole investigated temperature range. Low- and high-temperature behaviour of the $\mathrm{TbAlO}_{3}$ structure at temperatures ranging from 18 to 1173 K has been studied using in situ powder diffraction with synchrotron radiation (Vasylechko et al., 2006, 2007a). A noticeable deviation from the 'normal' behaviour, especially along the $a$-direction, has been revealed at low temperatures (Figure 9A). As a consequence, a negative volumetric thermal expansion of the $\mathrm{TbAlO}_{3}$ structure is observed in the temperature range from 18 to 60 K . No obvious anomalies were observed in the HT expansion (Figure 10). Structural parameters of $\mathrm{TbAlO}_{3}$ reported in the literature together with the newly obtained LT and HT data are summarized in Table 12.

### 2.2.9 Dysprosium aluminate $\mathrm{DyAlO}_{3}$

One of the first communications about the perovskite-type structure of $\mathrm{DyAlO}_{3}$ was given by Dalziel and Welch (1960). Based on the analysis of Guinier photographs, these authors note that $\mathrm{DyAlO}_{3}$ with lattice parameters $a=5.215, b=5.311$ and $c=7.407$ is 'nearly isomorphous' with other orthorhombic perovskites. Positional parameters of atoms in the $\mathrm{DyAlO}_{3}$ structure were determined by Bidaux and Meriel (1968) from a neutron powder diffraction study. The temperature behaviour of the $\mathrm{DyAlO}_{3}$ structure in the range 298-1170 K was reported by Vasylechko et al. (2003a) and Vasylechko (2005). Similar to other $\mathrm{RAlO}_{3}$ compounds, $\mathrm{DyAlO}_{3}$ displays an anisotropic expansion along different directions. No anomalies of the HT expansion were observed at 298-1170 K. Recent lowtemperature diffraction studies of the $\mathrm{DyAlO}_{3}$ structure revealed an anomaly of the lattice expansion, especially pronounced in the $b$-direction (Figure 11B). Variation of the normalized lattice parameters of $\mathrm{DyAlO}_{3}$ over a wide temperature range of $20-1170 \mathrm{~K}$ is shown in Figure 12, and the refined structural parameters at different temperatures are summarized in Table 13.


FIGURE 9 Evolution of the lattice parameters (A-C) and cell volume (D) of $\mathrm{TbAlO}_{3}$ at low temperature, obtained at cooling and heating (solid and open symbols, respectively) (Vasylechko et al., 2006). The dashed lines are polynomial fits: $a_{\circ}(T)=5.2280(1)[1+4.2(6) \times$ $\left.10^{-6} T-4.5(4) \times 10^{-8} T^{2}+1.14(9) \times 10^{-10} T^{3}\right] ; b_{\circ}(T)=5.3023(2)\left[1-6(1) \times 10^{-6} T+5.3(9) \times 10^{-8} T^{2}-\right.$ $\left.8(2) \times 10^{-11} T^{3}\right] ; c_{\circ}(T)=7.4018(4)\left[1-9(1) \times 10^{-6} T+8(1) \times 10^{-8} T^{2}-1.1(2) \times 10^{-10} T^{3}\right]$ for the temperature range $15-300 \mathrm{~K}$.

### 2.2.10 Holmium aluminate $\mathrm{HoAlO}_{3}$

The lattice parameters of the orthorhombic $\mathrm{HoAlO}_{3}$ structure were reported by Toropov et al., 1969; Dernier and Maines, 1971; and Shishido et al., 1995a. First communication of the atomic parameters in $\mathrm{HoAlO}_{3}$ has been made by Hammann and Ocio (1977). Based on neutron diffraction data collected at 0.04 K , lattice constants, positional parameters, and displacement parameters of atoms were evaluated. It is interesting to note that the corresponding structural parameters for the RT structure were reported only 15 year after (Levin, 1992; Vorotilova et al., 1993). Low- and high-temperature behaviour of $\mathrm{HoAlO}_{3}$ has been studied using high-resolution synchrotron powder diffraction technique over the temperature range of 14-1173 K (Vasylechko et al., 2004a, 2007a). No visible anomalies of thermal expansion have been observed neither in the LT nor in the HT expansion. Similar to other orthorhombic $\mathrm{RAlO}_{3}$ perovskites, the thermal expansion of $\mathrm{HoAlO}_{3}$ is strongly anisotropic: the relative expansion along the $b$-direction


FIGURE 10 Temperature dependencies of the normalized lattice parameters of $\mathrm{TbAlO}_{3}$ between 300 and 1200 K (open symbols) according to Vasylechko (unpublished data). Solid symbols represent the data for $\mathrm{TbAl}_{0.95} \mathrm{Mg}_{0.05} \mathrm{O}_{3}$ (Ranløv and Nielsen, 1995). The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.696(1)\left[1+9(1) \times 10^{-9} T^{2}-2(1) \times 10^{-12} T^{3}\right] ; b_{\mathrm{p}}(T)=3.7519(9)[1+$ $\left.4(1) \times 10^{-9} T^{2}-8(1) \times 10^{-12} T^{3}\right] ; c_{\mathrm{p}}(T)=3.705(1)\left[1+1.3(2) \times 10^{-8} T^{2}-4(1) \times 10^{-12} T^{3}\right]$ for the temperature range $303-1203 \mathrm{~K}$.
is ca. two times smaller as the corresponding values along the $a$ - and $c$-axes. Temperature dependencies of the lattice parameters of $\mathrm{HoAlO}_{3}$ are shown in Figure 13. Table 14 summarizes the structural parameters refined at different temperatures.

### 2.2.1 Erbium aluminate $\mathrm{ErAlO}_{3}$

The lattice parameters of erbium orthoaluminate have been first mentioned by Toropov et al. (1969). Dernier and Maines (1971) reported the lattice parameters of $\mathrm{ErAlO}_{3}$, together with data for other $\mathrm{RAlO}_{3}$ compounds with orthorhombic structure. Coutures and Coutures (1984) studied the evolution of the lattice parameters in the temperature range $298-2173 \mathrm{~K}$ and showed that the structure remains orthorhombic. A full structural investigation of $\mathrm{ErAlO}_{3}$ was performed only recently by Vasylechko et al. (2003a) and Vasylechko and Matkovskii (2004). The crystal structure of $\mathrm{ErAlO}_{3}$ and its high-temperature behaviour have been studied using the high-resolution X-ray powder diffraction technique using synchrotron radiation in the temperature range $298-1173 \mathrm{~K}$. Corresponding structural parameters are given in Table 15.

Bombik et al. (2005a) studied the LT changes of the lattice parameters of $\mathrm{ErAlO}_{3}$ single crystal by means of X-ray single diffraction. It was shown that above 150 K , the experimental results correspond well with the phonon mechanism and can be effectively described by a simple Debye-Grüneisen approximation, whereas distinct anomalies were observed at low temperatures, especially in $a$-direction (Figure 14A). According to the authors, the observed anomalies of the thermal expansion are mainly caused by the crystal-field effects.

TABLE 12 Structural parameters of $\mathrm{TbAlO}_{3}$ (S.G. Pbnm) at different temperatures

| Atom: sites | Parameters | Brown et al. $(1992)^{1}$ | Brown et al. (1992) | Bombik et al. (1997) ${ }^{2}$ | Vasylechko and Matkovskii (2004) ${ }^{2}$ | This work ${ }^{3}$ | This work ${ }^{3}$ | This work ${ }^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 12 K | 300 K | RT | RT | 18 K | 298 K | 1173 K |
|  | $a(\mathrm{~A})$ | - | - | 5.2296(1) | 5.22938(4) | 5.22840(4) | 5.22947(3) | $5.27619(5)$ |
|  | $b(A)$ | - | - | 5.3058(2) | 5.30554(3) | 5.30187(4) | 5.30683(3) | 5.33044(4) |
|  | $c(\AA)$ | - | - | 7.4154(2) | 7.41405(5) | 7.40098(6) | 7.41508(4) | 7.48620(7) |
| $\mathrm{Tb}, 4 \mathrm{c}$ | $x$ | -0.0086(11) | -0.0096(4) | 0.9897(9) | -0.0082(2) | -0.0089(1) | -0.0083(1) | -0.0066(2) |
|  | $y$ | 0.0444(10) | 0.0429(3) | 0.0426(3) | 0.0419(1) | 0.04290(9) | 0.04258(7) | 0.0358(1) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.01* | 0.02(9) | - | 0.63(2) | 0.674(5) | 0.901(7) | 1.720(8) |
| Al, 46 | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.06* | 0.11(13) | - | 0.84(11) | 0.782(8) | 0.63(5) | 1.22(4) |
| O1, 4 c | $x$ | 0.0792(13) | 0.0768(6) | 0.103(4) | 0.0831(14) | 0.0668(15) | 0.0703(11) | 0.066(2) |
|  | $y$ | 0.4829(14) | 0.4832(4) | 0.473(4) | 0.4908(13) | 0.4827(13) | 0.4836(10) | 0.4901(13) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.12* | 0.23(9) | - | 1.8(2) | 0.998(8) | 1.20(11) | 2.1(2) |
| O2, 8d | $x$ | -0.2891(9) | -0.2892(3) | 0.720(4) | -0.2851(12) | -0.2854(12) | -0.2939(8) | -0.2888(14) |
|  | $y$ | 0.2893(8) | 0.2888(2) | 0.291(4) | $0.2907(11)$ | 0.2906(12) | 0.2897(8) | 0.2876(14) |
|  | $z$ | 0.0419(16) | 0.0427* | 0.034(3) | 0.0353(8) | 0.0402(8) | 0.0345(6) | 0.0320(11) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.08* | 0.16(9) | - | 1.15(12) | 0.610(8) | 0.75(7) | 1.95(14) |
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FIGURE 11 Lattice parameters ( $A-C$ ) and cell volume ( $D$ ) of DyAlO $3_{3}$ measured low temperature at using $\lambda=0.77855 \AA$ on cooling (open symbols) and heating (solid symbols). Crossed symbols indicate the data obtained on cooling using $\lambda=0.4955 \AA$. The dashed lines are polynomial fits: $a_{\circ}(T)=5.2003(7)\left[1-1.6(3) \times 10^{-6} T+7.9(4) \times 10^{-8} T^{2}+3.2(5) \times 10^{-11} T^{3}\right] ; b_{\circ}(T)=5.3181(8)$ $\left[1-1.8(3) \times 10^{-6} T-2.2(4) \times 10^{-8} T^{2}+8.7(6) \times 10^{-11} T^{3}\right] ; c_{0}(T)=7.378(1)\left[1+3.3(4) \times 10^{-6} T+\right.$ $1.9(5) \times 10^{-8} T^{2}-1.4(5) \times 10^{-11} T^{3}$ ] for the temperature range $20-300 \mathrm{~K}$.

The HT expansion of the $\mathrm{ErAlO}_{3}$ structure displays a rather 'normal' for all $\mathrm{RAlO}_{3}$ compounds with the orthorhombic perovskite structure behaviour. Relative expansion along $a$ - and $c$-directions is practically similar, whereas the corresponding expansion in $b$-direction is about two times smaller (Figure 15).

### 2.2.12 Thulium aluminate $\mathrm{TmAlO}_{3}$

After the first communications of the lattice parameters of $\mathrm{TmAlO}_{3}$ by Toropov et al. (1969) and Dernier and Maines (1971), no further structural investigations appeared until 2003, when Vasylechko et al. (2003a) have published refined values of atomic parameters at RT. Examination of the LT behaviour of the $\mathrm{TmAlO}_{3}$ structure performed by Senyshyn et al. (2005a) revealed unusual 'sigmoidal' temperature dependencies of $a$ - and $b$-parameters and cell volume (Figure 16A and B). High-temperature studies of the $\mathrm{TmAlO}_{3}$ structure performed in situ in the temperature range 298-1170 K (Vasylechko et al., 2004a; Vasylechko, 2005) showed no


FIGURE 12 Temperature dependencies of normalized lattice parameters and cell volume of $\mathrm{DyAlO}_{3}$. The dashed lines are polynomial fits: $a_{p}(T)=3.6773(3)\left[1+1.28(4) \times 10^{-8} T^{2}-4.7(3) \times\right.$ $\left.10^{-12} T^{3}\right] ; b_{p}(T)=3.7581(1)\left[1+5.3(2) \times 10^{-9} T^{2}-1.9(1) \times 10^{-12} T^{3}\right] ; c_{p}(T)=3.6940(4)[1+1.43(6) \times$ $\left.10^{-8} T^{2}-5.9(5) \times 10^{-12} T^{3}\right]$ for the temperature range $303-1203 \mathrm{~K}$.
deviation from the 'normal' Debye-Grüneisen behaviour. Similar to other orthorhombic aluminates, $\mathrm{TmAlO}_{3}$ displays anisotropic expansion: the relative expansion in $b$-direction is two times lower compared with the $a$ - and $c$-directions (Figure 17). Refined values of structural parameters of $\mathrm{TmAlO}_{3}$ are listed in Table 16.

### 2.2.13 Ytterbium aluminate $\mathrm{YbAlO}_{3}$

Original values of lattice parameters from X-ray powder diffraction patterns of $\mathrm{YbAlO}_{3}$ were reported by Garton and Wanklyn (1967), Dernier and Maines (1971), and Ananieva et al. (1978). Radhakrishna et al. (1981) studied the anti-ferromagnetic ordering in $\mathrm{YbAlO}_{3}$ and reported the atomic coordinates at 4.2 K refined from neutron powder diffraction data. Positional and displacement parameters of atoms at RT of the $\mathrm{YbAlO}_{3}$ structure refined from single crystal synchrotron diffraction data were published by Vasylechko et al. (2003a). Besides this, temperature dependencies of lattice parameters over the temperature range 298-1173 K were reported in their communication. It was shown that the HT behaviour of the $\mathrm{YbAlO}_{3}$ structure is similar to that of other $\mathrm{RAlO}_{3}$ perovskites. A preliminary LT synchrotron powder diffraction study of the $\mathrm{YbAlO}_{3}$ structure performed over the temperature range 20-298 K (Vasylechko et al., 2007a) did not reveal significant deviations from a conventional behaviour. The lattice parameters and the cell volume as functions of temperature are shown in Figure 18. Refined values of the structural parameters of $\mathrm{YbAlO}_{3}$ are given in Table 17.

### 2.2.14 Lutetium aluminate $\mathrm{LuAlO}_{3}$

Despite the fact that a number of publications is devoted to the synthesis, stability, and potential applications of $\mathrm{LuAlO}_{3}$, structural information about this compound was limited to relatively old papers by Dernier and Maines (1971) and

TABLE 13 Structural parameters of $\mathrm{DyAlO}_{3}$ (S.G. Pbnm) at different temperatures

| Atom: sites | Parameters | Bidaux and Meriel (1968) ${ }^{7}$ | Vasylechko et al. $(2003 a)^{2}$ | Vasylechko (2005) ${ }^{3}$ | This work ${ }^{3}$ | This work ${ }^{3}$ | This work ${ }^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RT | RT | RT | 22 K | 180 K | 1173 K |
|  | $a(\AA)$ | 5.215 | 5.20502(9) | 5.20541(4) | 5.2007(2) | 5.2008(2) | 5.25327(4) |
|  | $b(A)$ | 5.311 | 5.31653(8) | 5.31691(4) | 5.3181(2) | 5.3149(2) | 5.33727(4) |
|  | $c(A)$ | 7.407 | 7.3941(1) | 7.39516(6) | 7.3786(2) | 7.3861(3) | 7.46475(6) |
| Dy, $4 c$ | $x$ | -0.007(6) | -0.0113(4) | -0.0100(2) | -0.0094(7) | -0.0101(8) | -0.0086(3) |
|  | $y$ | 0.050(2) | 0.0485(2) | 0.0473(1) | 0.0497(4) | 0.0507(4) | 0.0408(1) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 0.77(3) | 0.81(1) | 0.62(4) | 0.91(3) | 1.51(1) |
| Al, 46 | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 1.2(2) | 0.55(10) | 0.9(3) | 0.9(2) | 1.07(7) |
| $\mathrm{O} 1,4 \mathrm{c}$ | $x$ | 0.052(10) | 0.081(2) | 0.082(2) | 0.060(5) | 0.067(7) | 0.077(2) |
|  | $y$ | 0.474(7) | 0.480(2) | 0.475(2) | 0.477(5) | 0.503(6) | 0.489(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 1.0(3) | 1.0(2) | 0.2(5) | 1.7(8) | 1.0(2) |
| O2, 8d | $x$ | -0.302(6) | -0.286(2) | -0.2973(14) | -0.294(4) | -0.291(6) | -0.305(2) |
|  | $y$ | 0.283(6) | 0.294(2) | 0.2922(15) | 0.281(4) | 0.308(6) | 0.291(2) |
|  | $z$ | 0.053(5) | 0.0436(14) | 0.0380(10) | 0.057(3) | 0.055(4) | 0.0344(13) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 0.7(2) | 0.64(14) | 0.4(4) | 2.7(6) | 2.0(2) |
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FIGURE 13 Temperature dependencies of the normalized lattice parameters and cell volume of $\mathrm{HoAlO}_{3}$. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.65807(4)\left[1+1.92(3) \times 10^{-8} T^{2}-1.57(7) \times\right.$ $\left.10^{-11} T^{3}+5.3(4) \times 10^{-15} T^{4}\right] ; b_{\mathrm{p}}(T)=3.76126(3)\left[1+6.3(3) \times 10^{-9} T^{2}-3.1(6) \times 10^{-12} T^{3}+5(1) \times 10^{-16} T^{4}\right] ;$ $c_{p}(T)=3.68111(9)\left[1+2.49(8) \times 10^{-8} T^{2}-2.6(2) \times 10^{-11} T^{3}+1.01(8) \times 10^{-15} T^{4}\right]$ for the temperature range $15-1173 \mathrm{~K}$.

Ananieva et al. (1978). Recently, new refined values of atomic coordinates at RT were reported (Vasylechko et al., 2003a; Vasylechko and Matkovskii, 2004). In situ examination of the $\mathrm{LuAlO}_{3}$ structure over a broad temperature range of $18-1173 \mathrm{~K}$ (Vasylechko et al., 2003a, 2006) showed that the thermal dependence of the lattice parameters displays a rather typical behaviour. No anomalies were observed in the investigated temperature range (Figure 19). Table 18 summarizes the structural parameters of $\mathrm{LuAlO}_{3}$ structure refined at different temperatures.

### 2.2.15 Yttrium aluminate $\mathrm{YAlO}_{3}$

Yttrium orthoaluminate is one of the most extensively studied compounds not only among the rare earth aluminates but also among all other $A B \mathrm{O}_{3}$ perovskites. As it was shown in the pioneering work of Geller and Wood (1956), $\mathrm{YAlO}_{3}$ has orthorhombic perovskite structure, similar to $\mathrm{GdFeO}_{3}$ described before. A full crystal structure investigation of $\mathrm{YAlO}_{3}$ was performed by Diehl and Braundt (1975). Atomic coordinates and anisotropic displacement parameters of atoms were refined in this work based on X-ray single-crystal diffraction data. Ranløv and Nielsen (1995) studied the crystal structure of $\mathrm{YAl}_{0.95} \mathrm{Mg}_{0.05} \mathrm{O}_{3-x}$ at temperatures ranging from 273 to 1223 K by using neutron powder diffraction data. Vasylechko et al. (1999a) refined the positional and displacement parameters of atoms in Nd-doped $\mathrm{YAlO}_{3}$ crystal based on X-ray powder diffraction data. Precise single crystal diffraction experiments applying synchrotron radiation have been performed by Vasylechko et al. (2000a) in order to clarify the atomic structure of $\mathrm{YAlO}_{3}$ doped with $0.05 \% \mathrm{Mn}$. The high-temperature behaviour of $\mathrm{YAlO}_{3}$ has been studied over the temperature range $298-1173 \mathrm{~K}$ using synchrotron powder diffraction (Vasylechko et al., 2003a) and X-ray powder diffraction measurements at temperatures 298-923 K (Chaix-Pluchery et al., 2005).

TABLE 14 Structural parameters of $\mathrm{HoAlO}_{3}$ (S.G. Pbnm) at different temperatures

|  | Parameters | Hammann and Ocio (1977) ${ }^{1}$ | Levin (1992) ${ }^{2}$ | Vasylechko (2005) ${ }^{3}$ | This work ${ }^{3}$ | This work ${ }^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.04 K | RT | RT | 14 K | 1173 K |
|  | $a(\mathrm{~A})$ | 5.182 | 5.180(2) | $5.18026(5)$ | 5.17357(8) | 5.23057(7) |
|  | $b(A)$ | 5.324 | 5.322(1) | $5.32182(5)$ | 5.31949(8) | 5.34359(7) |
| Atom: sites | $c($ A $)$ | 7.37 | 7.374(1) | 7.37416(7) | 7.3614(1) | 7.44372(9) |
| Ho, 4 c | $x$ | -0.0007(7) | 0.98811(4) | -0.0108(2) | -0.0108(2) | -0.0094(3) |
|  | $y$ | 0.059(4) | 0.05190(4) | 0.0518(1) | 0.0531(1) | 0.0460(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 0.178(4) | 1.07(1) | 0.50(1) | 1.85(2) |
| Al, 46 | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 0.11(4) | 0.81(6) | 0.42(7) | 1.83(9) |
| O1, $4 c$ | $x$ | 0.094(9) | 0.0827(7) | 0.078(2) | 0.087(2) | 0.093(2) |
|  | $y$ | 0.493(6) | 0.4793(8) | 0.488(2) | 0.478(2) | 0.470(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 0.26(7) | 0.9(2) | 0.7(2) | 1.6(3) |
| O2, 8d | $x$ | -0.297(5) | 0.7057(5) | -0.287(2) | -0.294(2) | -0.288(2) |
|  | $y$ | 0.290(5) | 0.2935(5) | 0.295(2) | 0.289(2) | 0.286(2) |
|  | $z$ | 0.038(4) | 0.0442(6) | 0.0512(10) | 0.0405(12) | 0.0373(14) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 0.18(5) | 0.94(14) | 0.7(2) | 2.1(2) |

[^12]TABLE 15 Structural parameters of $\mathrm{ErAlO}_{3}$ at RT and 1173 K (S.G. Pbnm)

|  | Parameters | Vasylechko et al. (2003a) ${ }^{7}$ | This work ${ }^{2}$ | This work ${ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | RT | RT | 1173 K |
|  | $a(\AA)$ | $5.16103(5)$ | 5.16151(4) | 5.20979(5) |
|  | $b(A)$ | 5.32811(4) | 5.32898(4) | 5.35168(5) |
| Atom: sites | $c(\AA)$ | 7.35570(7) | 7.35730(6) | 7.42428(7) |
| Er, 4 c | $x$ | -0.0141(2) | -0.0123(3) | -0.0099(4) |
|  | $y$ | 0.0560(1) | 0.0540(2) | 0.0495(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.65(2) | 1.03(1) | 1.88(2) |
| Al, $4 b$ | $x$ | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.74(10) | 1.07(9) | 0.95(9) |
| O1, 4 c | $x$ | 0.0876(14) | 0.062(2) | 0.067(2) |
|  | $y$ | 0.4806(13) | 0.475(2) | 0.475(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.7(2) | 0.7(2) | 1.6(3) |
| O2, 8d | $x$ | -0.2985(11) | -0.302(2) | -0.299(2) |
|  | $y$ | 0.2936(11) | 0.307(2) | 0.291(2) |
|  | $z$ | 0.0475(8) | 0.0490(13) | 0.0528(13) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.02(13) | 0.7(2) | 1.5(2) |

${ }^{1}$ X-ray powder diffraction data.
${ }^{2}$ Synchrotron powder diffraction data.

Results are shown in Figure 20, together with the data of $\mathrm{YAl}_{0.95} \mathrm{Mg}_{0.05} \mathrm{O}_{3-\delta}$ reported by Ranløv and Nielsen (1995).

Recent examinations of the LT behaviour of $\mathrm{YAlO}_{3}$ crystals using neutron and synchrotron diffraction techniques revealed pronounced anomalies in the expansion along the $b$-direction (Figure 21B). It should be noted that for synchrotron powder diffraction experiment, an Mn-doped crystal was chosen, whereas for neutron diffraction experiment, a sample containing $1 \mathrm{at} . \% \mathrm{Nd}$ was used. At LT, the anomaly occurs in both Mn - and Nd-doped crystals.

The influence of high pressure (up to 8.5 GPa ) on the $\mathrm{YAlO}_{3}$ structure at RT has been studied in a series of publications (Ross, 1996; Ross et al., 2004c; Zhao et al., 2004b). It was shown that the compression of $Y-O$ bonds is strongly anisotropic. The four longest $\mathrm{Y}-\mathrm{O}$ distances are more compressible than the eight shorter $\mathrm{Y}-\mathrm{O}$ bond lengths. In contrast, the $\mathrm{AlO}_{6}$ polyhedron nearly undergoes isotropic compression and is more compressible than the $\mathrm{YO}_{12}$ polyhedra. The octahedra tilt angles show significant increase with pressure. These findings indicate that the structure of $\mathrm{YAlO}_{3}$ perovskite becomes less distorted with increasing pressure (Ross et al., 2004c).


FIGURE 14 Temperature behaviour of lattice parameters ( $\mathrm{A}-\mathrm{C}$ ) and cell volume (D) of $\mathrm{ErAlO}_{3}$ in the temperature range of $12-298 \mathrm{~K}$ extracted from the Bombik et al. (2005a). Note, that the $b$-parameter of $5.33927 \AA$ at RT originally given by Bombik et al. (2005a) is about $0.01 \AA$ higher as the values of 5.326-5.329 A reported by other authors (PDF 24-394; Shishido et al., 1995a; Dernier and Maines, 1971; Coutures and Coutures, 1984; Vasylechko et al., 2003a). The dashed lines are polynomial fits: $a_{\circ}(T)=5.15925(6)\left[1-4.7(3) \times 10^{-6} T+3.6(3) \times 10^{-8} T^{2}-3.4(5) \times 10^{-11} T^{3}\right]$; $b_{\circ}(T)=5.3325(1)\left[1-8.8(9) \times 10^{-7} T+2.6(5) \times 10^{-8} T^{2}-3(1) \times 10^{-11} T^{3}\right] ; c_{\circ}(T)=7.3509(1)[1-2.04(5) \times$ $\left.10^{-7} T+1.91(4) \times 10^{-8} T^{2}-2.5(8) \times 10^{-11} T^{3}\right]$ for the temperature range $10-300 \mathrm{~K}$.

Published structural parameters of $\mathrm{YAlO}_{3}$ at RT together with the recently refined values of atomic parameters at LT and HT are collected in Table 19.

### 2.2.16 Scandium aluminate $\mathrm{ScAlO}_{3}$

The crystal structure of $\mathrm{ScAlO}_{3}$ was refined for the first time by Reid and Ringwood (1975) using X-ray powder diffraction data. Single crystal diffraction experiment performed by Sinclair et al. (1979) confirmed the $\mathrm{GdFeO}_{3}$-type structure of $\mathrm{ScAlO}_{3}$. Hill and Jackson (1990) refined the structure of $\mathrm{ScAlO}_{3}$ at temperatures up to 1373 K on the basis of X-ray powder diffraction data. The authors mentioned that the thermal expansion of $\mathrm{ScAlO}_{3}$ could be adequately described by a Grüneisen-Debye model. The cell dimensions vary almost linearly with increasing temperature and a pronounced anisotropy is evident (Figure 22). Similar to other $\mathrm{RAlO}_{3}$ compounds, the average linear expansivities parallel


FIGURE 15 High-temperature evolution of the normalized lattice parameters and cell volume of $\mathrm{ErAlO}_{3}$ according to Coutures and Coutures (1984) (open symbols) and Vasylechko et al. (2003a) (solid symbols). The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.64158(4)[1+6.8(1) \times$ $\left.10^{-6} T+2.6(1) \times 10^{-9} T^{2}\right] ; b_{\mathrm{p}}(T)=3.76433(5)\left[1+3.17(8) \times 10^{-6} T+1.1(2) \times 10^{-9} T^{2}\right] ; c_{\mathrm{p}}(T)=3.67023(7)$ $\left[1+7.12(4) \times 10^{-6} T+2.21(4) \times 10^{-9} T^{2}\right]$ for the temperature range $300-1200 \mathrm{~K}$.


FIGURE 16 Lattice parameters (A-C) and cell volume (D) of $\mathrm{TmAlO}_{3}$ obtained on cooling (open symbols) and heating (solid symbols) between 12 and 300 K . The dashed lines are polynomial fits: $a_{\circ}(T)=5.1404(2)\left[1+5.7(9) \times 10^{-6} T-3.2(7) \times 10^{-8} T^{2}+8(1) \times 10^{-11} T^{3}\right] ; b_{\circ}(T)=$ 5.3227(2) $\left[1+1.9(3) \times 10^{-7} T+2.7(5) \times 10^{-9} T^{2}+1.2(4) \times 10^{-11} T^{3}\right] ; c_{\circ}(T)=7.3238(3)[1+7.6(6) \times$ $10^{-7} T+1.7(3) \times 10^{-8} T^{2}-4.7(6) \times 10^{-12} T^{3}$ ] for the temperature range $12-300 \mathrm{~K}$.


FIGURE 17 Normalized lattice parameters and cell volume of $\mathrm{TmAlO}_{3}$ over the temperature range 12-1170 K. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.6346(2)\left[1+1.13(3) \times 10^{-8} T^{2}-3.5(2) \times\right.$ $\left.10^{-11} T^{3}\right] ; b_{\mathrm{p}}(T)=3.7654(3)\left[1+7.8(4) \times 10^{-8} T^{2}-3.2(3) \times 10^{-12} T^{3}\right] ; c_{\mathrm{p}}(T)=3.6639(3)\left[1+1.33(5) \times 10^{-8} T^{2}-\right.$ $\left.5.0(4) \times 10^{-11} T^{3}\right]$ for the temperature range $300-1223 \mathrm{~K}$.

TABLE 16 Structural parameters of $\mathrm{TmAlO}_{3}$ (S.G. Pbnm) at different temperatures

|  | Parameters | Vasylechko et al. $(2003 a)^{1}$ | Senyshyn <br> et al. (2005) ${ }^{2}$ | Senyshyn et al. (2005) ${ }^{2}$ | This work ${ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RT | 12 K | RT | 1223 K |
|  | $a(\AA)$ | 5.14495(6) | 5.13962(6) | 5.14502(5) | 5.19409(5) |
|  | $b$ ( ${ }_{\text {A }}$ ) | 5.32816(5) | $5.32137(6)$ | 5.32817(5) | 5.35683(5) |
| sites | $c(A)$ | 7.33442(9) | 7.32203(8) | 7.33491(7) | 7.40813(7) |
| Tm, 4c | $x$ | -0.0142(2) | -0.0134(2) | -0.0129(2) | -0.0126(2) |
|  | $y$ | 0.0579(1) | 0.0577(1) | 0.0577(1) | 0.0530(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.91(2) | 0.56(1) | 0.81(1) | 1.49(2) |
| Al, 46 | $x$ | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.36(11) | 0.62(10) | 0.83(9) | 1.03(9) |
| O1, 4 c | $x$ | 0.087(2) | 0.090(2) | 0.090(2) | 0.427(2) |
|  | $y$ | 0.4813(14) | 0.4835(15) | 0.479(2) | -0.029(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.0(2) | 0.1(2) | 1.0(3) | 2.2(3) |
| O2, 8d | $x$ | -0.3014(12) | -0.3028(13) | -0.2985(14) | 0.705(2) |
|  | $y$ | 0.3059(12) | 0.2990(13) | 0.3017(14) | 0.299(2) |
|  | $z$ | 0.0340(10) | 0.0463(10) | 0.0464(10) | 0.0464(13) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.20(14) | 0.57(13) | 1.0(2) | 1.7(2) |
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FIGURE 18 Temperature dependencies of normalized lattice parameters and cell volume of $\mathrm{YbAlO}_{3}$. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.6219(2)\left[1+1.4(2) \times 10^{-8} T^{2}-8.0(5) \times\right.$ $\left.10^{-11} T^{3}+2.1(5) \times 10^{-14} T^{4}\right] ; b_{p}(T)=3.7691(2)\left[1+4.3(3) \times 10^{-9} T^{2}+1.9(4) \times 10^{-12} T^{3}-2.0(6) \times\right.$ $\left.10^{-15} T^{4}\right] ; c_{p}(T)=3.65054(2)\left[1+3.0(2) \times 10^{-8} T^{2}-3.5(4) \times 10^{-11} T^{3}+1.4(2) \times 10^{-14} T^{4}\right]$ for the temperature range $19-1173 \mathrm{~K}$.
to the $a$ - and $c$-axes are almost the same, whereas the expansion parallel to the $b$ axis is substantially smaller. From the analysis of structural information, it was concluded that the thermal volume expansion of $3 \%$ between 283 and 1373 K may be associated with the expansion of the $\mathrm{AlO}_{6}$ octahedra.

Ross (1998) studied the crystal structure of $\mathrm{ScAlO}_{3}$ under pressure up to 5 GPa at RT using single-crystal X-ray diffraction. It was shown that the compression of the structure is anisotropic. The interoctahedral angles do not vary significantly with pressure, therefore the compression of the structure is entirely attributable to the compression of the $\mathrm{AlO}_{6}$ octahedra. It was found that the compressibility of constituent $\mathrm{AlO}_{6}$ and $\mathrm{ScO}_{12}$ polyhedra are well matched; therefore, the distortion of the structure shows no significant change with increasing pressure. Structural parameters of $\mathrm{ScAlO}_{3}$ are given in Table 20.

### 2.3 Solid solutions based on $\mathrm{RAlO}_{3}$ perovskite-type compounds

It has been shown in literature that isostructural orthoaluminates form continuous solid solutions where the lattice parameters change monotonically with the chemical composition. Morphotropic phase transitions are observed when the $\mathrm{RAlO}_{3}$ compounds belong to different structure types (Brusset et al., 1975; Arsenev et al., 1983). However, experimental data on the interaction in the $\mathrm{RAlO}_{3}-\mathrm{R}^{\prime} \mathrm{AlO}_{3}$ pseudo-binary systems are rather limited. Systems with first members of the $\mathrm{RAlO}_{3}$ series were studied extensively, whereas information on the interaction in the $\mathrm{RAlO}_{3}-\mathrm{R}^{\prime} \mathrm{AlO}_{3}$ systems with $\mathrm{Ho}, \mathrm{Tm}$, and Sc is not available.
$\mathrm{RAlO}_{3}$ compounds also form solid solution $\mathrm{RAl}_{1-x} \mathrm{M}_{x} \mathrm{O}_{3}$, in which cation substitution occurs in the octahedral sites. Brusset et al. (1975) discussed phase

TABLE 17 Structural parameters of $\mathrm{YbAlO}_{3}$ (S.G. Pbnm) at different temperatures

|  | Parameters | Radhakrishna et al. (1981) ${ }^{1}$ | Vasylechko et al. (2003a) ${ }^{2}$ | This work ${ }^{3}$ | This work ${ }^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 4.2 K | 298 K | 100 K | 1173 K |
|  | $a(\AA)$ | - | 5.1261(1) | 5.1210(2) | 5.17167(6) |
|  | $b$ (A) | - | 5.3314(1) | 5.3286(2) | $5.35761(6)$ |
| Atom: sites | $c(A)$ | - | 7.3132(2) | 7.3010(3) | 7.38376(8) |
| Yb, 4c | $x$ | -0.007(1) | -0.01362(6) | -0.0125(6) | -0.0132(3) |
|  | $y$ | 0.050(2) | 0.06007(5) | 0.0609(4) | 0.0559(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 0.40(1) | 0.80(3) | 1.50(2) |
| Al, 46 | $x$ | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 0.40(5) | 0.5(2) | 1.10(11) |
| O1, 4c | $x$ | -0.05(1) | 0.0912(10) | 0.091(5) | 0.080(3) |
|  | $y$ | 0.474(7) | 0.4716(8) | 0.463(5) | 0.482(3) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | 0.53(8) | 0.6(5) | 2.1(4) |
| O2, 8d | $x$ | -0.260(9) | -0.3004(7) | -0.303(4) | -0.299(2) |
|  | $y$ | 0.290(1) | 0.2991(5) | 0.296(4) | 0.299(2) |
|  | $z$ | -0.0070(4) | 0.0475(5) | 0.060(3) | 0.044(2) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | $-$ | 0.55(6) | 0.9(4) | 1.5(3) |
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FIGURE 19 Temperature dependencies of the normalized lattice parameters and cell volume of $\mathrm{LuAlO}_{3}$ over the temperature range of $18-1173 \mathrm{~K}$. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=$ $3.60364(6)\left[1+2.54(7) \times 10^{-8} T^{2}-2.7(1) \times 10^{-11} T^{3}+1.00(8) \times 10^{-14} T^{4}\right] ; b_{\mathrm{p}}(T)=3.76810(5)[1+$ $\left.1.16(5) \times 10^{-9} T^{2}-1.0(1) \times 10^{-12} T^{3}+3.4(6) \times 10^{-15} T^{4}\right] ; c_{p}(T)=3.64625(6)\left[1+2.44(6) \times 10^{-8} T^{2}-\right.$ $2.6(1) \times 10^{-11} T^{3}+9.7(7) \times 10^{-15} T^{4}$ ] for the temperature range $19-1173 \mathrm{~K}$.
relationships in $\mathrm{RAlO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{La}, \mathrm{Pr}$, and Nd$)$ systems. According to this study, two kinds of $\mathrm{RAl}_{1-x} \mathrm{Ga}_{x} \mathrm{O}_{3}$ solid solutions with rhombohedral and pseudo-monoclinic (orthorhombic) structures exist in these systems. In the $\mathrm{LaAlO}_{3}-\mathrm{LaGaO}_{3}$ system, the boundary separating rhombohedral and orthorhombic (pseudo-monoclinic) structure is located at $95 \mathrm{~mol} . \% \mathrm{LaGaO}_{3}$. This observation was recently confirmed by Matraszek et al. (2003). The authors showed that solid solutions $\mathrm{LaAl}_{1-x} \mathrm{Ga}_{x} \mathrm{O}_{3}$ with $x=0.95$ display orthorhombic $\mathrm{GdFeO}_{3}$-type structures, whereas for compositions with $x \leq 0.9$, the rhombohedral $R \overline{3} c$ structure is typical. Reported variation of the lattice parameters confirms the existence of the solid solution with rhombohedral structure in the $\mathrm{LaAlO}_{3}$ $\mathrm{LaGaO}_{3}$ system. In the $\mathrm{PrAlO}_{3}-\mathrm{PrGaO}_{3}$ and $\mathrm{NdAlO}_{3}-\mathrm{NdGaO}_{3}$ systems, miscibility gaps were reported (Brusset et al., 1975).

The formation of solid solutions in $\mathrm{RAlO}_{3}-\mathrm{RFeO}_{3}(\mathrm{R}=\mathrm{Tb}$ and Er$)$ has been studied by Bombik et al. $(1997,2005 b)$. Refined values of structural parameters and concentration dependence of the lattice parameters clearly prove the existence of a continuous $\mathrm{TbAl}_{1-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ solid solution with the orthorhombic Pbnm structure in $\mathrm{TbAlO}_{3}-\mathrm{TbFeO}_{3}$. For $\mathrm{ErAlO}_{3}-\mathrm{ErFeO}_{3}$ system, single-phase specimens with the orthorhombic $\mathrm{GdFeO}_{3}$ type of crystal structure were obtained for $\mathrm{ErFe}_{1-x} \mathrm{Al}_{x} \mathrm{O}_{3}$ compositions with $0 \leq x \leq 0.4$.

The formation of mixed aluminates-chromites with perovskite structures in $\mathrm{RAlO}_{3}-\mathrm{RCrO}_{3}(\mathrm{R}=\mathrm{Gd}$ and Yb$)$ has been studied by Golub et al. (1978). It was shown that a continuous solid solution $\mathrm{GdAl}_{1-x} \mathrm{Cr}_{x} \mathrm{O}_{3}$ with an orthorhombic structure is formed in the $\mathrm{GdAlO}_{3}-\mathrm{GdCrO}_{3}$ system, whereas in the system with ytterbium, the stability range of the $\mathrm{YbAl}_{1-x} \mathrm{Cr}_{x} \mathrm{O}_{3}$ solid solution is limited to $0.65 \leq x \leq 1$.

For $\mathrm{RAlO}_{3}$ compounds, simultaneous substitution of R - and Al-cations, including compensative aliovalent substitution, is also typical. In particular, the solid

TABLE 18 Structural parameters of $\mathrm{LuAlO}_{3}$ (S.G. Pbnm) at different temperatures

|  | Parameters | Vasylechko <br> et al. (2003a) |  | This work ${ }^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

${ }^{1}$ X-ray powder diffraction data.
${ }^{2}$ Synchrotron powder diffraction data.
solutions $\mathrm{R}_{1-x} \mathrm{Ca}_{x} \mathrm{Al}_{1-x} \mathrm{Ti}_{x} \mathrm{O}_{3}(\mathrm{R}=\mathrm{La}, \mathrm{Nd}$, and Sm$)$ are known to exist in the corresponding $\mathrm{RAlO}_{3}-\mathrm{CaTiO}_{3}$ systems (Jančar et al., 2001; Grebenshchikov et al., 2003; Jančar et al., 2004).

In the present section, structural peculiarities of solid solutions in $\mathrm{RAlO}_{3}-\mathrm{R}^{\prime} \mathrm{AlO}_{3}$ pseudo-binary systems are considered and discussed.

### 2.3.1 $\mathrm{LaAlO}_{3}-\mathrm{RAlO}_{3}$

Among the $\mathrm{LaAlO}_{3}-\mathrm{RAlO}_{3}$ systems, the most extensively studied are the systems with $\mathrm{R}=$ cerium and praseodymium, for which a full or partial phase diagrams were reported. Since the phase behaviour in those systems is for the most part determined by peculiarities of the $\mathrm{CeAlO}_{3}$ and $\mathrm{PrAlO}_{3}$ structures, they will be analysed in the corresponding sections devoted to $\mathrm{CeAlO}_{3}{ }^{-}$and $\mathrm{PrAlO}_{3}$-based solid solutions.

In the $\mathrm{LaAlO}_{3}-\mathrm{NdAlO}_{3}$ pseudo-binary system, a continuous solid solution with rhombohedral structure exists at RT. Lattice parameters and cell volume of the


FIGURE 20 Temperature dependencies of normalized lattice parameters and cell volume of $\mathrm{YAlO}_{3}$ according to Vasylechko et al. (2003a) (solid symbols) and Chaix-Pluchery et al. (2005) (open symbols). For comparison, the data for $\mathrm{YAl}_{0.95} \mathrm{Mg}_{0.05} \mathrm{O}_{3-x}$ (Ranløv and Nielsen, 1995), crossed symbols, are also shown. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.6608(8)[1+8.3(6) \times$ $\left.10^{-9} T^{2}-7.0(9) \times 10^{-13} T^{3}\right] ; b_{p}(T)=3.7658(5)\left[1+3.1(7) \times 10^{-9} T^{2}+2.0(5) \times 10^{-13} T^{3}\right] ; c_{p}(T)=3.6845(7)$ $\left[1+9.1(9) \times 10^{-9} T^{2}-1.8(8) \times 10^{-13} T^{3}\right]$ for the temperature range $300-1223 \mathrm{~K}$.
corresponding $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ samples decrease monotonically with increasing neodymium content (Figure 23).

Similar to the end members, the mixed lanthanide $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ samples undergo a phase transition from the rhombohedral to cubic structure at elevated temperatures. Geller and Raccah (1970) observed such a transition in $\mathrm{La}_{0.65} \mathrm{Nd}_{0.35} \mathrm{AlO}_{3}$ near 1230 K and Vasylechko et al. (2007b) reported transition temperatures of 1095,1350 , and 1780 K for $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ samples with $x=0.2$, 0.38 , and 0.7 , respectively. No LT transitions were found in the $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ system down to 12 K . The temperature evolution of the lattice parameters of $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ solid solution is illustrated for $\mathrm{La}_{0.8} \mathrm{Nd}_{0.2} \mathrm{AlO}_{3}$ and $\mathrm{La}_{0.68} \mathrm{Nd}_{0.32} \mathrm{AlO}_{3}$ in Figure 24. The refined values of structural parameters for various compositions in the $\mathrm{LaAlO}_{3}-\mathrm{NdAlO}_{3}$ system are given in Table 21.

Based on the results reported in the literature, the following phase diagram of the $\mathrm{LaAlO}_{3}-\mathrm{NdAlO}_{3}$ pseudo-binary system may be constructed (Figure 25).

Much different phase relationships are observed in $\mathrm{LaAlO}_{3}-\mathrm{RAlO}_{3}$ with $\mathrm{RAlO}_{3}$ compounds possessing an orthorhombic structure at RT. In such systems, two types of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ solid solutions with different perovskite-type structures occur. Originally, phase relationships in $\mathrm{LaAlO}_{3}-\mathrm{EuAlO}_{3}$ and $\mathrm{LaAlO}_{3}-\mathrm{GdAlO}_{3}$ at RT have been described by Brusset et al. (1975). It was reported that $\mathrm{La}_{1-x} \mathrm{Eu}_{x} \mathrm{AlO}_{3}$ solid solutions with rhombohedral and pseudo-monoclinic (orthorhombic) structures are formed for $x<0.5$ and $x>0.64$, respectively. Immiscibility gap exists between these two perovskite-type phases. In the $\mathrm{LaAlO}_{3}-\mathrm{GdAlO}_{3}$ system, the boundary between the rhombohedral and pseudo-monoclinic or pseudo-cubic phase is located near 0.4 molar fractions of $\mathrm{GdAlO}_{3}$. The data were confirmed for the majority of structures in recent investigations performed


FIGURE 21 Dependencies of the lattice parameters ( $\mathrm{A}-\mathrm{C}$ ) and cell volume ( D ) of the Mn - and Nd-doped $\mathrm{YAlO}_{3}$ crystals at low temperature, obtained from synchrotron and neutron powder diffraction data. The dashed lines are polynomial fits: $a_{0}(T)=5.1724(2)\left[1-3.7(9) \times 10^{-7} T+\right.$ $\left.4.0(6) \times 10^{-8} T^{2}-5(1) \times 10^{-11} T^{3}\right] ; b_{\circ}(T)=5.3289(2)\left[1-3.3(9) \times 10^{-6} T+2.7(5) \times 10^{-8} T^{2}-7(1) \times 10^{-12} T^{3}\right] ;$ $c_{0}(T)=7.3614(3)\left[1-4.4(9) \times 10^{-6} T+4.5(6) \times 10^{-8} T^{2}-6.0(9) \times 10^{-11} T^{3}\right]$ for temperature range 50-300 K (synchrotron) and $a_{\circ}(T)=5.17248(5)\left[1-8.7(4) \times 10^{-7} T+2.4(3) \times 10^{-8} T^{2}-1.26(9) \times\right.$ $\left.10^{-11} T^{3}\right] ; b_{\circ}(T)=5.32662(4)\left[1+4.2(2) \times 10^{-7} T-1.2(3) \times 10^{-8} T^{2}+4.6(8) \times 10^{-11} T^{3}\right] ; c_{\circ}(T)=7.36097(8)$ $\left[1-1.0(4) \times 10^{-6} T+2.7(4) \times 10^{-8} T^{2}-2.3(6) \times 10^{-11} T^{3}\right]$ for temperature range $3-240 \mathrm{~K}$ (neutrons).
by Basyuk et al. (2007a) (Figure 26B and C). In addition to the two systems mentioned above, the concentration-induced phase transition has also been observed in $\mathrm{LaAlO}_{3}-\mathrm{SmAlO}_{3}$, where both rhombohedral and orthorhombic phases co-exist around 0.6 molar fractions of $\mathrm{SmAlO}_{3}$ (Figure 26A).

Increasing the difference between ionic radii of R-elements in the $\mathrm{LaAlO}_{3}-\mathrm{RAlO}_{3}$ systems results in the expansion of the immiscibility gab between rhombohedral and orthorhombic phases and its shift towards $\mathrm{LaAlO}_{3}$. For example, the two-phase region in the $\mathrm{LaAlO}_{3}-\mathrm{TbAlO}_{3}$ pseudo-binary system is observed between 0.18 and 0.42 molar fractions of $\mathrm{TbAlO}_{3}$ (Figure 26D), and in the $\mathrm{LaAlO}_{3}-\mathrm{ErAlO}_{3}$ system, the existence of the rhombohedral phase only extends to 0.07 molar fractions of $\mathrm{ErAlO}_{3}$ (Figure 26E). In $\mathrm{LaAlO}_{3}-\mathrm{YAlO}_{3}$, the pure rhombohedral structure was observed in $\mathrm{La}_{0.9} \mathrm{Y}_{0.1} \mathrm{AlO}_{3}$ sample, whereas

TABLE 19 Structural parameters of $\mathrm{YAlO}_{3}$ (S.G. Pbnm) at different temperatures

| Atom: sites | Parameters | Diehl and Braundt (1975) ${ }^{7}$ | Ross $(1996)^{2}$ | Vasylechko et al. (1999a) ${ }^{2}$ | Vasylechko et al. (2000a) ${ }^{3}$ | Ross et al. $(2004 c)^{4}$ | This work ${ }^{5}$ | This work ${ }^{5}$ | This work ${ }^{6}$ | This work ${ }^{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RT | RT | $\mathrm{RT}^{7}$ | $\mathrm{RT}^{8}$ | RT | $3 \mathrm{~K}^{7}$ | $160 \mathrm{~K}^{7}$ | $50 \mathrm{~K}^{8}$ | $1173 \mathrm{~K}^{8}$ |
|  | $a($ A $)$ | 5.180(2) | 5.1671(6) | 5.17901(7) | 5.1791(1) | 5.18027(38) | 5.17242(9) | 5.17467 (10) | 5.17194(6) | 5.23087(4) |
|  | $b$ (A) | 5.330(2) | 5.3148(8) | 5.32663(7) | 5.3266(1) | 5.32951 (16) | 5.32659(9) | 5.32627 (10) | $5.32804(6)$ | $5.34975(4)$ |
|  | $c$ ( A ) | 7.375(2) | 7.3538(9) | 7.36971(9) | 7.3697(2) | 7.37059(12) | 7.36085(13) | 7.36414(15) | 7.36063(9) | 7.44006(6) |
| Y, 4 c | $x$ | -0.0104(2) | 0.9882(3) | -0.0117(3) | -0.01177(4) | -0.01192(7) | 0.01241(12) | 0.01240(14) | -0.0122(2) | -0.0091(3) |
|  | $y$ | 0.0526(2) | 0.0527(3) | 0.0528(2) | 0.05299(3) | 0.05305(7) | 0.55406(9) | 0.55354(10) | 0.0542(2) | 0.0470(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.75 (6)* | 0.71(4) | 1.38(3) | 0.383(7) | 0.420(11) | 0.12(1)* | 0.172(11)* | 0.63(2) | 1.74(2) |
| $\mathrm{Al}, 4 b$ | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.69(17)* | 0.86(4) | 0.90(7) | 0.37(2) | 0.342(20) | 0.126(15)* | 0.19(2)* | 0.75(5) | 1.55(8) |
| O1, 4 c | $x$ | 0.086(2) | 0.0832(17) | 0.086(2) | 0.0841(4) | 0.0840(6) | -0.08385(15) | -0.08359(17) | 0.0840(10) | 0.0803(11) |
|  | $y$ | 0.475(2) | 0.4769(23) | 0.472(2) | 0.4784(3) | 0.4775(5) | -0.02195(13) | -0.02194(15) | 0.4833(9) | 0.4876(10) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.8(4)* | 0.92(17) | 1.6(2) | 0.42(3) | 0.51(4) | 0.056(13)* | $0.108(14)^{*}$ | 0.75(12) | 1.8(2) |
| O2, 8d | $x$ | -0.297(2) | 0.7072(9) | 0.7079(12) | -0.2948(3) | 0.7049(3) | 0.20470(10) | 0.20464(11) | -0.2956(8) | -0.3010(9) |
|  | $y$ | 0.293(2) | 0.2923(14) | 0.2920 (11) | 0.2945(2) | 0.2949(3) | 0.29483(9) | 0.29464(10) | 0.2883(8) | 0.2978(9) |
|  | $z$ | 0.044(2) | 0.0421(12) | 0.0463(8) | 0.0439(2) | 0.0441(2) | 0.04427(7) | 0.04408(7) | 0.0461(5) | 0.0422(6) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.0(3)* | 0.61(11) | 1.01(14) | 0.43(2) | 0.47(3) | 0.14(1)* | 0.182(13)* | 1.00(9) | 1.8(2) |
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FIGURE 22 Temperature dependencies of the normalized lattice parameters and cell volume of $\mathrm{ScAlO}_{3}$ according to Hill and Jackson (1990). Open symbols show data obtained from the continuous-scan powder diffraction measurements, symbols with dots show step-scan Rietveld powder refinement data. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.4862(9)[1+1.3(1) \times$ $\left.10^{-9} T^{2}-4.8(6) \times 10^{-13} T^{3}\right] ; b_{\mathrm{p}}(T)=3.6931(9)\left[1+1.03(9) \times 10^{-9} T^{2}-4.11(6) \times 10^{-13} T^{3}\right] ; c_{\mathrm{p}}(T)=3.595(2)$ $\left[1+1.3(2) \times 10^{-9} T^{2}-4.6(1.4) \times 10^{-13} T^{3}\right]$ for the temperature range $300-1473 \mathrm{~K}$.
$\mathrm{La}_{0.3} \mathrm{Y}_{0.7} \mathrm{AlO}_{3}, \mathrm{La}_{0.2} \mathrm{Y}_{0.8} \mathrm{AlO}_{3}$, and $\mathrm{La}_{0.1} \mathrm{Y}_{0.9} \mathrm{AlO}_{3}$ compositions show orthorhombic symmetry. Two perovskite-type phases with rhombohedral and orthorhombic structures have been found in $\mathrm{La}_{1-x} \mathrm{Y}_{x} \mathrm{AlO}_{3}$ samples with nominal compositions of $x=0.2,0.3,0.5$, and 0.6 (Figure 26F). Somewhat different phase relationships in the $\mathrm{LaAlO}_{3}-\mathrm{YAlO}_{3}$ system were reported by Kyomen and Itoh (2002). The authors claim that the $\mathrm{La}_{1-x} \mathrm{Y}_{x} \mathrm{AlO}_{3}$ samples with $x=0.1,0.3$, and 0.9 have been obtained as single phases, whereas the $x=0.5$ sample separates into two phases with perovskite-type structures, possibly lanthanum-rich and yttrium-rich ones. Based on X-ray powder diffraction patterns, rhombohedral symmetry was suggested for the sample with $x=0.1$, whereas the yttrium-rich $\mathrm{La}_{0.1} \mathrm{Y}_{0.9} \mathrm{AlO}_{3}$ sample was shown to be orthorhombic. Unexpectedly, the orthorhombic Pnma structural model was also chosen for the Rietveld refinement of the lanthanum-rich $\mathrm{La}_{0.7} \mathrm{Y}_{0.3} \mathrm{AlO}_{3}$ sample. The authors claimed that the statistical (crystallographic) reliability parameters were sufficiently good, therefore such an assumption for the space group was considered to be plausible. Unfortunately, neither refined values of the structural parameters nor lattice dimensions were reported in this paper. Figure 26 shows the compositional dependencies of the lattice dimensions of solid solutions in the $\mathrm{LaAlO}_{3}-\mathrm{RAlO}_{3}$ systems ( $\mathrm{R}=\mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd}, \mathrm{Tb}, \mathrm{Er}$, and Y ) at RT.

The HT behaviour of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ solid solutions with different perovskite structures was examined using the examples of $\mathrm{La}_{1-x} \mathrm{Sm}_{x} \mathrm{AlO}_{3}(x=0.1$ and 0.9) and $\mathrm{La}_{1-x} \mathrm{Eu}_{x} \mathrm{AlO}_{3}(x=0.1$ and 0.8) (Basyuk and Vasylechko, 2007, unpublished data). It was shown that depending on the composition, two kinds of phase transitions can be observed among $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ solid solutions. A first-order transition from the orthorhombic to rhombohedral structure occurs in $\mathrm{La}_{0.1} \mathrm{Sm}_{0.9} \mathrm{AlO}_{3}$ and $\mathrm{La}_{0.2} \mathrm{Eu}_{0.8} \mathrm{AlO}_{3}$ at 823 and 1025 K , respectively (Figure 27A and C). A similar

TABLE 20 Structural parameters of $\mathrm{ScAlO}_{3}$ (S.G. Pbnm)

| Atom: sites | Parameters | Reid and Ringwood (1975) ${ }^{1}$ | Sinclair et al. (1979) ${ }^{2}$ | Ross $(1998)^{2}$ | Hill and Jackson (1990) ${ }^{1}$ | Hill and Jackson (1990) ${ }^{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RT | RT | RT | 283 K | 1373 K |
|  | $a(\AA)$ | 4.933(3) | 4.9355(3) | 4.9371(7) | 4.9370(2) | 4.9930(2) |
|  | $b$ (A) | 5.226(3) | 5.2313(3) | 5.2322(7) | 5.2321(2) | 5.2690(2) |
|  | $c(\AA)$ | 7.193(5) | 7.2007(5) | 7.2042(6) | 7.2045(2) | 7.2846(2) |
| Sc, $4 c$ | $x$ | 0.974(4) | 0.9793(1) | 0.9796(3) | 0.9775(3) | 0.9813(3) |
|  | $y$ | 0.072(4) | 0.0701(1) | 0.0695(2) | 0.0700(2) | 0.0676(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.4 | 0.35 | 0.67(3) | 0.46(5) | 0.96(4) |
| Al, 46 | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.4 | 0.29 | 0.63(4) | 0.23(6) | 0.49(5) |
| O1, 4 c | $x$ | 0.133(11) | 0.1196(3) | 0.1211(9) | 0.1252(8) | 0.1250(6) |
|  | $y$ | 0.446(12) | 0.4551(3) | 0.4561(9) | 0.4462(8) | 0.4478(7) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.4 | 0.34 | 0.75(8) | -0.02(10) | 0.08(8) |
| O2, 8d | $x$ | 0.691(8) | 0.6906(2) | 0.6897(6) | 0.6935(6) | 0.6919(5) |
|  | $y$ | 0.312(9) | 0.3061(2) | 0.3066(6) | 0.3055(5) | 0.3063(5) |
|  | $z \quad$ - | 0.075(6) | 0.0611(1) | 0.0609(3) | 0.0625(3) | 0.0621(3) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.4 | 0.37 | 0.61(6) | -0.61(7) | -0.10(7) |

[^16]

FIGURE 23 Concentration dependencies of the normalized lattice parameters and cell volume of $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ solid solution at RT (Basyuk et al., 2007a). Linear fit of lattice parameters: $a_{\mathrm{p}}(x)=3.7935(2)-0.0305(3) \times x ; c_{\mathrm{p}}(x)=3.7848(3)-0.0561(4) \times x$.
transition was observed in $\mathrm{La}_{0.32} \mathrm{Gd}_{0.68} \mathrm{AlO}_{3}$ at 850 K (Vasylechko, 2005). For the La-rich compositions $\mathrm{La}_{0.9} \mathrm{Sm}_{0.1} \mathrm{AlO}_{3}$ and $\mathrm{La}_{0.9} \mathrm{Eu}_{0.1} \mathrm{AlO}_{3}$, a continuous phase transition from rhombohedral to cubic structure takes place at 973 and 1120 K , respectively (Figure 27B and D). Refined structural parameters of different structural modifications of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ solid solutions ( $\mathrm{R}=\mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd}, \mathrm{Tb}, \mathrm{Er}$, and Y ) are summarized in Tables 22 and 23.

### 2.3.2 $\mathrm{CeAlO}_{3}-\mathrm{RAlO}_{3}$

First communication on the formation of solid solutions in $\mathrm{CeAlO}_{3}$-based systems appeared more than 40 years ago (Leonov, 1963). It was reported that continuous solid solutions with the (pseudo)-cubic perovskite structure are formed in $\mathrm{CeAlO}_{3}-\mathrm{LaAlO}_{3}$ and $\mathrm{CeAlO}_{3}-\mathrm{SmAlO}_{3}$ systems. A comprehensive study of the structural behaviour in $\mathrm{CeAlO}_{3}-\mathrm{RAlO}_{3}(\mathrm{R}=\mathrm{La}$ and Nd$)$ systems in the temperature range $12-1173 \mathrm{~K}$ has been performed by Vasylechko et al. (2007b). $\mathrm{Ce}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ solid solutions with tetragonal, orthorhombic, rhombohedral, and cubic perovskite-type structures are formed in $\mathrm{CeAlO}_{3}-\mathrm{LaAlO}_{3}$, depending on the composition and temperature. The sequence of the phase transitions I4/mcm-Imma-R $\overline{3} c-\operatorname{Pm} \overline{3} m$ detected in $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}$ samples is identical to that observed in $\mathrm{CeAlO}_{3}$. All transition temperatures decrease significantly with decreasing cerium concentration. The $\mathrm{CeAlO}_{3}-\mathrm{NdAlO}_{3}$ system exhibits a more complex behaviour. In contrast to the $\mathrm{CeAlO}_{3}-\mathrm{LaAlO}_{3}$ system, LT modifications of $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ solid solutions show a monoclinic deformation of the perovskite structure, and the tetragonal LT structure is observed only for the Ce-rich $\mathrm{Ce}_{0.9} \mathrm{Nd}_{0.1} \mathrm{AlO}_{3}$ sample. Thus, $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ samples with $x=0.3$ and 0.5 undergo a sequence of phase transformations $I 2 / m-\operatorname{Imma}-R \overline{3} c-\operatorname{Pm} \overline{3} m$, similar to those observed in praseodymium aluminate $\mathrm{PrAlO}_{3}$. For $\mathrm{Ce}_{0.9} \mathrm{Nd}_{0.1} \mathrm{AlO}_{3}$, three LT phase transitions were observed: I4/mcm-I2/m at $205 \mathrm{~K}, \mathrm{I} 2 / m$-Imma at 263 K ,


FIGURE 24 Temperature dependencies of the normalized lattice parameters and cell volume of $\mathrm{La}_{0.8} \mathrm{Nd}_{0.2} \mathrm{AlO}_{3}$ and $\mathrm{La}_{0.68} \mathrm{Nd}_{0.32} \mathrm{AlO}_{3}$ (Basyuk et al., 2007a). The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.7845(2)\left[1+1.14(3) \times 10^{-8} T^{2}-4.8(2) \times 10^{-12} T^{3}\right] ; c_{\mathrm{p}}(T)=3.7691(3)\left[1+1.69(4) \times 10^{-8} T^{2}-\right.$ $\left.6.6(4) \times 10^{-12} T^{3}\right]\left(\mathrm{La}_{0.8} \mathrm{Nd}_{0.2} \mathrm{AlO}_{3}\right)$ and $a_{\mathrm{p}}(T)=3.77952(3)\left[1+1.069(8) \times 10^{-8} T^{2}-3.97(7) \times 10^{-12} T^{3}\right]$; $c_{p}(T)=3.7582(2)\left[1+1.86(4) \times 10^{-8} T^{2}-7.9(3) \times 10^{-12} T^{3}\right]\left(\mathrm{La}_{0.68} \mathrm{Nd}_{0.32} \mathrm{AlO}_{3}\right)$.
and Imma-R $\overline{3} c$ at 405 K . A fourth HT transition to the cubic structure was predicted to occur at 1360 K . The thermal behaviour of the lattice parameters in $\mathrm{Ce}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ solid solutions of $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{AlO}_{3}$ and $\mathrm{Ce}_{0.5} \mathrm{Nd}_{0.5} \mathrm{AlO}_{3}$ samples is presented in Figure 28A and B.

Final results of the structural refinements of different $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}$ and $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ polymorphs are summarized in Tables 24 and 25 . Based on the in situ powder diffraction and DTA/DSC studies, the phase diagrams of the $\mathrm{CeAlO}_{3}-\mathrm{LaAlO}_{3}$ and $\mathrm{CeAlO}_{3}-\mathrm{NdAlO}_{3}$ pseudo-binary systems have been constructed (Figure 29A and B).

The synthesis and in situ low- and high-temperature powder diffraction examinations of $\mathrm{Ce}_{1-x} \mathrm{Pr}_{x} \mathrm{AlO}_{3}$ compositions with $x=0.1,0.3,0.5,0.7$, and 0.9 within the

TABLE 21 Structural parameters of rhombohedral (S.G. $R \overline{3} c$ ) and cubic (S.G. Pm $\overline{3} m$ ) modifications of $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ solid solutions refined from synchrotron powder diffraction data (Basyuk and Vasylechko, 2007)

|  | Parameters | $\mathrm{La}_{0.3} \mathrm{Nd}_{0.7}$ | $\mathrm{La}_{0.3} \mathrm{Nd}_{0.7}$ | $\mathrm{La}_{0.62} \mathrm{Nd}_{0.38}$ | $\mathrm{La}_{0.62} \mathrm{Nd}_{0.38}$ | $\mathrm{La}_{0.62} \mathrm{Nd}_{0.38}$ | $\mathrm{La}_{0.8} \mathrm{Nd}_{0.2}$ | $\mathrm{La}_{0.8} \mathrm{Nd}_{0.2}$ | $\mathrm{La}_{0.8} \mathrm{Nd}_{0.2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $R \overline{3} \mathrm{C}$ (298 K) | $R \overline{3} C$ (1173 K) | $R \overline{3} c(12 \mathrm{~K})$ | $R \overline{3} c(298$ K) | $R \overline{3} C$ (1173 K) | $R \overline{3} \mathrm{C}(298 \mathrm{~K})^{\#}$ | $R \overline{3} C$ (973 K) | Pm $\overline{3} m$ $(1173 \mathrm{~K})^{\#}$ |
|  | $a(\AA)$ | $5.33554(2)$ | 5.37544(4) | $5.34514(6)$ | 5.34937(2) | 5.3897(1) | 5.35667(2) | 5.3863(2) | 3.81641(2) |
| Atom: sites | $c(\AA)$ | 12.97835(8) | 13.1286(2) | 13.0176(1) | 13.03927(9) | 13.1896(5) | 13.0727(1) | 13.187(1) | - |
| $\begin{aligned} & \mathrm{La}(\mathrm{Nd}): 6 c \text { in } R \overline{3} c ; \\ & 1 b \text { in } P m \overline{3} m \end{aligned}$ | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1/2 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/2 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.684(5) | 1.48(2) | 0.171(4) | 0.671(5) | 1.46(3) | 0.640(7) | 1.27(5) | 1.387(9) |
| Al: $6 b$ in $R \overline{3} c$; $1 a$ in $\mathrm{Pm} \overline{3} m$ | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.45(2) | 1.20(8) | 0.29(2) | 0.64(2) | 1.1(2) | 0.60(4) | 0.9(2) | 0.87(3) |
| $\begin{array}{r} \mathrm{O}: 18 e \text { in } R \overline{3} c ; \\ 3 d \text { in } P m \overline{3} m \end{array}$ | $x$ | 0.5382(7) | 0.5367(13) | 0.5355(8) | 0.5375(6) | 0.529(2) | 0.5282(8) | 0.514(3) | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.31(7) | 1.4(2) | 0.39(6) | 0.53(5) | 1.16(10) | 0.61(5) | 1.23(8) | 1.57(11) |

\# © JCPDS-International Centre for Diffraction data, to be published.


FIGURE 25 Phase diagram of the $\mathrm{LaAlO}_{3}-\mathrm{NdAlO}_{3}$ pseudobinary system. The letters $\mathrm{L}, \mathrm{C}$ and Rh designate liquid, cubic, and rhombohedral phase fields, respectively. Temperatures of the rhombohedral-to-cubic phase transition for $\mathrm{La}_{0.62} \mathrm{Nd}_{0.38} \mathrm{AlO}_{3}$ and $\mathrm{La}_{0.3} \mathrm{Nd}_{0.7} \mathrm{AlO}_{3}$ have been estimated from the extrapolation of the rhombohedral cell parameters ratio. Transition temperatures in the pure $\mathrm{RAlO}_{3}$ compounds and their melting points are taken from Fay and Brandle (1967), Howard et al. (2000), Geller and Raccah (1970), and Portnoj and Timofeeva (1986). Linear fit of the critical temperatures in $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}: T_{\mathrm{C}-\mathrm{Rh}}(x)=826(26)+1290(47) \times x$; $T_{\mathrm{L}}(x)=2369(25)-56(39) \times x$.
$\mathrm{CeAlO}_{3}-\mathrm{PrAlO}_{3}$ pseudo-binary system have been reported in Vasylechko et al. (2004b). According to this study, five $\mathrm{Ce}_{1-x} \mathrm{Pr}_{x} \mathrm{AlO}_{3}$ phases with tetragonal, monoclinic, orthorhombic, rhombohedral, and cubic symmetry were found depending on composition and temperature. A tentative phase diagram of the $\mathrm{CeAlO}_{3}-\mathrm{PrAlO}_{3}$ system has been proposed according to the results of in situ synchrotron powder diffraction and DTA/DSC investigations (Figure 30). Taking into account the observed sequence of phase transitions $I 4 / m c m-I 2 / m-I m m a-R \overline{3} c-P m \overline{3} m$ and only subtle differences between different kinds of perovskite-type structures, a comprehensive understanding of this system requires high-resolution neutron and synchrotron powder diffraction studies, especially at the phase boundaries between the tetragonal and monoclinic (pseudo-tetragonal) structures. Additional in situ single crystal diffraction experiments should also be beneficial. Unfortunately, such investigations are quite complicated due to poly-domain microstructure of these materials and associated difficulties in obtaining single-domain specimens suitable for data collection.

### 2.3.3 $\mathrm{PrAlO}_{3}-\mathrm{RAlO}_{3}$

$\mathrm{PrAlO}_{3}$ forms continuous solid solutions with the isostructural lanthanum and neodymium aluminates in the whole range of concentrations. Rhombohedral lattice parameters and cell volumes of $\operatorname{Pr}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}$ and $\operatorname{Pr}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ samples


FIGURE 26 Concentration dependencies of the normalized lattice parameters and cell volumes of rhombohedral ( Rh ) and orthorhombic ( O ) solid solutions $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{AlO} \mathrm{O}_{3}(\mathrm{R}=\mathrm{Sm}, \mathrm{Eu}$, $\mathrm{Gd}, \mathrm{Tb}, \mathrm{Er}, \mathrm{Y}$ ) at RT according to Basyuk et al. (2007a). The shaded areas correspond to two-phase regions.
change monotonically with compositions, in accordance with the variation of the ionic radii of the rare earth elements (Figure 31A and B).

Details about the formation of $\mathrm{PrAlO}_{3}$-based solid solutions are known since 1970, when Geller and Raccah (1970) examined HT phase transitions in selected


FIGURE 27 Temperature dependencies of the normalized lattice parameters and cell volumes of $\mathrm{La}_{1-x} \mathrm{Sm}_{x} \mathrm{AlO}_{3}, x=0.1$ and $0.9(\mathrm{~A}, \mathrm{~B})$ and $\mathrm{La}_{1-x} \mathrm{Eu}_{x} \mathrm{AlO}_{3}, x=0.1$ and 0.8 (C, D) (Basyuk and Vasylechko, 2007). The letters O, Rh, and C designate orthorhombic, rhombohedral, and cubic phases, respectively. The dashed lines are polynomial fits: $\mathrm{La}_{0.1} \mathrm{Sm}_{0.9} \mathrm{AlO}_{3} a_{\mathrm{p}}(T)=3.7455(3)$ $\left[1+1.43(9) \times 10^{-8} T^{2}-6(1) \times 10^{-12} T^{3}\right] ; b_{\mathrm{p}}(T)=3.7400(1)\left[1+8.60(4) \times 10^{-8} T^{2}-3.3(5) \times 10^{-12} T^{3}\right] ; c_{\mathrm{p}}(T)=$ $3.7383(2)\left[1+1.07(7) \times 10^{-8} T^{2}-4.3(9) \times 10^{-12} T^{3}\right]$; (orthorhombic) and $a_{\mathrm{p}}(T)=3.748(2)[1+1.3(2) \times$ $\left.10^{-8} T^{2}-5.5(9) \times 10^{-12} T^{3}\right] ; c_{p}(T)=3.707(3)\left[1+1.9(2) \times 10^{-8} T^{2}-8(1) \times 10^{-12} T^{3}\right]$ (rhombohedral);
$\mathrm{La}_{0.9} \mathrm{Sm}_{0.1} \mathrm{AlO}_{3} a_{\mathrm{p}}(T)=3.7865(1)\left[1+1.21(3) \times 10^{-8} T^{2}-5.5(3) \times 10^{-12} T^{3}\right] ; c_{\mathrm{p}}(T)=3.7727(3)[1+1.65(6) \times$ $\left.10^{-8} T^{2}-6.0(6) \times 10^{-12} T^{3}\right]$ (rhombohedral) and $a_{\mathrm{p}}(T)=3.7694(9)+4.24(9) \times 10^{-5} T$ (cubic); $\mathrm{La}_{0.2} \mathrm{Eu}_{0.8} \mathrm{AlO}_{3} a_{\mathrm{p}}(T)=3.7441(2)\left[1+1.30(4) \times 10^{-8} T^{2}-5.1(4) \times 10^{-12} T^{3}\right] ; b_{\mathrm{p}}(T)=3.7433(2)[1+0.79(4) \times$ $\left.10^{-8} T^{2}-2.6(4) \times 10^{-12} T^{3}\right] ; c_{p}(T)=3.7392(2)\left[1+1.18(4) \times 10^{-8} T^{2}-5.4(4) \times 10^{-12} T^{3}\right]$; (orthorhombic) and $a_{\mathrm{p}}(T)=3.7464(1)+2.89(1) \times 10^{-5} T ; c_{\mathrm{p}}(T)=3.709(1)+4.2(2) \times 10^{-5} T$; (rhombohedral); $\mathrm{La}_{0.9} \mathrm{Eu}_{0.1} \mathrm{AlO}_{3} a_{\mathrm{p}}(T)=3.78665(8)\left[1+1.05(1) \times 10^{-8} T^{2}-3.9(1) \times 10^{-12} T^{3}\right] ; c_{\mathrm{p}}(T)=3.7718(2)[1+1.68(3) \times$ $\left.10^{-8} T^{2}-6.8(3) \times 10^{-12} T^{3}\right]$ (rhombohedral) and $a_{\mathrm{p}}(T)=3.7679(9)+4.32(9) \times 10^{-5} T$ (cubic).
samples in the $\mathrm{PrAlO}_{3}-\mathrm{LaAlO}_{3}$ system. At the same time, Nordland and Van Uitert (1970) studied the LT variation of the dielectric constants of $\operatorname{Pr}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ samples between 300 and 5 K and showed that the temperatures of both 205 K and 151 K phase transformations in $\mathrm{PrAlO}_{3}$ are suppressed with the substitution of Nd for Pr. Five years later, Glynn et al. (1975) described the LT structural phase

TABLE 22 Structural parameters of orthorhombic modifications (S.G. Pbnm) of solid solutions $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ with $\mathrm{R}=\mathrm{Sm}$, Eu, Gd , Tb , Er, and Y (Basyuk and Vasylechko, 2007)

|  | Parameters | $\underline{\mathrm{La}_{0.1} \mathrm{Sm}_{0.9}}$ |  |  |  |  | $\underline{\mathrm{La}_{0.4} \mathrm{~Tb}_{0.6}}$ | $\underline{\mathrm{La}_{0.2} \mathrm{Er}_{0.8}}$ | $\underline{L \mathrm{La}_{0.1} Y_{0.9}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RT ${ }^{\text {\# }}$ | $723 \mathrm{~K}^{1}$ | RT ${ }^{\text {\# }}$ | $923 \mathrm{~K}^{1}$ | $\mathrm{RT}^{2}$ | $\mathrm{RT}^{2}$ | RT ${ }^{2}$ | RT ${ }^{2}$ |
|  | $a(\mathrm{~A})$ | 5.30261 (5) | $5.32370(6)$ | 5.30060(8) | 5.33247 (8) | 5.33081(9) | 5.3080(1) | 5.21330(6) | 5.19963(4) |
|  | $b$ ( ${ }_{\text {A }}$ ) | 5.29287(5) | $5.30644(8)$ | $5.29726(6)$ | 5.31865(9) | 5.30800(9) | 5.3058(1) | $5.32054(6)$ | $5.32351(4)$ |
| Atom: sites | $c(\AA)$ | $7.48232(7)$ | 7.5062(1) | 7.48484(9) | 7.5225(1) | 7.5040(1) | 7.4910(1) | 7.4118(1) | 7.39364(6) |
| $\mathrm{La}(\mathrm{R}), 4 \mathrm{c}$ | $x$ | -0.0049(2) | -0.0035(3) | -0.0051(2) | -0.0020(5) | -0.0036(4) | -0.0043(2) | -0.0099(2) | -0.0112(2) |
|  | $y$ | 0.02159(7) | 0.0158(1) | 0.02261(7) | 0.0144(1) | 0.0106(2) | 0.02192(7) | 0.0437(1) | 0.04680(9) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.618(5) | 1.026(8) | 0.771(5) | 1.406(9) | 0.86(2) | 0.88(1) | 0.75(2) | 0.66(1) |
| $\mathrm{Al}, 4 b$ | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.50(2) | 0.65(3) | 0.60(2) | 1.01(4) | 1.42(6) | 0.64(3) | 0.73(6) | 1.09(4) |
| O1, 4 c | $x$ | 0.061(2) | 0.062(3) | 0.072(2) | 0.070(2) | 0.086(2) | 0.1185(12) | 0.0789(13) | 0.0841(8) |
|  | $y$ | 0.4890(11) | 0.488(2) | 0.4887(13) | 0.494(2) | 0.489(3) | 0.4842(12) | 0.4880(12) | 0.4794(7) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.7(2) | 1.5(3) | 1.6(2) | 1.0(2) | 2.9(4) | 2.4(4) | 1.4(2) | 1.11(11) |
| O2, 8d | $x$ | -0.269(2) | -0.261(3) | -0.2612(15) | -0.253(3) | -0.262(3) | -0.260(2) | -0.2907(11) | -0.2976(6) |
|  | $y$ | 0.283(2) | 0.268(3) | 0.2812(14) | 0.277(2) | 0.256(4) | 0.2644(15) | 0.2927(11) | 0.2817(6) |
|  | $z$ | 0.0311(10) | 0.0279(15) | 0.0331(8) | 0.0283(12) | $0.0237(12)$ | 0.0265(6) | 0.0397(8) | 0.0363(4) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.81(11) | 1.3(2) | 0.16(8) | 1.2(2) | 0.20(13) | 0.4(4) | 1.38(13) | 0.94(7) |

[^17]TABLE 23 Structural parameters of rhombohedral (S.G. $R \overline{3} c$ ) and cubic (S.G. Pm $\overline{3} m$ ) solid solutions $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{AlO} \mathrm{O}_{3}$ with $\mathrm{R}=\mathrm{Sm}$, Eu, Gd , Tb , Er, and Y (Basyuk and Vasylechko, 2007)

|  | Parameters | $\mathrm{La}_{0.5} \mathrm{Sm}_{0.5}$ | $\mathrm{La}_{0.1} \mathrm{Sm}_{0.9}$ | $\mathrm{La}_{0.7} \mathrm{Eu}_{0.3}$ | $\mathrm{La}_{0.2} \mathrm{Eu}_{0.8}$ | $\mathrm{La}_{0.7} \mathrm{Gd}_{0.3}$ | $\mathrm{La}_{0.9} \mathrm{~Tb}_{0.1}$ | $\mathrm{La}_{0.9} \mathrm{Er}_{0.1}$ | $\mathrm{La}_{0.9} \mathrm{Y}_{0.1}$ | $\mathrm{La}_{0.9} \mathrm{Sm}_{0.1}$ | $\mathrm{La}_{0.9} \mathrm{Eu}_{0.1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $R \overline{3} C(\mathrm{RT})^{1}$ | $R \overline{3} C(1123 \mathrm{~K})^{7}$ | $R \overline{3} C(R T){ }^{1}$ | $R \overline{3} C(1123 \mathrm{~K})^{7}$ | $R \overline{3} C(R T)^{2}$ | $R \overline{3} C(R T){ }^{2}$ | $R \overline{3} C(R T){ }^{2}$ | $R \overline{3} C$ (RT) ${ }^{2}$ | $\begin{aligned} & P m \overline{3} m \\ & (1073 \mathrm{~K})^{7} \end{aligned}$ | $\begin{aligned} & P m \overline{3} m \\ & (1123 \mathrm{~K})^{1} \end{aligned}$ |
|  | $a(\AA)$ | 5.33550(6) | 5.34480(4) | 5.34485(3) | 5.34420(4) | 5.34527(3) | 5.35937(3) | 5.3591(1) | 5.36072(3) | 3.81483(2) | 3.81644(2) |
| Atom: sites | $c(\AA)$ | 12.9787(2) | 13.0095(1) | 13.0203(1) | 13.0132(2) | 13.0153(1) | 13.0815(1) | 13.0857(4) | 13.0875(1) | - | - |
| $\begin{aligned} & \mathrm{La}(\mathrm{R}): 6 c \text { in } \\ & R \overline{3} c ; 1 b \\ & \text { in } P m \overline{3} m \end{aligned}$ | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1/2 | 1/2 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/2 | 1/2 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.67(3) | 1.58(1) | 0.80(1) | 1.64(1) | 0.64(1) | 0.67(1) | 0.54(4) | 0.82(2) | 1.34(1) | 1.57(1) |
| Al: $6 b$ in $R \overline{3} c$; $1 a$ in $P m \overline{3} m$ | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.78(9) | 1.09(4) | 0.70(4) | 1.07(5) | 0.99(4) | 1.03(7) | 0.94(13) | 1.03(7) | 1.09(5) | 1.04(5) |
| $\begin{array}{r} \mathrm{O}: 18 e \text { in } R \overline{3} c ; \\ 3 d \text { in } \operatorname{Pm} \overline{3} m \end{array}$ | $x$ | 0.554(2) | 0.5458(10) | 0.5447(7) | 0.5453(12) | 0.5497(6) | 0.5391(8) | 0.536(3) | 0.5345(9) | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 2.2(2) | 1.77(11) | 1.29(7) | 2.14(13) | 1.06(7) | 0.99(7) | 2.4(3) | 1.56(8) | 1.55(7) | 2.37(9) |

${ }^{1}$ Synchrotron powder diffraction data.
${ }^{2}$ X-ray powder diffraction data.


FIGURE 28 Temperature dependencies of the lattice parameters and cell volumes of $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{AlO}_{3}$ (A) and $\mathrm{Ce}_{0.5} \mathrm{Nd}_{0.5} \mathrm{AlO}_{3}$ (B) (Vasylechko, 2005). The letters T, M, O, Rh and C designate tetragonal, monoclinic, orthorhombic, rhombohedral, and cubic phases, respectively. The dashed lines are polynomial fits of lattice parameters: $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{AlO}_{3} a_{\mathrm{p}}(T)=3.7661+1.639 \times$ $10^{-6} T+1.137 \times 10^{-7} T^{2} ; c_{\mathrm{p}}(T)=3.7982+2.570 \times 10^{-5} T-2.473 \times 10^{-7} T^{2}$ (tetragonal), $a_{\mathrm{p}}(T)=3.7713-$ $2.709 \times 10^{-5} T+1.330 \times 10^{-7} T^{2} ; b_{\mathrm{p}}(T)=3.7724+4.518 \times 10^{-5} T-8.814 \times 10^{-8} T^{2} ; c_{\mathrm{p}}(T)=3.7867+$ $3.356 \times 10^{-5} T-5.744 \times 10^{-8} T^{2}$ (orthorhombic), $a_{\mathrm{p}}(T)=3.7771+3.147 \times 10^{-5} T-2.901 \times 10^{-10} T^{2}$; $c_{\mathrm{p}}(T)=3.7645+3.002 \times 10^{-5} T+1.151 \times 10^{-8} T^{2}$ (rhombohedral) and $a_{\mathrm{p}}(T)=3.7588(9)+4.8(4) \times$ $10^{-5} T$ (cubic); $\mathrm{Ce}_{0.5} \mathrm{Nd}_{0.5} \mathrm{AlO}_{3} a_{\mathrm{p}}(T)=3.7548-5.680 \times 10^{-6} T+4.562 \times 10^{-8} T^{2} ; b_{\mathrm{p}}(T)=3.7447-$ $3.6490 \times 10^{-5} T+4.248 \times 10^{-8} T^{2} ; c_{p}(T)=3.7783-3.023 \times 10^{-5} T+3.609 \times 10^{-7} T^{2}$ (monoclinic), $a_{\mathrm{p}}(T)=3.7421+2.459 \times 10^{-5} T-1.893 \times 10^{-8} T^{2} ; b_{\mathrm{p}}(T)=3.7573-3.582 \times 10^{-5} T+1.654 \times 10^{-8} T^{2}$; $c_{\mathrm{p}}(T)=3.7847-6.559 \times 10^{-5} T+1.804 \times 10^{-8} T^{2}$ (orthorhombic) and $a_{\mathrm{p}}(T)=3.7637+2.745 \times 10^{-5} T+$ $2.586 \times 10^{-9} T^{2} ; c_{\mathrm{p}}(T)=3.7353+3.964 \times 10^{-5} T+4.953 \times 10^{-9} T^{2}$ (rhombohedral).
transitions occurring in $\mathrm{PrAlO}_{3}-\mathrm{LaAlO}_{3}$. Based on Raman scattering and optical absorption measurements, it was shown that the temperatures of all LT phase transitions in the $\operatorname{Pr}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}$ solid solution decrease with increasing La content. Low-temperature behaviour of the phase diagram (up to 250 K ) of

TABLE 24 Structural parameters of tetragonal (S.G. $14 / \mathrm{mcm}$ ), monoclinic (S.G. $12 / \mathrm{m}$ ), and orthorhombic (S.G. Imma) modifications of solid solutions $\mathrm{Ce}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ ( $\mathrm{R}=\mathrm{La}, \mathrm{Pr}, \mathrm{Nd}$ ) refined from synchrotron powder diffraction data (Vasylechko et al., 2003c, 2007b; Vasylechko, 2005; Basyuk and Vasylechko, 2007)

|  | Parameters | $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5}$ | $\mathrm{Ce}_{0.1} \mathrm{Pr}_{0.9}$ | $\mathrm{Ce}_{0.5} \mathrm{Nd}_{0.5}$ | $\mathrm{Ce}_{0.1} \mathrm{Pr}_{0.9}$ | $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5}$ | $\mathrm{Ce}_{0.1} \mathrm{Pr}_{0.9}$ | $\mathrm{Ce}_{0.5} \mathrm{Pr}_{0.5}$ | $\mathrm{Ce}_{0.7} \mathrm{Nd}_{0.3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $14 / \mathrm{mcm}$ ( 12 K ) | $14 / \mathrm{mcm}(12 \mathrm{~K})^{\#}$ | $12 / \mathrm{m}(12 \mathrm{~K})$ | $12 / \mathrm{m}(127 \mathrm{~K})^{\#}$ | Imma (250 K) | Imma (200 K) ${ }^{\text {\# }}$ | Imma (298 K) ${ }^{\text {\# }}$ | Imma (298 K) |
|  | $a(\mathrm{~A})$ | 5.32607(7) | 5.29030(3) | 5.3103(1) | 5.31842(9) | 5.3432(2) | 5.3121(3) | 5.32165(6) | 5.3210(1) |
|  | $b$ ( ( $)$ | - | - | 7.4890(1) | 7.4896(1) | 7.5457(3) | 7.4991(3) | 7.51347(9) | 7.5127(1) |
|  | $c(A)$ | 7.5976(1) | 7.58359(6) | 5.3432(1) | $5.33675(9)$ | 5.3620(2) | 5.3453(2) | 5.34942 (5) | 5.3488(1) |
| Atom: sites | $\beta{ }^{\circ}$ | - | - | 90.255(1) | 90.606(1) | - | - | - | - |
| $\mathrm{Ce}(\mathrm{R}): 4 b$ in | $x$ | 0 | 0 | 0.2485(11) | 0.2526(8) | 0 | 0 | 0 | 0 |
| I4/mcm; $4 i$ in | $y$ | 1/2 | 1/2 | 0 | 0 | 1/4 | 1/4 | 1/4 | 1/4 |
| I2/m; $4 e$ in Imma | $z$ | 1/4 | 1/4 | 0.7519(9) | 0.7513(10) | 0.5001(11) | 0.5012(6) | 0.50014(4) | 0.5010(12) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.45(3) | 0.430(6) | 0.38(5) | 0.618(9) | 0.68(5) | 0.625(9) | 0.81(1) | 0.76(4) |
| $\mathrm{Al}: 4 \mathrm{c}$ in $14 / \mathrm{mcm} ;$ | $x$ | 0 | 0 | 1/4 | 1/4 | 0 | 0 | 0 | 0 |
| $4 e$ in $\mathrm{I} 2 / \mathrm{m}$; | $y$ | 0 | 0 | 1/4 | 1/4 | 0 | 0 | 0 | 0 |
| $4 b$ in Imma | $z$ | 0 | 0 | 1/4 | 1/4 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.31(10) | 0.30(3) | 0.3(2) | 0.31(3) | 0.6(2) | 0.38(3) | 0.58(4) | 0.48(8) |
| O1: $4 a$ in $14 / \mathrm{mcm}$; | $x$ | 0 | 0 | 0.262(7) | 0.270(3) | 0 | 0 | 0 | 0 |
| $4 i$ in $I 2 / m$; | $y$ | 0 | 0 | 0 | 0 | 1/4 | 1/4 | 1/4 | 1/4 |
| $4 e$ in Imma | $z$ | 1/4 | 1/4 | 0.299(4) | 0.302(2) | -0.032(4) | -0.049(2) | -0.047(2) | -0.033(5) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.9(3) | 0.69(9) | 0.9(7) | 1.1(2) | 1.1(6) | 1.4(2) | 1.4(2) | 1.7(4) |
| O2: 8 h in $\mathrm{I} / 4 / \mathrm{mcm}$; | $x$ | 0.2211(14) | 0.2110(5) | 0 | 0 | 1/4 | 1/4 | 1/4 | 1/4 |
| $4 g$ in $12 / m$; | $y$ | $x+1 / 2$ | $x+1 / 2$ | 0.205(2) | 0.2134(13) | -0.018(2) | $-0.0235(12)$ | -0.0193(12) | -0.018(3) |
| 8 g in Imma | Z | 0 | 0 | 0 | 0 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.9(2) | 0.63(9) | 0.8(8) | 0.6(2) | 1.0(4) | 0.96(12) | 1.02(9) | 1.3(2) |
| O3: $4 h$ in $I 2 / m$ | $x$ | - | - | 1/2 | 1/2 | - | - | - | - |
|  | $y$ | - | - | 0.237(5) | 0.232(3) | - | - | - | - |
|  | $z$ | - | - | 0 | 0 | - | - | - | - |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | 0.7(6) | 0.7(2) | - | - | - | - |

[^18]TABLE 25 Structural parameters of rhombohedral (S.G. $R \overline{3} c$ ) and cubic (S.G. Pm $\overline{3} m$ ) modifications of solid solutions $\mathrm{Ce}_{1-x} \mathrm{R}_{x} \mathrm{AlO} \mathrm{O}_{3}$ with $\mathrm{R}=\mathrm{La}$, Pr and Nd refined from synchrotron powder diffraction data (Vasylechko et al., 2003c, 2007b; Vasylechko, 2005; Basyuk and Vasylechko, 2007)

|  | Parameters | $C \mathrm{e}_{0.3} \mathrm{La}_{0.7}$ | $\mathrm{Ce}_{0.1} \mathrm{La}_{0.9}$ | $\mathrm{Ce}_{0.1} \mathrm{Pr}_{0.9}$ | $\mathrm{Ce}_{0.1} \mathrm{Nd}_{0.9}$ | $\mathrm{Ce}_{0.1} \mathrm{Nd}_{0.9}$ | $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5}$ | $\mathrm{Ce}_{0.7} \mathrm{Nd}_{0.3}$ | $\mathrm{Ce}_{0.5} \mathrm{Pr}_{0.5}$ | $\mathrm{Ce}_{0.1} \mathrm{La}_{0.9}$ | $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $R \overline{3} \mathrm{C}$ (RT) | $R \overline{3} C$ (RT) | $R \overline{3} C$ (RT) ${ }^{\text {\# }}$ | $R \overline{3} C$ ( 12 K ) | $R \overline{3} \mathrm{C}$ (RT) | $R \overline{3} c$ (473 K) | $R \overline{3} \mathrm{C}(473 \mathrm{~K})$ | $R \overline{3} c$ $(1223 \mathrm{~K})^{\#}$ | Pm $\overline{3} m$ <br> ( 1173 K ) | $\begin{aligned} & P m \overline{3} m \\ & (1173 \mathrm{~K})^{\#} \end{aligned}$ |
|  | $a(\AA)$ | 5.35854(4) | $5.3611(2)$ | 5.33225(3) | 5.31649(6) | 5.32322(4) | 5.36358(5) | 5.34790(4) | $5.38099(6)$ | 3.8208(1) | 3.81534(5) |
| Atom: sites | $c(A)$ | 13.0858(2) | 13.0978(6) | 12.9736(1) | 12.9077(2) | 12.9270(1) | 13.1004(2) | 13.0310(1) | 13.1543(3) | - | - |
| $\mathrm{Ce}(\mathrm{R}): 6 \mathrm{c}$ in | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1/2 | 1/2 |
| $R \overline{3} c ; 1 b$ in | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1/2 | 1/2 |
| Pm $\overline{3} m$ | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/2 | 1/2 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.80(1) | 0.74(2) | 0.77(1) | 0.34(1) | 0.91(1) | 1.06(2) | 1.03(2) | 1.25(3) | 1.83(2) | 1.70(3) |
| Al: $6 b$ in $R \overline{3} c ; 1 a$ | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| in $\operatorname{Pm} \overline{3} m$ | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.60(7) | 0.67(7) | 0.63(5) | 0.29(4) | 0.88(7) | 0.74(9) | 0.54(7) | 0.60(9) | 1.23(7) | 1.18(8) |
| O: $18 e$ in $R \overline{3} c$; | $x$ | 0.5273(15) | 0.529(3) | 0.5409(10) | 0.5491(12) | 0.5423(10) | 0.526(2) | $0.5356(12)$ | 0.525(2) | 1/2 | 1/2 |
| $3 d$ in $P m \overline{3} m$ | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.4(2) | 0.5(2) | 1.00(9) | 0.84(12) | 0.9(2) | 1.2 (3) | 1.3(2) | 1.7(2) | 1.9(2) | 1.7(4) |

[^19]

FIGURE 29 Phase diagrams of the $\mathrm{CeAlO}_{3}-\mathrm{LaAlO}_{3}(\mathrm{~A})$ and $\mathrm{CeAlO}_{3}-\mathrm{NdAlO}_{3}(\mathrm{~B})$ pseudobinary systems. The letters L, C, Rh, O, T, and M designate liquid, cubic, rhombohedral, orthorhombic, tetragonal, and monoclinic phases, respectively. Temperatures of the rhombohedral-to-cubic phase transitions for $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ have been estimated from the extrapolation of the rhombohedral cell parameters ratio. Melting temperatures for pure $\mathrm{RAlO}_{3}$ compounds are taken from Wu and Pelton (1992). Polynomial fits of observed critical temperatures are: $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3} T_{\mathrm{T}-\mathrm{O}}(x)=307(7)-103(39) \times x-243(45) \times x^{2} ; T_{\mathrm{O}-\mathrm{Rh}}(x)=432(3)-130(21) \times x-286(25) \times x^{2}$; $T_{\mathrm{Rh}-\mathrm{C}}(x)=1282(10)-454(16) \times x ; T_{\mathrm{L}}(x)=2324(19)+38(26) \times x ; \mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3} T_{\mathrm{M}-\mathrm{O}}(x)=272(7)-6(4) \times$ $x-680(100) \times x^{2} ; T_{\mathrm{M}-\mathrm{T}}(x) 312(1)-1065(21) \times x ; T_{\mathrm{O}-\mathrm{Rh}}(x)=429(12)-147(78) \times x-313(89) \times x^{2}$; $T_{\mathrm{Rh}-\mathrm{C}}(x)=1270(22)+900(39) \times x ; T_{\mathrm{L}}(x)=2324(24)-61(42) \times x$.
$\mathrm{PrAlO}_{3}-\mathrm{LaAlO}_{3}$ has been proposed in this work. Investigation of the HT phase and the structural behaviour performed in situ using synchrotron powder diffraction revealed that the rhombohedral-to-cubic transition temperature in $\operatorname{Pr}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}$ decreases monotonically with increasing $x$, whereas for $\mathrm{PrAlO}_{3}-\mathrm{NdAlO}_{3}$ system,


FIGURE 30 Phase diagram of the $\mathrm{CeAlO}_{3}-\mathrm{PrAlO}_{3}$ pseudobinary system. The letters $\mathrm{L}, \mathrm{C}, \mathrm{Rh}, \mathrm{O}, \mathrm{M}$, and T designate liquid, cubic, rhombohedral, orthorhombic, monoclinic, and (pseudo)-tetragonal phases, respectively. Temperatures of rhombohedral-to-cubic phase transitions for the $\mathrm{Ce}_{1-x} \mathrm{Pr}_{x} \mathrm{AlO}_{3}$ samples have been estimated from extrapolation of the rhombohedral cell parameters ratio. Melting temperatures for pure $\mathrm{RAlO}_{3}$ are taken from Wu and Pelton (1992). Polynomial fits of measured critical temperatures in $\mathrm{Ce}_{1-x} \mathrm{Pr}_{x} \mathrm{AlO}_{3}$ are: $T_{\mathrm{M}-\mathrm{O}}(x)=300(5)-196(21) \times$ $x+46(17) \times x^{2} ; T_{\mathrm{M}-\mathrm{T}}(x)=267(22)-199(73) \times x+32(6) \times x^{2} ; T_{\mathrm{T}-\mathrm{O}}(x)=304.8-432 T_{\mathrm{O}-\mathrm{Rh}}(x)=$ $433(4)-139(18) \times x-81(18) \times x^{2} ; T_{\mathrm{Rh}-\mathrm{C}}(x)=1268(12)+476(19) \times x ; T_{\mathrm{L}}(x)=2324(24)+49(42) \times x$.
the increase of the transition temperature is observed when the Nd concentration increase (Kennedy et al., 2002b; Basyuk et al., 2007b). This temperature decrease linearly with increasing average R -cation radius in $\operatorname{Pr}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ solid solutions, similarly to the $\mathrm{CeAlO}_{3}-\mathrm{RAlO}_{3}$ systems described above. Temperatures of LT transformations in $\operatorname{Pr}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}$ and $\mathrm{Pr}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ systems do not depend on the average radius of R -cation and they decrease with decreasing Pr content. Similar to $\mathrm{PrAlO}_{3}$, LT modifications of $\mathrm{Pr}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}$ solid solutions display orthorhombic Imma, monoclinic $I 2 / \mathrm{m}$, and (pseudo)-tetragonal $I 4 / \mathrm{mcm}$ structures. The same LT structures are typical for the Pr-rich compositions in $\mathrm{PrAlO}_{3}-\mathrm{NdAlO}_{3}$ system (Table 26). Unexpectedly, a rare triclinic perovskite structure has been found in the $\operatorname{Pr}_{0.44} \mathrm{Nd}_{0.56} \mathrm{AlO}_{3}$ sample below 70 K . Structural parameters of $\mathrm{Pr}_{0.44} \mathrm{Nd}_{0.56} \mathrm{AlO}_{3}$ at 20 K , refined in space group $I \overline{1}$, are presented in Table 26. Atomic parameters in $\mathrm{BaLaNiRuO}_{6}$ structure (Battle et al., 1989) were taken as a starting model for the refinement. To the best of our knowledge, it is the first representative of a triclinic structure among perovskites with a single $B$-cation. To date, similar structure was known only among $A_{2} B B^{\prime} \mathrm{O}_{6}$ and $A A^{\prime} B B^{\prime} \mathrm{O}_{6}$ perovskites, namely, $\mathrm{Ba}_{2} \mathrm{LaRuO}_{6}, \mathrm{BaLaNiRuO}_{6}, \mathrm{BaLaCoIrO}_{6}$, and $\mathrm{Sr}_{2} \mathrm{FeIrO}_{6}$ (ICSD, 2005).

Structural parameters of different modifications of perovskite structure existing in the $\mathrm{PrAlO}_{3}-\mathrm{LaAlO}_{3}$ and $\mathrm{PrAlO}_{3}-\mathrm{NdAlO}_{3}$ systems are listed in Table 26. Temperature dependencies of the lattice parameters of $\operatorname{Pr}_{0.16} \mathrm{La}_{0.84} \mathrm{AlO}_{3}$ and $\mathrm{Pr}_{0.65} \mathrm{Nd}_{0.35} \mathrm{AlO}_{3}$ are shown in Figure 32A and B.


FIGURE 31 Concentration dependencies of the normalized lattice parameters and cell volumes of $\mathrm{Pr}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}(\mathrm{~A})$ and $\mathrm{Pr}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ (B) solid solution at RT according to Basyuk et al. (2007a). Crossed symbols indicate data taken from Geller and Raccah (1970) and Kennedy et al. (2002b). The dashed lines are linear fits of lattice parameters: $\operatorname{Pr}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3} a_{\mathrm{p}}(x)=3.7718(2)+0.0212(4) \times x$; $c_{\mathrm{p}}(x)=3.7465(4)+0.0375(6) \times x ; \mathrm{Pr}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3} a_{\mathrm{p}}(x)=3.7720(2)-0.0086(3) \times x ; c_{\mathrm{p}}(x)=3.7461(2)-$ $0.0169(3) \times x$.

Phase diagrams of $\mathrm{PrAlO}_{3}-\mathrm{LaAlO}_{3}$ and $\mathrm{PrAlO}_{3}-\mathrm{NdAlO}_{3}$, constructed using data reported by Geller and Raccah (1970), Nordland and Van Uitert (1970), Glynn et al. (1975), Kennedy et al. (2002b), Basyuk et al. (2007b), and Vasylechko (unpublished data), are presented in Figure 33A and B.

Phase relations in the $\mathrm{PrAlO}_{3}-\mathrm{EuAlO}_{3}$ system at RT have been studied by Brusset et al. (1975). The authors showed that similar to the $\mathrm{LaAlO}_{3}-\mathrm{EuAlO}_{3}$ system, two kinds of $\operatorname{Pr}_{1-x} \mathrm{Eu}_{x} \mathrm{AlO}_{3}$ solid solutions are formed. For $\mathrm{EuAlO}_{3}$ concentration of less than 0.42 molar fractions, the solid solution adopts rhombohedral structure, whereas the orthorhombic (pseudo-monoclinic) structure is typical for samples with $x>0.56$. An immiscibility gab exists between the two

TABLE 26 Structural parameters of different modifications of solid solutions $\operatorname{Pr}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}(\mathrm{R}=\mathrm{La}$, Nd ) (Basyuk and Vasylechko, 2007)

|  | Parameters | $\mathrm{Pr}_{0.8} \mathrm{La}_{0.2}$ | $\mathrm{Pr}_{0.8} \mathrm{La}_{0.2}$ | $\mathrm{Pr}_{0.44} \mathrm{La}_{056}$ | $\mathrm{Pr}_{0.44} \mathrm{La}_{056}$ | $\operatorname{Pr}_{0.16} \mathrm{La}_{0.84}$ | $\mathrm{Pr}_{0.65} \mathrm{Nd}_{0.35}$ | $\operatorname{Pr}_{0.65} \mathrm{Nd}_{0.35}$ | $\mathrm{Pr}_{0.65} \mathrm{Nd}_{0.35}$ | $\mathrm{Pr}_{0.44} \mathrm{Nd}_{0.56}$ | $\mathrm{Pr}_{0.44} \mathrm{Nd}_{0.56}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & 12 / \mathrm{m} \\ & (110 \mathrm{~K})^{\#} \end{aligned}$ | Imma (170 K) ${ }^{\text {\# }}$ | $R \overline{3} C$ (RT) | $R \overline{3} c$ (1073 K) | Pm $\overline{3} m$ (1073 K) | 12/m (60 K) | Imma (115 K) | $R \overline{3} C$ ( 1173 K ) | $\boldsymbol{1} \overline{1}(20 \mathrm{~K})^{\#}$ | $R \overline{3} C$ (RT) |
|  | $a(\mathrm{~A})$ | 5.3426(3) | 5.3180(2) | 5.34951(3) | 5.3841(1) | 3.81525(2) | 5.3377(2) | 5.3013(1) | 5.36972(8) | 5.3304(2) | 5.32805(4) |
|  | $b$ ( $\AA$ ) | 7.5035(6) | 7.5092(3) | - | - | - | 7.4834(2) | 7.4892(2) | - | 5.2960(2) | - |
|  | $c(\AA)$ | 5.3232(3) | 5.3483(2) | 13.0458(1) | 13.1755(6) | - | 5.3036(2) | 5.3386 (1) | 13.1064(2) | 7.4882(3) | 12.9454(1) |
|  | $\alpha{ }^{\circ}$ | 90 | 90 | 90 | 90 | 90 | 90 | 90 | 90 | 90.382(4) | 90 |
|  | $\beta$, ${ }^{\circ}$ | 90.479(6) | 90 | 90 | 90 | 90 | 90.378(2) | 90 | 90 | 89.952(4) | 90 |
| Atom: sites | $\gamma{ }^{\circ}$ | 90 | 90 | 120 | 120 | 90 | 90 | 90 | 120 | 90.291(4) | 120 |
| $\operatorname{Pr}(\mathrm{R}): 4 i$ in $I 2 / m$ and | $x$ | 0.2524(6) | 0 | 0 | 0 | 1/2 | 0.2514(10) | 0 | 0 | -0.0008(6) | 0 |
| I $\overline{1} ; 4 e$ in Imma; 6 c | $y$ | 0 | 1/4 | 0 | 0 | 1/2 | 0 | 1/4 | 0 | 0.4998(7) | 0 |
| in R3c, 1b in Pm $\overline{3} m$ |  | 0.7501(8) | 0.5014(5) | 1/4 | 1/4 | 1/2 | $0.7498(13)$ | 0.4992(6) | 1/4 | 0.2500(6) | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.48(1) | 0.59(1) | 0.882(6) | 1.53(1) | 1.55(1) | $0.68(1)$ | 0.71(1) | 1.70(1) | 0.632(6) | 0.974(9) |
| Al1: $4 e$ in $12 / m, 4 b$ in | $x$ | 1/4 | 0 | 0 | 0 | 0 | 1/4 | 0 | 0 | 0 | 0 |
| Imma; 63 in $R \overline{3} c, 1 a$ | $y$ | 1/4 | 0 | 0 | 0 | 0 | 1/4 | 0 | 0 | 0 | 0 |
| in $P m \overline{3} m, 2 a$ in $I \overline{1}$ | $z$ | 1/4 | 0 | 0 | 0 | 0 | 1/4 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.60(4) | 0.65(4) | 0.81(3) | 1.14(4) | 0.97(5) | 0.70(5) | 0.55(4) | 1.21(5) | 0.66(5) | 1.03(4) |
| Al2: $2 b$ in $I \overline{1}$ | $x$ | - | - | - | - | - | - | - | - | 0 | - |
|  | $y$ | - | - | - | - | - | - | - | - | 0 | - |
|  | $z$ | - | - | - | - | - | - | - | - | 1/2 | - |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | - | - | - | - | - | - | 0.65(5) | - |


| O1: $4 i$ in $I 2 / m$ and $I \overline{1}$; | $x$ | 0.213(3) | 0 | 0.5341(8) | 0.521(2) | 1/2 | 0.199(4) | 0 | 0.5365(14) | 0.0564(12) | 0.5456(9) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4 e$ in Imma; $18 e$ in $R \overline{3} c$, | $y$ | 0 | 1/4 | 0 | 0 | 0 | 0 | 1/4 | 0 | -0.006(2) | 0 |
| 3d in $\operatorname{Pm} \overline{3} m$ | $z$ | 0.229(6) | 0.043(2) | 1/4 | 1/4 | 0 | 0.212(6) | 0.048(2) | 1/4 | 0.248(2) | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.0(3) | 0.9(2) | 0.91(6) | 1.66(11) | 1.69(7) | 0.8(4) | 0.2(3) | 1.53(11) | 0.36(14) | 0.83(8) |
| O2: $4 g$ in $I 2 / m, 8 g$ in | $x$ | 0 | 1/4 | - | - | - | 0 | 1/4 | - | 0.234(4) | - |
| Imma; $4 i$ in $\overline{1}$ | $y$ | 0.281(3) | -0.0198(12) | - | - | - | 0.274(5) | -0.0291(14) | - | 0.731(4) | - |
|  | $z$ | 0 | 1/4 | - | - | - | 0 | 1/4 | - | -0.005(3) | - |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.4(3) | 0.59(11) | - | - | - | 1.2(5) | 1.0(2) | - | 0.9(2) | - |
| O3: $4 h$ in $12 / m ; 4 i$ | $x$ | 1/2 | - | - | - | - | 1/2 | - | - | -0.255(3) | - |
| in $I \overline{1}$ | $y$ | 0.233(3) | - | - | - | - | 0.223(4) | - | - | 0.756(2) | - |
|  | $z$ | 0 | - | - | - | - | 0 | - | - | 0.4558(9) | - |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.5(2) | - | - | - | - | 0.7(4) | - | - | 0.3(2) | - |

\# © JCPDS—International Centre for Diffraction data, to be published.


FIGURE 32 Temperature dependencies of the normalized lattice parameters and cell volumes of $\mathrm{Pr}_{0.16} \mathrm{La}_{0.84} \mathrm{AlO}_{3}(\mathrm{~A})$ and $\mathrm{Pr}_{0.65} \mathrm{Nd}_{0.35} \mathrm{AlO}_{3}$ (B) samples (Basyuk and Vasylechko, 2007). The dashed lines are polynomial fits for: $\operatorname{Pr}_{0.14} \mathrm{La}_{0.84} \mathrm{AlO}_{3} a_{\mathrm{p}}(T)=3.7869(3)\left[1+1.03(6) \times 10^{-8} T^{2}-3.7(6) \times 10^{-12} T^{3}\right]$; $c_{\mathrm{p}}(T)=3.7721(3)\left[1++2.00(5) \times 10^{-8} T^{2}-9.8(5) \times 10^{-12} T^{3}\right] ;$ (rhombohedral) and $a_{\mathrm{p}}(T)=3.7694(3)+$ $4.28(3) \times 10^{-5} T$ (cubic); $\operatorname{Pr}_{0.65} \mathrm{Nd}_{0.35} \mathrm{AlO}_{3} a_{\mathrm{p}}(T)=3.7657(2)\left[1+1.05(3) \times 10^{-8} T^{2}-3.8(3) \times 10^{-12} T^{3}\right] ;$ $c_{p}(T)=3.7348(2)\left[1+1.78(4) \times 10^{-8} T^{2}-7.1(3) \times 10^{-12} T^{3}\right]$ (rhombohedral).
perovskite-type phases. It was also reported that a solid solution with pseudocubic symmetry, which differs from the pseudo-monoclinic one by a larger movement of cations, has been found in the system.

### 2.3.4 $\mathrm{NdAlO}_{3}-\mathrm{RAlO}_{3}$

Phase behaviour in the $\mathrm{NdAlO}_{3}-\mathrm{SmAlO}_{3}$ system and structural changes caused by substitution of Nd for Sm atoms have been carefully investigated using highresolution synchrotron radiation powder diffraction technique (Saitow et al., 1998; Yoshikawa et al., 1998). It was found that two kinds of $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{AlO}_{3}$ solid solutions with rhombohedral $R \overline{3} c$ and orthorhombic Pbnm structure are formed.


FIGURE 33 Phase diagrams of $\mathrm{PrAlO}_{3}-\mathrm{LaAlO}_{3}(\mathrm{~A})$ and $\mathrm{PrAlO}_{3}-\mathrm{NdAlO}_{3}$ (B) pseudobinary systems. The letters L, C, Rh, O, M, T, and Tcl designate liquid, cubic, rhombohedral, orthorhombic, monoclinic, (pseudo)-tetragonal, and triclinic phase fields, respectively. Temperatures of the rhombohedral-to-cubic phase transition for $\mathrm{Pr}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ have been estimated from the extrapolation of the rhombohedral cell parameters ratio. Polynomial fits of the observed critical temperatures: $\operatorname{Pr}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3} T_{\mathrm{M}-\mathrm{O}}(x)=150(3)-94(25) \times x-42(38) \times x^{2}$ for $x<0.65 ; T_{\mathrm{O}-\mathrm{Rh}}(x)=206(4)-$ $135(21) \times x-91(23) \times x^{2}$ for $x<0.9 ; T_{\mathrm{Rh}-\mathrm{C}}(x)=1787(19)-959(31) \times x ; T_{\mathrm{L}}(x)=2363(11)-1(15) \times x$; $\mathrm{Pr}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3} T_{\mathrm{M}-\mathrm{O}}(x)=150(4)-173(53) \times x-12(96) \times x^{2}$ for $x<0.5 ; T_{\mathrm{O}-\mathrm{Rh}}(x)=208(2)-218(15) \times$ $x-50(20) \times x^{2}$ for $x<0.8 ; T_{\mathrm{Rh}-\mathrm{C}}(x)=1775(23)+344(38) \times x ; T_{\mathrm{L}}(x)=2363(1)-100(17) \times x$.

At room temperature, the transition from orthorhombic to rhombohedral structure takes place around $x=0.27$ (Figure 34).

Temperature-induced phase transition from orthorhombic to trigonal structure has been detected in $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{AlO}_{3}$ samples with $x=0.4$ and 0.6 at 463 and 643 K , respectively (Yoshikawa et al., 1998). It was shown that the transition is


FIGURE 34 Variation of lattice parameters and cell volume of rhombohedral (Rh) and orthorhombic (O) $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{AlO}_{3}$ solid solution according to Saitow et al. (1998). The shaded area corresponds to two-phase region. The dashed lines are polynomial fits of lattice parameters: $a_{\mathrm{p}}(x)=3.7686-0.0268 \times x-0.0009 \times x^{2} ; b_{\mathrm{p}}(x)=3.7409-0.0005 \times x+0.0004 \times x^{2} ; c_{\mathrm{p}}(x)=3.7454-$ $0.0069 \times x-0.0022 \times x^{2}$ (orthorhombic) and $a_{\mathrm{p}}(x)=3.7632-0.0131 \times x ; c_{\mathrm{p}}(x)=3.7289-0.0226 \times$ $x$ (rhombohedral).
reversible and first-order in character. Both orthorhombic and rhombohedral phases coexist near the transition temperatures over a range of about $\pm 5 \mathrm{~K}$. Using the temperatures of the phase transition reported in the literature for $\mathrm{NdAlO}_{3}, \mathrm{SmAlO}_{3}$, and solid solutions between them, a tentative phase diagram of the $\mathrm{NdAlO}_{3}-\mathrm{SmAlO}_{3}$ system can be constructed (Figure 35).

Phase relations in the pseudo-binary systems $\mathrm{NdAlO}_{3}-\mathrm{RAlO}_{3}(\mathrm{R}=\mathrm{Eu}, \mathrm{Dy}$, and Er ) at RT have been examined by Brusset et al. (1975). According to their study, two kinds of $\mathrm{Nd}_{1-x} \mathrm{Eu}_{x} \mathrm{AlO}_{3}$ solid solutions with rhombohedral and pseudo-monoclinic structure exist in the $\mathrm{NdAlO}_{3}-\mathrm{EuAlO}_{3}$ system at $x<0.18$ and $x>0.25$, respectively. It was also claimed that a solid solution with pseudo-cubic symmetry exists in the $\mathrm{Nd}_{1-x} \mathrm{Er}_{x} \mathrm{AlO}_{3}$ system when $0.07<x<0.5$. Evidently, there is a two-phase region between two perovskite-type phases with rhombohedral and orthorhombic structures. In the $\mathrm{NdAlO}_{3}-\mathrm{DyAlO}_{3}$ system, the boundary between rhombohedral and pseudo-cubic phases is located near 0.08 molar fractions of $\mathrm{DyAlO}_{3}$.

The formation of solid solution in the $\mathrm{NdAlO}_{3}-\mathrm{YAlO}_{3}$ system was described by Tanaka et al. (1993a). The authors examined $\mathrm{Nd}_{1-x} \mathrm{Y}_{x} \mathrm{AlO}_{3}$ crystals $(0 \leq x \leq$ 0.25 ) grown by the FZ method and claimed that the transformation from the hexagonal (rhombohedral) lattice to the cubic perovskite structure occurs at $x=$ 0.2 . As-grown crystals with $x=0.2$ and 0.25 were opaque and contained many cracks and subgrain boundaries, and the yttrium concentration in these crystal was not uniform. Nevertheless, the authors concluded that the rhombohedral form of pure $\mathrm{NdAlO}_{3}$ can be changed to the cubic structure by substitution of at least $20 \mathrm{at} . \% \mathrm{Y}$ for Nd . Apparently, this conclusion is erroneous because the substitution of smaller $\mathrm{Y}^{3+}$ cations for larger $\mathrm{Nd}^{3+}$ will results in the decrease of the Goldschmidt tolerance factor and, as a consequence, in an increased


FIGURE 35 Tentative phase diagram of the $\mathrm{NdAlO}_{3}-\mathrm{SmAlO}_{3}$ pseudobinary system. The letters L , C , Rh, and O designate liquid, cubic, rhombohedral, and orthorhombic phase fields, respectively. Transition temperatures in the $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{AlO}_{3}$ solid solution were taken from Yoshikawa et al. (1998). Besides, the transition and melting temperatures in $\mathrm{NdAlO}_{3}$ and $\mathrm{SmAlO}_{3}$ reported by Howard et al. (2000), Portnoj and Timofeeva (1986), Wu and Pelton (1992), Coutures and Coutures (1984) were used. Linear fits of observed critical temperatures: $T_{\mathrm{O}-\mathrm{Rh}}(x)=16(11)+1043$ (14) $\times x ; T_{\mathrm{L}}(x)=2313(41)+30(58) \times x$.
deformation of the rhombohedral perovskite structure. Therefore, it is reasonable to assume that similar to other $\mathrm{NdAlO}_{3}-\mathrm{RAlO}_{3}$ systems, a mixture of two different perovskite-type phases-rhombohedral and orthorhombic ones-is formed in the $\mathrm{Nd}_{1-x} \mathrm{Y}_{x} \mathrm{AlO}_{3}$ system when $x=0.2$ and 0.25 .

### 2.3.5 $\mathrm{GdAlO}_{3}-\mathrm{RAlO}_{3}$

$\mathrm{Gd}_{1-x} \mathrm{~Tb}_{x} \mathrm{AlO}_{3}$ single crystals with $x=0.03,0.1,0.2,0.3,0.6,0.8$, and 0.9 were grown using the Czochralski method in order to study the substitution of Gd for Tb ions in the $\mathrm{GdAlO}_{3}-\mathrm{TbAlO}_{3}$ pseudo-binary system (Morita et al., 1996). The authors reported that all obtained crystals adopt orthorhombic structure at RT. Only for the $\mathrm{Gd}_{0.1} \mathrm{~Tb}_{0.9} \mathrm{AlO}_{3}$ composition, the lattice parameters were given. From the composition dependence of the density of as-grown crystals presented in the paper, it may be concluded that a continuous solid solution exists in the $\mathrm{GdAlO}_{3}-\mathrm{TbAlO}_{3}$ system at RT.

In the $\mathrm{GdAlO}_{3}-\mathrm{LuAlO}_{3}$ system, mixed $\mathrm{Gd}_{1-x} \mathrm{Lu}_{x} \mathrm{AlO}_{3}$ crystals doped with Ce were obtained using the Czochralski method (Chval et al., 2000; Mares et al., 2002). The best results were obtained for Lu concentration range of $0.6 \leq x \leq 0.7$. A fullstructure refinement was performed for $\mathrm{Gd}_{0.35} \mathrm{Lu}_{0.65} \mathrm{AlO}_{3}: \mathrm{Ce}$ by Vasylechko (2005). The corresponding structural data are given in Table 27.

The growth of an Nd-doped crystal from the $\mathrm{GdAlO}_{3}-\mathrm{YAlO}_{3}$ system with composition $\mathrm{Y}_{0.6} \mathrm{Gd}_{0.35} \mathrm{Nd}_{0.05} \mathrm{AlO}_{3}$ has been reported by Arsenev et al. (1975). However, no structural information is found in this paper.

TABLE 27 Structural parameters of orthorhombic ( $\mathrm{S} . \mathrm{G} . \mathrm{Pbnm}$ ) solid solutions $\mathrm{Gd}_{0.35} \mathrm{Lu}_{0.65} \mathrm{AlO}_{3}, \mathrm{Y}_{0.5} \mathrm{Er}_{0.5} \mathrm{AlO}_{3}$ and $\mathrm{Y}_{1-x} \mathrm{Lu}_{x} \mathrm{AlO} \mathrm{O}_{3}$ at RT

|  | Parameters | Vasylechko (2005) | Vasylechko et al. (1996) | Vasylechko (2005) | Vasylechko (2005) | Vasylechko (2005) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{Gd}_{0.35} \mathrm{Lu}_{0.65}$ | $\mathrm{Y}_{0.5} \mathrm{Er}_{0.5}$ | $\mathrm{Y}_{0.9} \mathrm{Lu}_{0.1}$ | $\mathrm{Y}_{0.8} \mathrm{Lu}_{0.2}$ | $\mathrm{Y}_{0.7} \mathrm{Lu}_{0.3}$ |
|  | $a(\AA)$ | 5.17194(8) | $5.16959(4)$ | 5.17161(4) | $5.16687(5)$ | $5.15842(6)$ |
|  | $b(A)$ | 5.32512(7) | $5.32817(4)$ | 5.32868(4) | 5.32947 (4) | $5.33073(5)$ |
| Atom: sites | $c(A)$ | 7.3708(1) | 7.36245(7) | 7.36362(5) | 7.35937(6) | 7.35174(8) |
| R, 4c | $x$ | -0.0129(2) | -0.0131(1) | -0.0128(2) | -0.0127(2) | -0.0130(2) |
|  | $y$ | 0.0535(1) | 0.0555(1) | 0.0542(1) | 0.0551(1) | 0.0563(1) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.82(2) | 0.54(2) | 0.74(2) | 0.85(1) | 0.76(2) |
| Al, 46 | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.71(12) | 0.79(7) | 0.90(6) | 0.81(6) | 0.61(8) |
| O1, $4 c$ | $x$ | 0.082(2) | 0.0877(9) | 0.0817(10) | 0.0868(9) | 0.0877(11) |
|  | $y$ | 0.478(2) | 0.4819(9) | 0.4769(9) | 0.4792(8) | 0.4762(11) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.4(3) | 0.9(2) | 0.90(11) | 0.72(10) | 0.72(13) |
| O2, 8d | $x$ | -0.297(2) | -0.2977(7) | -0.2995(8) | -0.2974(8) | -0.2995(10) |
|  | $y$ | 0.2951(15) | 0.2978(7) | 0.2941(7) | 0.2989(7) | $0.2946(9)$ |
|  | $z$ | 0.0481(10) | 0.0444(5) | 0.0447(5) | 0.0443(5) | 0.0450(6) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.9(2) | 0.88(14) | 0.76(8) | 0.98(8) | 0.95(10) |



FIGURE 36 Concentration dependence of the normalized lattice parameters and cell volume in $\mathrm{Y}_{1-x} \mathrm{Lu}_{x} \mathrm{AlO}_{3}$ solid solution according to Vasylechko (2005). The asterisks indicate data extracted from a figure in Petrosyan et al. (1999). The dashed lines are linear fits of lattice parameters: $a_{\mathrm{p}}(x)=3.6628(4)-0.053(1) \times x ; b_{\mathrm{p}}(x)=3.7673(3)+0.0043(8) \times x ; c_{\mathrm{p}}(x)=3.6854(3)-$ $0.0329(7) \times x$.

### 2.3.6 $\mathrm{YAlO}_{3}-\mathrm{RAlO}_{3}$

In the $\mathrm{YAlO}_{3}-\mathrm{YbAlO}_{3}$ system, the preparation of crystals at $\mathrm{Y}_{1-x} \mathrm{Yb}_{x} \mathrm{AlO}_{3}(x=$ $0.02-0.45$ ) stoichiometries has been reported (Nikl et al., 2004). No structural information was given in this work. Lattice parameters for a $\mathrm{Y}_{0.8} \mathrm{Yb}_{0.2} \mathrm{AlO}_{3}$ crystal were reported by Zhao et al. (2004c).

Ce-doped single crystals of $\mathrm{Y}_{1-x} \mathrm{Lu}_{x} \mathrm{AlO}_{3}$ solid solutions ( $x=0.2-0.85$ ) were grown using the vertical Bridgman process (Petrosyan et al., 1999). A linear decrease of the cell volume was observed with increasing Lu concentration. The variation of the unit cell volumes reported in the chapter proves that the $\mathrm{YAlO}_{3}-\mathrm{LuAlO}_{3}$ system is a solid-solution system in the whole range of compositions. The preparation of single-phase compositions of $\mathrm{Y}_{1-x} \mathrm{Lu}_{x} \mathrm{AlO}_{3}$ solid solution with orthorhombic structure has also been reported in Chval et al. (2000) and Kyomen and Itoh (2002). It was stated that the compositional dependence of the cell volume is linear at least in the range $0 \leq x \leq 0.5$. A full structure refinement was carried out for $\mathrm{Y}_{1-x} \mathrm{Lu}_{x} \mathrm{AlO}_{3}(x=0.1,0.2$, and 0.3 ) samples by Vasylechko (2005). The corresponding data are given in Table 27. The variation of lattice parameters and cell volume of the solid solution of $\mathrm{YAlO}_{3}-\mathrm{LuAlO}_{3}$ is shown in Figure 36.

Besides the above-mentioned systems, the crystal structure parameters of $\mathrm{Y}_{0.5} \mathrm{Er}_{0.5} \mathrm{AlO}_{3}$ from the $\mathrm{YAlO}_{3}-\mathrm{ErAlO}_{3}$ system have been reported by Vasylechko et al. (1996). Refined structural parameters are listed in Table 27.

### 2.4 Comparative analysis of $\mathrm{RAlO}_{3}$ structures

As mentioned in a previous section 2.2, the majority of $\mathrm{RAlO}_{3}$ compounds at RT adopt either the rhombohedral $R \overline{3} c(\mathrm{R}=\mathrm{La}, \mathrm{Pr}$, and Nd$)$ or the orthorhombic Pbnm structure ( $\mathrm{R}=\mathrm{Sm}-\mathrm{Lu}$ and Y ). The only exception is the RT tetragonal structure of
$\mathrm{CeAlO}_{3}$, where the rhombohedral modification exists in the temperature range of $363-1253 \mathrm{~K}$. It is worth noting that the orthorhombic $\mathrm{GdFeO}_{3}$-type structure is the most widespread structure among all $\mathrm{ABX}_{3}$ perovskites. According to Lufaso and Woodward (2001), over $50 \%$ of known perovskites with a single octahedral cation adopt this structure type. The rhombohedral $\mathrm{LaAlO}_{3}$-type is characteristic for about $17 \%$ of the known perovskites.

In the present section, various structural parameters of $\mathrm{RAlO}_{3}$ perovskites and their solid solutions, for example lattice parameters, selected interatomic distances and angles, parameters of structure deformation, are analysed as a function of the average ionic radii of R-cations. Shannon's ionic radii for ninefold coordinated $\mathrm{R}^{3+}$ cations have been chosen since 9 is highest CN tabulated for all rare earth atoms (Shannon, 1976). The mean ionic radii of R -cations in $\mathrm{R}_{1-x} \mathrm{R}^{\prime}{ }_{x} \mathrm{AlO}_{3}$ solid solutions were calculated as simple arithmetic average, that is $r_{\text {ave }}=(x-1) \cdot r\left(\mathrm{R}^{\prime}\right)+x \cdot r\left(\mathrm{R}^{\prime}\right)$.

Lattice parameters and cell volumes in a series of rare earth aluminates with perovskite structure are shown in Figure 37. Besides $\mathrm{RAlO}_{3}$ compounds, the corresponding values of various solid solutions $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}(\mathrm{R}=\mathrm{Ce}-\mathrm{Tb}, \mathrm{Er}$, and Y$), \mathrm{Nd}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}(\mathrm{R}=\mathrm{Ce}, \mathrm{Pr}$, and Sm$)$, and $\mathrm{Y}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}(\mathrm{R}=\mathrm{Sm}-\mathrm{Gd}$ and $\mathrm{Dy}-\mathrm{Lu}$ ) are displayed as well. In accordance with the increasing radius of R-cation, a nearly linear increase of cell volume is observed for both the orthorhombic and rhombohedral perovskites. The phase transition between the orthorhombic and rhombohedral structures is accompanied by an approximately $0.72 \%$ decrease of the normalized cell volume. Highly anisotropic character of the changes in the lattice parameters is observed in orthorhombic perovskites.


FIGURE 37 Normalized lattice parameters and cell volumes of rare earth aluminates versus ionic radius of $R$-cations. Panel (B) is an expanded view of the region highlighted by a rectangular box in panel (A). The dashed lines are guides for the eye. The letters $O$ and Rh designate orthorhombic and rhombohedral phases, respectively. The shaded area corresponds to two-phase region. Solid symbols indicate the tetragonal lattice parameters of $\mathrm{CeAlO}_{3}$. The vertical dotted lines separate regions with different ratios of the normalized lattice parameters.

An increase of the $a$ - and $c$-parameters with increasing R -cation radius is accompanied by a noticeable reduction of the $b$-parameter. A change of the slope, especially pronounced for the $b$-parameter, is observed for $r$-values around $1.075 \AA$. Note that a similar behaviour of the lattice parameters is also observed among other $\mathrm{RMO}_{3}$ compounds ( $\mathrm{M}=\mathrm{Ni}, \mathrm{Fe}, \mathrm{Cr}, \mathrm{Ti}, \mathrm{Ga}, \mathrm{Co}, \mathrm{Mn}$, and V ) and seems rather typical for all $\mathrm{GdFeO}_{3}$-type perovskites (Zhou and Goodenough, 2005).

The difference between the lattice parameters of $\mathrm{RAlO}_{3}$ compounds decreases with increasing R-cation radius and it practically vanishes in $\mathrm{SmAlO}_{3}$-the end member of the series of aluminates with the orthorhombic structure. Further increase of the ionic radius of R-cations above $1.156 \AA$ leads to the rearrangement of the perovskite structure resulting in the transition from the orthorhombic to the rhombohedral structure observed in $\mathrm{NdAlO}_{3}, \mathrm{PrAlO}_{3}$, and $\mathrm{LaAlO}_{3}$. The rhombohedral perovskite structure is also typical for all solid solutions $R_{1-x} R_{x}^{\prime} \mathrm{AlO}_{3}$ with average R-cation radius above $1.156 \AA$. The deformation of the rhombohedral perovskite lattice decreases with increasing R -cation radius and reaches a minimum in $\mathrm{LaAlO}_{3}$. The rhombohedral distortion of the $\mathrm{LaAlO}_{3}$ structure is small, therefore its transformation to the cubic structure occurs at a relatively low temperature of 813 K .

The ideal cubic perovskite structure of $\mathrm{LaAlO}_{3}$ and other $\mathrm{RAlO}_{3}$ compounds can be viewed as a framework of corner-sharing $\mathrm{AlO}_{6}$ octahedra containing cubooctahedral holes occupied by R-cations (Figure 38). The coordination polyhedra in this structure are regularly shaped, that is there are 12 equal $\mathrm{R}-\mathrm{O}$ and $6 \mathrm{Al}-\mathrm{O}$ distances (Table 28). The octahedral axes in the $\mathrm{AlO}_{6}$ polyhedra are parallel to the fourfold $[001]_{p}$ axis of the cubic perovskite-type cell (Figure 38). According to Glazer's notation (Glazer, 1972, 1975; Woodward, 1997a), the structure belongs to the $a^{0} a^{0} a^{0}$ tilt system. This notation was developed to describe various distortions of $A B O_{3}$ perovskite structures caused by tilts of the ideal $\mathrm{BO}_{6}$ octahedra. In this notation, the tilt system is described by specifying the rotations of the octahedra about each of the $[100]_{p},[010]_{p}$, and $[001]_{p}$ axes of the aristotype cubic perovskite cell. In the abbreviation $a^{+} b^{-} c^{0}$, the letters indicate the relative magnitude of the


FIGURE 38 The ideal cubic perovskite structure.

TABLE 28 Selected interatomic distances and angles in different $\mathrm{RAlO}_{3}$ structures

| Atoms | Distances ( A ) | Atoms | Distances ( $\AA$ ) | Atoms | Distances ( A ) | Atoms | Angles ( ${ }^{\circ}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S.G. $\mathrm{Pm} \overline{\overline{3}} m\left(\mathrm{LaAlO}_{3}\right.$ at 1223 K$)$ |  |  |  |  |  |  |  |
| Al-6O | 1.914 | $\mathrm{R}-8 \mathrm{Al}$ | 3.316 | O-8O | 2.707 | $\mathrm{O}-\mathrm{Al}-\mathrm{O}$ | 90 |
| $\mathrm{R}-12 \mathrm{O}$ | 2.707 | R-6R | 3.828 |  |  | $\mathrm{O}-\mathrm{Al}-\mathrm{O}$ | 180 |
|  |  | Al-6Al | 3.828 |  |  |  |  |
|  |  |  |  |  |  | Al-O-Al | 180.0 |
| S.G. $R \overline{3} c\left(\mathrm{LaAlO}_{3}\right.$ at RT) |  |  |  |  |  |  |  |
| Al-6O | 1.900 | $\mathrm{R}-2 \mathrm{Al}$ | 3.277 | O-4O | 2.681 | $\mathrm{O}-\mathrm{Al}-\mathrm{O}$ | 179.98; 180.0 |
| R-30 | 2.548 | $\mathrm{R}-6 \mathrm{Al}$ | 3.284 | O-4O | 2.692 | $\mathrm{O}-\mathrm{Al}-\mathrm{O}$ | 89.77; 90.23 |
| $\mathrm{R}-6 \mathrm{O}$ | 2.681 | R-6R | 3.790 |  |  |  |  |
| R-30 | 2.816 | Al-6Al | 3.790 |  |  | Al-O-Al | 171.9 |
| S.G. $\operatorname{Pbnm}\left(\mathrm{YbAlO}_{3}\right.$ at RT) |  |  |  |  |  |  |  |
| Al-2O1 | 1.893 | $\mathrm{R}-2 \mathrm{Al}$ | 2.975 | O1-2O2 | 2.659 | $\mathrm{O} 1-\mathrm{Al}-\mathrm{O} 2$ | 91.23; 88.67 |
| $\mathrm{Al}-2 \mathrm{O} 2$ | 1.908 | $\mathrm{R}-2 \mathrm{Al}$ | 3.108 | $\mathrm{O} 1-2 \mathrm{O} 2$ | 2.669 | $\mathrm{O} 1-\mathrm{Al}-\mathrm{O} 2$ | 91.33; 88.77 |
| $\mathrm{Al}-2 \mathrm{O} 2$ | 1.926 | $\mathrm{R}-2 \mathrm{Al}$ | 3.221 | $\mathrm{O} 1-2 \mathrm{O} 2$ | 2.716 | $\mathrm{O} 2-\mathrm{Al}-\mathrm{O} 2$ | 90.18; 89.82 |
| $\mathrm{R}-\mathrm{O} 1$ | 2.216 | $\mathrm{R}-2 \mathrm{Al}$ | 3.502 | $\mathrm{O} 1-2 \mathrm{O} 2$ | 2.732 | O1-Al-O1 | 180.0 |
| $\mathrm{R}-2 \mathrm{O} 2$ | 2.244 | R-2R | 3.603 | $\mathrm{O} 2-2 \mathrm{O} 2$ | 2.707 | $\mathrm{O} 2-\mathrm{Al}-\mathrm{O} 2$ | 179.98; 180.0 |
| $\mathrm{R}-\mathrm{O} 1$ | 2.259 | R-2R | 3.715 | $\mathrm{O} 2-2 \mathrm{O} 2$ | 2.715 |  |  |
| $\mathrm{R}-2 \mathrm{O} 2$ | 2.445 | R-2R | 3.796 | $\mathrm{O} 2-\mathrm{O} 2$ | 2.962 | Al-O1-Al | 149.9 |
| $\mathrm{R}-2 \mathrm{O} 2$ | 2.548 | Al-2Al | 3.657 | O2-O2 | 3.043 | Al-O2-Al | 149.4 |
| R-O1 | 2.998 | Al-4Al | 3.698 |  |  |  |  |
| R-O1 | 3.183 |  |  |  |  |  |  |
| $\mathrm{R}-2 \mathrm{O} 2$ | 3.315 |  |  |  |  |  |  |
| S.G. Imma ( $\mathrm{CeAlO}_{3}$ at 373 K$)$ |  |  |  |  |  |  |  |
| Al-2O1 | 1.891 | $\mathrm{R}-4 \mathrm{Al}$ | 3.267 | Al-2Al | 3.769 | O1-Al-O2 | 83.7; 96.3 |
| $\mathrm{Al}-4 \mathrm{O} 2$ | 1.896 | $\mathrm{R}-2 \mathrm{Al}$ | 3.261 | $\mathrm{Al}-4 \mathrm{Al}$ | 3.781 | $\mathrm{O} 2-\mathrm{Al}-\mathrm{O} 2$ | 89.73; 90.27 |
| $\mathrm{R}-\mathrm{O} 1$ | 2.487 | $\mathrm{R}-2 \mathrm{Al}$ | 3.289 | O1-4O2 | 2.527 | O1-Al-O1 | 179.98 |
| $\mathrm{R}-4 \mathrm{O} 2$ | 2.636 | R-2R | 3.757 | $\mathrm{O} 1-4 \mathrm{O} 2$ | 2.821 | $\mathrm{O} 2-\mathrm{Al}-\mathrm{O} 2$ | 180 |


| R-2O1 | 2.678 | R-2R | 3.769 | O2-2O2 | 2.669 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| R-402 | 2.704 | R-2R | 3.805 |  |  | Al-O1-Al | 167.37 |
| R-O1 | 2.870 |  |  |  |  | $\mathrm{Al}-\mathrm{O} 2-\mathrm{Al}$ | 176.35 |
| S.G. I4/mcm ( $\mathrm{CeAlO}_{3}$ at RT) |  |  |  |  |  |  |  |
| Al-4O2 | 1.898 | R-8Al | 3.271 | O1-8O2 | 2.681 | O1-Al-O1 | 180 |
| Al-2O1 | 1.897 | R-4R | 3.769 | O2-4O2 | 2.684 | O1-Al-O2 | 90 |
| R-4O2 | 2.520 | R-2R | 3.793 |  |  | O2-Al-O2 | 90.0; 180.0 |
| R-4O1 | 2.6654 | Al-4Al | 3.769 |  |  |  |  |
| R-4O2 | 2.836 | Al-2Al | 3.793 |  |  | Al-O1-Al | 180 |
|  |  |  |  |  |  | $\mathrm{Al}-\mathrm{O} 2-\mathrm{Al}$ | 166.4 |
| S.G. I2/m $\left(\mathrm{PrAlO}_{3}\right.$ at 120 K$)$ |  |  |  |  |  |  |  |
| Al-2O1 | 1.888 | R-2Al | 3.248 | Al-2Al | 3.743 | O1-Al-O3 | 87.3; 92.7 |
| Al-2O3 | 1.895 | R-2Al | 3.253 | Al-2Al | 3.745 | O1-Al-O2 | 85.5; 94.5 |
| Al-2O2 | 1.901 | R-2Al | 3.254 | Al-2Al | 3.787 | O3-Al-O2 | 90.6; 89.4 |
| R-O1 | 2.427 | R-2Al | 3.263 | O1-2O2 | 2.573 | O1-Al-O1 | 180.0 |
| R-2O2 | 2.437 | R-R | 3.741 | O1-2O3 | 2.61 | O2-Al-O2 | 180.0 |
| R-203 | 2.59 | R-2R | 3.743 | O1-2O3 | 2.74 | O3-Al-O3 | 180.0 |
| R-O1 | 2.67 | R-R | 3.748 | O1-2O2 | 2.782 |  |  |
| R-O1 | 2.67 | R-R | 3.775 | O2-2O3 | 2.670 | Al-O1-Al | 165.0 |
| R-2O3 | 2.71 | R-R | 3.799 | O2-2O3 | 2.699 | $\mathrm{Al}-\mathrm{O} 2-\mathrm{Al}$ | 160.0 |
| R-202 | 2.908 |  |  |  |  | Al-O3-Al | 175.2 |
| R-O1 | 2.909 |  |  |  |  |  |  |
| S.G. $I \overline{1}\left(\operatorname{Pr}_{0.44} \mathrm{Nd}_{0.56} \mathrm{AlO}_{3}\right.$ at 20 K$)$ |  |  |  |  |  |  |  |
| Al1-2O1 | 1.88 | R-Al1 | 3.232 | O1-O2 | 2.53 | O1-Al1-O2 | 96.1; 83.9 |
| Al1-2O2 | 1.90 | R-Al2 | 3.234 | O1-O2 | 2.53 | O1-Al1-O3 | 85.4;94.6 |
| Al1-2O3 | 1.908 | R-Al2 | 3.252 | O1-O3 | 2.57 | O2-Al1-O3 | 94.7; 85.3 |
| Al2-2O2 | 1.88 | R-Al1 | 3.253 | O1-O3 | 2.60 | O1-Al1-O1 | 180.0 |

TABLE 28 (continued)

| Atoms | Distances ( A ) | Atoms | Distances (Å) | Atoms | Distances (Å) | Atoms | Angles ( ${ }^{\circ}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Al2-2O3 | 1.899 | R-Al1 | 3.254 | O1-O3 | 2.78 | $\mathrm{O} 2-\mathrm{Al} 1-\mathrm{O} 2$ | 180.0 |
| Al2-2O1 | 1.91 | R-Al2 | 3.255 | O1-O3 | 2.79 | O3-Al1-O3 | 180.0 |
| R-O1 | 2.369 | R-Al2 | 3.259 | O1-O2 | 2.81 | O2-Al2-O3 | 95.8; 84.2 |
| R-O3 | 2.404 | R-Al1 | 3.261 | O1-O2 | 2.82 | O2-Al2-O1 | 83.8; 96.2 |
| R-O3 | 2.460 | R-R | 3.741 | O2-O3 | 2.53 | O3-Al2-O1 | 86.1; 93.9 |
| $\mathrm{R}-\mathrm{O} 2$ | 2.53 | R-2R | 3.744 | $\mathrm{O} 2-\mathrm{O} 3$ | 2.58 | O1-Al2-O1 | 180.0 |
| $\mathrm{R}-\mathrm{O} 2$ | 2.59 | R-R | 3.755 | O2-O3 | 2.80 | O2-Al2-O2 | 180.0 |
| R-O1 | 2.631 | $\mathrm{R}-\mathrm{R}$ | 3.763 | O2-O3 | 2.80 | O3-Al2-O3 | 180.0 |
| R-O1 | 2.700 | R-R | 3.771 |  |  |  |  |
| R-O2 | 2.72 | Al1-2Al2 | 3.744 |  |  | Al1-O1-Al2 | 161.6 |
| $\mathrm{R}-\mathrm{O} 2$ | 2.76 | Al1-2Al2 | 3.748 |  |  | Al2-O2-Al1 | 171.9 |
| R-O3 | 2.864 | Al1-2Al2 | 3.767 |  |  | Al2-O3-Al1 | 159.8 |
| R-O3 | 2.936 |  |  |  |  |  |  |
| R-O1 | 2.962 |  |  |  |  |  |  |

rotation about a given axis (identical letters indicate equal tilts), and superscripts $\left(^{+}\right.$) and $\left(^{-}\right)$denote the phase of the octahedral tilting in neighbouring layers (in-phase and out-of-phase, respectively). Zero as a superscript $\left({ }^{\circ}\right)$ signifies no tilting about that axis. For example, in the $a^{-} a^{-} a^{-}$system, the rotation angle is the same about each of the three axes, and the rotations of octahedra in adjacent layers are in opposite directions (out-of-phase tilts). In the $a^{+} b^{+} c^{+}$system, the rotation angles about the $[100]_{p},[010]_{p}$, and $[001]_{p}$ axes are different, and the octahedra in adjacent layers rotate in the same direction (in-phase tilts). Magnitudes of the octahedral tilts are quantified as deviations of the interoctahedral $\mathrm{Al}-\mathrm{O}-\mathrm{Al}$ angles from $180^{\circ}$.

The rhombohedral $R \overline{3} c$ perovskite structure (Figure 39A) is formed via a minor cooperative displacement of the oxygen atoms from their ideal positions. As a


FIGURE 39 Structures of the rhombohedral (A), orthorhombic Pbnm (B), orthorhombic Imma $(C)$, tetragonal ( $D$ ), monoclinic ( $E$ ), and triclinic ( $F$ ) modifications of $\mathrm{RAlO}_{3}$ perovskites. Frameworks of corner-sharing $\mathrm{AlO}_{6}$ octahedra and R-cations are shown.
result, the ideal $\mathrm{RO}_{12}$ cubo-octahedron made of 12 equal R -O distances transforms into a polyhedron with 3 'short', 6 'medium', and 3 'long' R-O bonds (Table 28). Even though all six Al-O distances remain equal, the octahedron itself undergoes a distortion due to the minor deviation of the $\mathrm{O}-\mathrm{Al}-\mathrm{O}$ angles from $90^{\circ}$. All $\mathrm{R}-\mathrm{R}$ and $\mathrm{Al}-\mathrm{Al}$ distances remain equal, whereas eight nearest $\mathrm{R}-\mathrm{Al}$ distances split into two shorter and six longer ones (Table 28). The rhombohedral distortion of the perovskite lattice is also reflected by the tilting of the octahedra around the threefold $[111]_{p}$ axis, which is reflected by a deviation of $\mathrm{Al}-\mathrm{O}-\mathrm{Al}$ angles from $180^{\circ}$ (Table 28). Using Glazer's notations, the $R \overline{3} c$ structure is characterized by anti-phase tilting of the octahedra with the same magnitude along all fourfold axes, and therefore it belongs to the threefold tilting system $a^{-} a^{-} a^{-}$(Figure 39A).

For the orthorhombic Pbnm structure, mutual displacements of the rare earth and oxygen atoms from their ideal positions are observed. The maximum shift of R-cation is observed along the [010] direction, whereas the displacement along [100] is considerably smaller and does not exceed $0.07-0.08 \AA$ (Figure 40). The magnitude of the R-cation displacement decreases with increasing cationic radius and approaches zero when the transition to rhombohedral perovskites occurs for $r\left(\mathrm{R}^{3+}\right)>1.155 \AA$ (Figure 40).

Mutual displacements of rare earth and oxygen atoms in orthorhombic perovskite structures lead to further redistribution of $\mathrm{R}-\mathrm{O}$ and $\mathrm{Al}-\mathrm{O}$ distances. There is a set of eight $\mathrm{R}-\mathrm{O}$ distances (typically grouped in 1-2-1-2-2-1-1-2) in the $\mathrm{RO}_{12}$ polyhedra (Table 28). The six Al-O bonds, which are equal in the cubic and rhombohedral structures, split into two shorter, two medium, and two longer distances in the Pbnm structure. The deformation of the $\mathrm{AlO}_{6}$ octahedra is also reflected by a deviation of the $\mathrm{O}-\mathrm{Al}-\mathrm{O}$ angles from $90^{\circ}$ and $180^{\circ}$. Nevertheless, only a minor deformation of interoctahedral bonds and angles is observed. Mutual displacement of oxygen atoms results mainly in the considerable deviation of $\mathrm{Al}-\mathrm{O}-\mathrm{Al}$ angles from $180^{\circ}$ (Table 28) and is reflected by cooperative tilts of the $\mathrm{AlO}_{6}$ octahedra (Figure 39B). Using Glazer's notation, the orthorhombic Pbnm structure belongs to the three-tilt system $a^{+} b^{-} b^{-}$(Nr. 10). Due to the deformation of the cation sublattice, a redistribution of $\mathrm{R}-\mathrm{R}, \mathrm{R}-\mathrm{Al}$, and $\mathrm{Al}-\mathrm{Al}$ distances can be observed (Table 28).

Another type of deformation of the perovskite structure is known to occur among the LT modifications of cerium and praseodymium aluminates and solid solutions based on them. In the orthorhombic Imma structures, 12 nearest distances in the $\mathrm{RO}_{12}$ polyhedra split into a set of five unique $\mathrm{R}-\mathrm{O}$ distances, typically grouped as $1-4-2-4-1$. The six $\mathrm{Al}-\mathrm{O}$ bonds within the octahedra split into two shorter and four longer distances, but this deformation is very weak and octahedra are distorted mainly due to considerable deviations of the $\mathrm{O}-\mathrm{Al}-\mathrm{O}$ angles from $90^{\circ}$ (see Table 28). Moreover, the octahedra tilt either about the twofold $[110]_{p}$ axis or about both $[010]_{p}$ and $[001]_{p}$ pseudo-axes of the perovskite cell, which corresponds to the tilt system $a^{0} b^{-} b^{-}$(Figure 39C).

In the tetragonal $\mathrm{I} 4 / \mathrm{mcm}$ structure, in $\mathrm{CeAlO}_{3}$ below 314 K , the $\mathrm{RO}_{12}$ polyhedra are based on four short, four medium, and four longer bonds, whereas the $\mathrm{AlO}_{6}$ octahedra remain practically regular (Table 28). Deformation from the ideal perovskite structure is also reflected by cooperative anti-phase rotations of


FIGURE 40 Relative (A) and absolute (B) displacements of R-cation from their ideal positions in the ideal cubic perovskite lattice in a series of $\mathrm{RAlO}_{3}$ perovskites.
octahedra about the fourfold $[001]_{\mathrm{p}}$ axis. Using Glazer's notation, the tetragonal LT structure of $\mathrm{CeAlO}_{3}$ and $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}$ solid solutions belongs to the $a^{0} a^{0} c^{-}$one-tilt system (Figure 39D).

Yet another type of distortion may be illustrated by an example of the monoclinic $I 2 / m$ structure, which is known for LT modifications of $\mathrm{PrAlO}_{3}$ and solid solutions existing in the $\mathrm{CeAlO}_{3}-\mathrm{NdAlO}_{3}$ system. In the monoclinic $I 2 / m$ structure, eight distinct $\mathrm{R}-\mathrm{O}$ and three $\mathrm{Al}-\mathrm{O}$ bond lengths develop in sets of 1-2-1-2-2-1-2-1 and 2-2-2, respectively. Nevertheless, deformation of the Al-O bonds remains weak, whereas $12 \mathrm{R}-\mathrm{O}$ distances are distributed over a broad range of 2.43-2.91 $\AA$ (Table 28). The $\mathrm{AlO}_{6}$ octahedra are tilted with respect to the $a$ and $c$ axes of
the monoclinic cell, or, in other words, the tilts rotate about the $[010]_{p}$ and $[001]_{p}$ axes of the ideal perovskite (tilt system $a^{0} b^{-} c^{-}$) (Figure 39E).

In the triclinic $\overline{1} \overline{1}$ modification of the perovskite structure, discovered in $\operatorname{Pr}_{0.44} \mathrm{Nd}_{0.56} \mathrm{AlO}_{3}$ below $70 \mathrm{~K}, 12$ distinct $\mathrm{R}-\mathrm{O}$ distances are distributed over the range of $2.37-2.96 \AA$ (Table 28). The $\mathrm{AlO}_{6}$ octahedra are quite distorted mainly due to considerable deviations of the intraoctahedral O-Al-O angles from $90^{\circ}$, which reach as much as $6^{\circ}$ in the case of $\operatorname{Pr}_{0.44} \mathrm{Nd}_{0.56} \mathrm{AlO}_{3}$ at 20 K (Table 28). In terms of Glaser notation, this structure belongs to the three-tilt system $a^{-} b^{-} c^{-}$(Figure 39F).

It is worth noting that the tetragonal $I 4 / \mathrm{mcm}$, monoclinic $I 2 / \mathrm{m}$, and triclinic $I \overline{1}$ structures occur very rarely among perovskite-type oxides. As it was mentioned above, the tetragonal $I 4 / \mathrm{mcm}$ structure, observed in $\mathrm{CeAlO}_{3}$ and $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{AlO}_{3}$ solid solutions, is the only exception among all $\mathrm{A}^{3+} \mathrm{M}^{3+} \mathrm{O}_{3}$ perovskites and it is much more common among $\mathrm{A}^{2+} \mathrm{M}^{4+} \mathrm{O}_{3}$ compounds. The monoclinic $I 2 / \mathrm{m}$ structure has been reported for $\mathrm{BaPbO}_{3}, \mathrm{BaPb}_{0.75} \mathrm{Bi}_{0.25} \mathrm{O}_{3}$, and $\mathrm{BaCe}_{1-x} \mathrm{Y}_{x} \mathrm{O}_{3-z}$ solid solutions, in addition to $\mathrm{PrAlO}_{3}$ and $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ samples. And the triclinic $I \overline{1}$ structure was known to date only among some double perovskites, namely, $\mathrm{Ba}_{2} \mathrm{LaRuO}_{6}, \mathrm{BaLaNiRuO}_{6}, \mathrm{BaLaCoIrO}_{6}$, and $\mathrm{Sr}_{2} \mathrm{FeIrO}_{6}$ (ICSD, 2005).

The dependencies of selected interatomic distances in $\mathrm{RAlO}_{3}$ structures on the average radius of R-cation are shown in Figure 41A-D. The increase of the R-cation radii results in an increase of six shortest $\mathrm{R}-\mathrm{Al}$ distances and shortening of two longest distances (Figure 41A). The R-Al interatomic distances show a pronounced variation of the slope around $r=1.07 \AA$, similar to one observed in the dependencies of the $b$-parameter (see Figure 37). Slightly different behaviour is observed for the nearest distances between R-cations, where four short $\mathrm{R}-\mathrm{R}$ distances increase but two long ones remain nearly constant (Figure 41B). In both cases, the difference between various $\mathrm{R}-\mathrm{Al}$ or $\mathrm{R}-\mathrm{R}$ distances decreases with increasing R -cation radius, which indicates that the degree of deformation of the perovskite structure is reduced. The change of the 12 nearest $\mathrm{R}-\mathrm{O}$ distances also reflects the structural changes in the series of $\mathrm{RAlO}_{3}$ compounds. In orthorhombic perovskites, eight shortest R-O bonds increase linearly with increasing $r(\mathrm{R})$, whereas four long bonds become shorter (Figure 41C). For compounds with the rhombohedral structure, the increase of nine short $\mathrm{R}-\mathrm{O}$ bonds is supplemented by the respective shortening of three long $\mathrm{R}-\mathrm{O}$ distances. It is evident that the increase of the R-cation radius affects not only the tilting of the octahedra but also the strengths of the $\mathrm{Al}-\mathrm{O}$ bonds. The difference between equatorial and apical distances in the $\mathrm{AlO}_{6}$ octahedra decreases and it practically vanishes in the $\mathrm{SmAlO}_{3}$ structure (Figure 41D). In the rhombohedral perovskites, all six $\mathrm{Al}-\mathrm{O}$ distances are equal.

In parallel with the increasing R -cation radius in $\mathrm{RAlO}_{3}$ compounds, the average cation-cation distances $(\mathrm{RAl})_{8},(\mathrm{AlAl})_{6}$, and $(\mathrm{RR})_{6}$ also increase (Figure 42A). A similar tendency has been observed for the average (RO) ${ }_{8-12}$ distances, which were calculated for various coordination numbers of R-cations (Figure 42B). The opposite behaviour is observed for the average $(\mathrm{AlO})_{6}$ and $(\mathrm{OO})_{8}$ distances, which decrease slightly with increasing R-cation radius (Figure 42B). Although in the $\mathrm{LuAlO}_{3}-\mathrm{LaAlO}_{3}$ series, the radius of R -cation increases, approaching the radii of $\mathrm{O}^{2-}$ anions, a compaction (densification) of the structure is observed. This leads to a decrease of the octahedral voids and to reduced effective radius of oxygen ions and hence, to a close packed system.


FIGURE 41 Interatomic distances R-Al (A), R-R (B), R-O (C), and Al-O (D) in RAlO ${ }_{3}$ perovskites as function of R -cation radius.

The changes in the character of distribution of the interatomic distances in $\mathrm{RAlO}_{3}$ structures reflect the decreasing deformation of the perovskite structure in the series of $\mathrm{LuAlO}_{3}-\mathrm{LaAlO}_{3}$ and illustrate the transition from the orthorhombic to the rhombohedral symmetry when $r\left(\mathrm{R}^{3+}\right)>1.155 \AA$.

The decrease of perovskite structure deformation with increasing radius of R-cations in $\mathrm{RAlO}_{3}$ series is also reflected by a systematic decrease of the magnitude of rotations of $\mathrm{AlO}_{6}$ octahedra. Figure 43 shows the dependencies of octahedra tilt angles in orthorhombic, rhombohedral, and tetragonal $\mathrm{RAlO}_{3}$ perovskites, calculated from the experimental values of the $\mathrm{Al}-\mathrm{O}-\mathrm{Al}$ angles in the corresponding structures.

To estimate the deviation from an ideal cubic model of perovskites, the cell distortion factor, $d$, was proposed by Sasaki et al. (1983):

$$
\begin{equation*}
d=\frac{\left\{\left(a / \sqrt{2}-a_{p}\right)^{2}+\left(b / \sqrt{2}-a_{p}\right)^{2}+\left(c / 2-a_{p}\right)^{2}\right\}}{3 a_{p}^{2}} \times 10^{4} \tag{1}
\end{equation*}
$$



FIGURE 42 Average interatomic distances $(\mathrm{RAl})_{8},(\mathrm{AlAl})_{6},(\mathrm{RR})_{6}$ in panel $(\mathrm{A})$ and $(\mathrm{AlO})_{6},(\mathrm{R}-\mathrm{O})_{8-12}$, $(\mathrm{OO})_{12}$ in panel (B) in the structures of $\mathrm{RAlO}_{3}$ as functions of R -cation radius.
where

$$
a_{p}=\frac{1}{3}\left(\frac{a}{\sqrt{2}}+\frac{b}{\sqrt{2}}+\frac{c}{2}\right)
$$

Figure 44 represents the corresponding values calculated for $\mathrm{RAlO}_{3}$ discussed in this chapter. The cell distortion factor in $\mathrm{RAlO}_{3}$ falls sharply from $\mathrm{LuAlO}_{3}$ to $\mathrm{TbAlO}_{3}$, showing a rapid decrease of the distortion from the cubic cell. However,


FIGURE 43 Octahedra tilt angles as functions of R-cation radius. $\varphi_{y}=(180-(\mathrm{Al}-\mathrm{O} 1-\mathrm{Al})) / 2$, $\varphi_{z}=\left(180-\left(\mathrm{Al}-\mathrm{O}_{2}-\mathrm{Al}\right)\right) / 2$ for orthorhombic and tetragonal structures; $\varphi_{y}=\varphi_{z}=(180-$ (Al-O-Al))/2 for rhombohedral structures. For orthorhombic structures, the average tilt angles are shown as well.


FIGURE 44 Cell distortion factor, $d$, in the series of $\mathrm{RAlO}_{3}$ compounds.
this criterion works suitably only for strongly distorted perovskite lattices. In case of weakly distorted $\mathrm{GdFeO}_{3}$-type perovskites, the cell distortion factor does not properly reflect deviations from the perovskite lattice. This is especially important when changes in the cell parameters ratio occur. As can be seen in Figure 44, the calculated cell distortion factors of orthorhombic $\mathrm{EuAlO}_{3}$ and
$\mathrm{SmAlO}_{3}$ are smaller than the corresponding values of $\mathrm{NdAlO}_{3}$ and $\mathrm{PrAlO}_{3}$, which have a rhombohedral structure. Therefore, this approach can not be applied to characterize the deviation from the perovskite structure in general since it does not reflect the peculiar features of individual deformations of the perovskite structure at the transition boundary, for example, between orthorhombic and rhombohedral structures.

Deviations from the ideal perovskite structure may better be described by the observed tolerance factors, $t_{0}$, and the bond-length distortions of polyhedra, $\Delta$. Such criteria were introduced by Sasaki et al. (1983) in order to describe structural deformations, arising from tilts and/or distortions of polyhedra in the perovskite-type structures. These parameters are defined as follows:

$$
\begin{gather*}
t_{0}=\frac{l_{\mathrm{CN}_{12}}}{\sqrt{2} l_{\mathrm{CN}_{6}}}  \tag{2}\\
\Delta=\frac{1}{n} \sum\left(\frac{l_{\mathrm{i}}-l_{\mathrm{CN}}}{l_{\mathrm{CN}}}\right)^{2} \times 10^{3}, \tag{3}
\end{gather*}
$$

where $l_{\mathrm{i}}$ and $l_{\mathrm{CN}}$ are the individual and average interatomic distances in polyhedra with corresponding coordination number, and $n$ is the number of bonds.

Experimental values of the observed tolerance factor calculated for all relevant CN of R -cations in the $\mathrm{RAlO}_{3}$ structures are presented in Figure 45A. They increase linearly with increasing R-cation radius that underlines a systematic decrease of the deformation of the perovskite structure in the series $\mathrm{LuAlO}_{3}-\mathrm{LaAlO}_{3}$. The analysis of the bond-length distortions calculated for the corresponding $\mathrm{RO}_{8}-\mathrm{RO}_{12}$ polyhedra also confirms the same tendency, that is that deformations decrease with increasing R-cation radius. It shows that CN values of $8-10$ are preferable for the R atoms in $\mathrm{RAlO}_{3}$ compounds with the orthorhombic structures. Figure 45B shows that $\mathrm{RO}_{12}$ cubo-octahedra are strongly distorted in comparison with the $\mathrm{RO}_{8}, \mathrm{RO}_{9}$, and $\mathrm{RO}_{10}$ polyhedra. Decreasing deformations of the perovskite structure in $\mathrm{LuAlO}_{3}-\mathrm{SmAlO}_{3}$ series and transition between orthorhombic and rhombohedral structures are illustrated by the corresponding dependencies of the $\Delta$ values, calculated for the nearest $\mathrm{R}-\mathrm{R}$ and $\mathrm{R}-\mathrm{Al}$ distances (Figure 45C and D).

The ratios of the cation-cation distances $(\mathrm{AB})_{\max } /(\mathrm{AB})_{\min }$ and the average distances $(\mathrm{AA})_{6} /(\mathrm{BB})_{6}$ could also serve to characterize the degree of deformation in $\mathrm{ABO}_{3}$ perovskites (Vasylechko et al., 1999a,b). In the ideal cubic perovskite structure, all individual $\mathrm{A}-\mathrm{B}, \mathrm{A}-\mathrm{A}$, and $\mathrm{B}-\mathrm{B}$ distances are equal and hence it is trivial that the ratios of $(\mathrm{AB})_{\max } /(\mathrm{AB})_{\min }$ and $(\mathrm{AA})_{6} /(\mathrm{BB})_{6}$ distances must be equal to 1 . The latter ratio also equals 1 in the rhombohedral perovskite structures. In the series of $\mathrm{RAlO}_{3}$ compounds with orthorhombic structures, both ratios decrease with increasing R-cation radius (Figure 46). Since the transition between orthorhombic and rhombohedral structures is clearly reflected by such dependencies, these criteria could be used for the prediction of the Pbnm-R $\overline{3} c$ transformation in corresponding perovskite structures (Vasylechko et al., 2005).


FIGURE 45 Observed tolerance factors (A) and bond-length distortions of polyhedra (B-D) in $\mathrm{RAlO}_{3}$ structures as functions of the average R -cation radius.

Over the last decades, the concept of bond-valence calculations has been widely applied in solid state chemistry for prediction of bond lengths, as well as for determination of coordination numbers in corresponding compounds. Besides, this concept serves as a criterion to verify the reliability of structure determinations (Brown, 1978; Brown and Altermatt, 1985; Altermatt and Brown, 1987). According to their approach, the atomic valence of an atom, $V_{i}$, is defined as the sum of bond valences $v_{i j}$

$$
\begin{equation*}
V_{i}=\sum_{j} v_{i j} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{i j}=\exp \left\{\frac{R_{i j}-l_{i j}}{B}\right\} . \tag{5}
\end{equation*}
$$

Here, bond valence $v_{i j}$ is associated with each cation-anion interaction, $l_{i j}$ is the cation-anion distance, $B$ is the so-called 'universal' constant equal to $0.37 \AA$ (Brown and Altermatt, 1985), and $R_{i j}$ is the bond-valence parameter.

Based on experimental values of interatomic distances $\mathrm{R}-\mathrm{O}$ and $\mathrm{Al}-\mathrm{O}$ and using the tabulated values of $R_{i j}$ for the corresponding bonds (Brese and


FIGURE 46 Distance ratios $(\mathrm{RAl})_{\max } /(\mathrm{RAl})_{\text {min }}$ in $(\mathrm{A})$ and $(\mathrm{RR})_{6} /(\mathrm{AlAl})_{6}$ in $(\mathrm{B})$ as functions of R-cation radius.

O'Keefe, 1991), the valence $V_{i}$ of cations in $\mathrm{RAlO}_{3}$ compounds has been calculated by Vasylechko and Matkovskii (2004) (Figure 47). It can be seen that the calculated values for R-cations with $\mathrm{CN} 8-9$ and Al atoms (CN 6) are located within the limits of $3 \pm 0.1$, which corresponds to the formal valence of these cations. A minor increase of the $V_{i}$ values of aluminium is observed with increasing of R-cation radius, whereas the corresponding values of rare earth cations decrease slightly (Figure 47). A comparison of $V_{i}$ values calculated for differently coordinated Rcations shows that for 'small' cations $\left(\mathrm{Lu}^{3+}-\mathrm{Dy}^{3+}\right)$ in orthorhombic $\mathrm{RAlO}_{3}$ structures, a better agreement between the formal and calculated valences is observed for CN 8 . For $\mathrm{Tb}, \mathrm{Gd}$, and Eu atoms, coordination number 9 is preferred, whereas for Sm atoms, CN 10 is rather typical. In the rhombohedral $\mathrm{NdAlO}_{3}$ and $\mathrm{PrAlO}_{3}$ structures, the same difference between formal and calculated valence is observed for CN 9 and 12, whereas in $\mathrm{LaAlO}_{3}$, preferred coordination number of La is 12. The same coordination number (12) can be assigned to Ce ions in the tetragonal $\mathrm{CeAlO}_{3}$ structure.


FIGURE 47 Calculated valence of cations in the series of $\mathrm{RAlO}_{3}$ compounds.

For characterization of the overall structure stability of perovskites, the Global Instability Index (GII), has been proposed (Salinas-Sanchez et al., 1992; Lufaso and Woodward, 2001). GII is defined as:

$$
\begin{equation*}
G I I=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(V_{i(0 \mathrm{ox})}-V_{i(\text { calc })}\right)^{2}} \tag{6}
\end{equation*}
$$

where $V_{i(\mathrm{ox})}$ and $V_{i(\text { calc) }}$ correspond to formal and calculated valence of the $i$ th ion, respectively, and $N$ is the number of atoms in the asymmetric unit.

It is assumed that for an unstrained structure, GII is typically smaller than 0.1 valence units, whereas for structures with lattice-induced strain $0.1<\mathrm{GII}<0.2$. Crystal structures with GII > 0.2 are found to be unstable (Rao et al., 1998; Lufaso and Woodward, 2001). Vasylechko and Matkovskii (2004) calculated GII values for $\mathrm{RAlO}_{3}$ compounds taking into account different possible CN of R-cations. It was shown that in terms of the GII concept, all $\mathrm{RAlO}_{3}$ perovskites can be considered as unstrained structures. High GII values 0.21 and 0.14 valence units, observed in $\mathrm{CeAlO}_{3}$ for CN 8 and $\mathrm{LaAlO}_{3}$ for CN 9 , indicate that the chosen coordination numbers are not suitable for those structures.

### 2.5 Phase transitions and thermal expansion of $\mathrm{RAlO}_{3}$ perovskites

Seven types of phase transitions exist in $\mathrm{RAlO}_{3}$ compounds and in their solid solutions. A continuous phase transition $\operatorname{Pm} \overline{3} m-R \overline{3} c$ is typical for the early members of the $\mathrm{RAlO}_{3}$ series ( $\mathrm{R}=\mathrm{La}, \mathrm{Ce}, \mathrm{Pr}$, and Nd ), whereas a first-order phase transformation $\mathrm{R} \overline{3} c-\mathrm{Pbnm}$ is observed for $\mathrm{SmAlO}_{3}, \mathrm{GdAlO}_{3}$, and $\mathrm{EuAlO}_{3}$. Similar phase transitions are also observed in solid solutions $\mathrm{R}_{1-x} \mathrm{R}^{\prime}{ }_{x} \mathrm{AlO}_{3}$ with average radius of R-cation larger than $1.105 \AA$. Five other kinds of phase transitions,
namely $R \overline{3} c$-Imma, Imma-I4 $/ m c m$, Imma-I2 $/ m, I 2 / m-I 4 / m c m$, and $R \overline{3} c-I \overline{1}$, occur at low temperatures and are observed only in $\mathrm{CeAlO}_{3}$ and $\mathrm{PrAlO}_{3}$ and in their solid solutions.

Based on a large number of literature data concerning the temperatures of phase transformations in rare earth aluminates combined with own results, a tentative generalized phase diagram of $\mathrm{RAlO}_{3}$ compounds with perovskite structures was constructed by Vasylechko and Matkovskii (2004). In this diagram, the transition temperatures are presented as a function of average radius of R-cation. Such a diagram supplemented with recently obtained data for several compositions of $\mathrm{R}_{1-\times} \mathrm{R}^{\prime}{ }_{x} \mathrm{AlO}_{3}$ solid solutions is depicted in Figure 48.

According to literature, rare earth aluminates from $\mathrm{TmAlO} \mathrm{A}_{3}$ to $\mathrm{LaAlO}_{3}$ and $\mathrm{YAlO}_{3}$ are formed from the melt. Crystallization temperatures of the $\mathrm{RAlO}_{3}$ compounds increase slightly with increasing R-cation radius (Figure 48). Aluminates with R-cations radius above $1.16 \AA(\mathrm{La}, \mathrm{Ce}, \mathrm{Pr}$, and Nd ) and the corresponding solid solutions crystallize with cubic symmetry. Upon cooling, they undergo a continuous phase transformation to the rhombohedral structure, and the temperature of the transformation decreases with increasing the radius of the R-cation. As it was mentioned above, the discrepancies in transition temperatures reported in literature for $\mathrm{PrAlO}_{3}$ and $\mathrm{NdAlO}_{3}$ are ca. 500 K . The continuous character of this transformation makes it difficult to determine transition temperatures using classical methods of thermal analysis or laboratory X-ray diffraction. Therefore, for a


FIGURE 48 Generalized phase diagram of perovskite-type $\mathrm{RAlO}_{3}$ systems. The letters $\mathrm{L}, \mathrm{O}, \mathrm{Rh}$, and $C$ designate liquid, orthorhombic, rhombohedral, and cubic phase fields, respectively. Open symbols indicate LT phase transitions observed in $\mathrm{CeAlO}_{3}, \mathrm{PrAlO}_{3}$, and the corresponding solid solutions. Linear fits of the observed critical temperatures: $T_{\mathrm{O}-\mathrm{Rh}}(r)=40(2) \times 10^{3}-34(2) \times$ $10^{3} \times r ; T_{\mathrm{Rh}-\mathrm{C}}(r)=30.2(5) \times 10^{3}-24.2(5) \times 10^{3} \times r ; T_{\mathrm{L}}(r)=0.9(3) \times 10^{3}+1.2(2) \times 10^{3} \times r$.
precise determination of the change from the rhombohedral to cubic phases shown in Figure 48, recent data obtained by using modern high-resolution synchrotron and neutron radiation diffraction techniques were used.

Samarium, europium, and gadolinium aluminates, as well as those solid solutions $\mathrm{R}_{1-x} \mathrm{R}^{\prime}{ }_{\mathrm{x}} \mathrm{AlO}_{3}$ with an average radius of the R -cation in the range between 1.05 and $1.16 \AA$, crystallize with rhombohedral symmetry and undergo a transformation to orthorhombic symmetry on cooling. Finally, $\mathrm{RAlO}_{3}$ compounds with R-cation radius smaller than $1.05 \AA(\mathrm{~Tb}-\mathrm{Lu}$ and Y$)$ and the corresponding solid solutions are orthorhombic and do not undergo any phase transformation in the whole temperature range studied (at least down to 12 K ).

A first-order rhombohedral-to-orthorhombic phase transition $R \overline{3} c-P b n m$ occurs in $\mathrm{RAlO}_{3}$ compounds and solid solutions with the average ionic radii of R-cation $1.05<r<1.16$. For such transitions, the existence of a two-phase region between the two different perovskite-type structures is typical. The coexistence of LT and HT phases is usually observed over a temperature range of $30-50 \mathrm{~K}$, although in some cases, these coexistence ranges may reach even $150-200 \mathrm{~K}$. For concentration-induced transformations that occur in $\mathrm{R}_{1-\mathrm{x}} \mathrm{R}_{\mathrm{x}} \mathrm{AlO}_{3}$ solid solutions, the width of the two-phase region depends strongly on the difference between the ionic radii of R-cations and it may vary from 1-3 at. \% to 40-50 at. \% (see Figure 26).

Both HT phase transformations occurring in $\mathrm{RAlO}_{3}$ compounds- $\operatorname{Pm} \overline{3} m-R \overline{3} c$ and $R \overline{3} c-P b n m$-are characterized by decreasing transition temperatures with increasing radius of R-cation (Figure 48). This behaviour can be explained by a decrease of the perovskite structural deformation as a consequence of the increasing Goldschmidt tolerance factors in the series $\mathrm{RAlO}_{3}$. Taking into account that in both cases, the transition temperatures decrease almost linearly with increasing R-cation, it is evident that the geometrical factor has a considerable influence on these transformations.

Temperatures of the phase transformations R $\overline{3}$ c-Imma, Imma-I4/mcm, Imma$I 2 / m$, and $I 2 / m-I 4 / \mathrm{mcm}$, which are observed only among the cerium- and praseodymium-containing rare earth aluminates, decrease with decreasing Ce or Pr concentration in the corresponding solid solutions $\mathrm{Ce}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ or $\operatorname{Pr}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$, and do not depend on the average R-cation radius. In Figure 48, the temperatures of these transitions are shown as open symbols. It is evident that in contrast to the high-temperature $R \overline{3} c-\operatorname{Pm} \overline{3} m$ and $R \overline{3} c-P b n m$ transitions, the low-temperature transformations in the cerium- and praseodymium-based systems are not caused by geometrical factors, but rather by specific properties of the $\mathrm{Ce}^{3+}$ and $\mathrm{Pr}^{3+}$ ions, that is their electronic structure. The absence of similar transitions in the solid solutions of the $\mathrm{LaAlO}_{3}-\mathrm{NdAlO}_{3}$ system confirms this assumption. Particularly, the $\mathrm{La}_{0.62} \mathrm{Nd}_{0.38} \mathrm{AlO}_{3}$ and $\mathrm{La}_{0.3} \mathrm{Nd}_{0.7} \mathrm{AlO}_{3}$ samples with average R -cation radii 1.196 and $1.179 \AA$, that is close to the $\mathrm{Ce}^{3+}$ and $\mathrm{Pr}^{3+}$ ions, do not change their rhombohedral structures at least down to 12 K . At the same time, both samples undergo HT transitions to the cubic phase at 1350 and 1780 K , respectively, which practically coincides with the corresponding transition temperatures for $\mathrm{CeAlO}_{3}$ and $\mathrm{PrAlO}_{3}$.

The rhombohedral-to-orthorhombic transition $\mathrm{R} \overline{3}$ c-Imma observed in cerium and praseodymium aluminates is discontinuous and hence, first-order in character. The same holds true for the orthorhombic-to-tetragonal Imma-I4/ mcm and
monoclinic-to-tetragonal $I 2 / m-I 4 / \mathrm{mcm}$ transformations. The orthorhombic-tomonoclinic transition Imma-I2/m(C2/m), which is typical for Pr-based aluminates and for some $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ compositions, is restricted by symmetry to be continuous. It is not entirely clear whether the LT phase transitions in the $\mathrm{CeAlO}_{3}$ based systems follow the same mechanism as $\mathrm{PrAlO}_{3}$. It is interesting to note that the sequence of phase transitions typical for $\mathrm{PrAlO}_{3}$ has been observed for Ce -containing aluminates only among the samples of the $\mathrm{CeAlO}_{3}-\mathrm{NdAlO}_{3}$ system, and the temperature variations of the lattice parameters of some $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ compositions are very similar to those reported for $\mathrm{PrAlO}_{3}$, including the existence of metrically tetragonal monoclinic lattice below $110-120 \mathrm{~K}$ (Vasylechko et al., 2007b).

The temperature behaviour of the lattice parameters and cell volumes of the $\mathrm{RAlO}_{3}$ compounds and their relative expansion in different crystallographic directions are shown in Figures 49-51. Besides the $\mathrm{RAlO}_{3}$ compounds, the corresponding data for some $\mathrm{R}_{1-x} \mathrm{R}^{\prime}{ }_{x} \mathrm{AlO}_{3}$ solid solutions are given as well. Relative volumetric expansion and relative expansion in different crystallographic directions were calculated as follows:

$$
\begin{equation*}
\eta_{L}=\frac{L(T)-L\left(T_{0}\right)}{L\left(T_{0}\right)} \times 100 \% \tag{7}
\end{equation*}
$$

where $L(T)$ is the cell dimension or volume at the corresponding temperature $T$; the RT value ( 298 K ) was taken as $T_{0}$.

Figure 49 shows that the relative high-temperature expansion in $a$ - and c-directions is similar for all orthorhombic aluminates and it lies in the limits of $0.87-1 \%$ at 1200 K . At this temperature, a maximum expansion ( $\sim 1 \%$ ) is observed in $\mathrm{YAlO}_{3}$ and $\mathrm{YbAlO}_{3}$, whereas it is smallest in $\mathrm{YbAlO}_{3}$ and $\mathrm{EuAlO}_{3}(\sim 0.9 \%)$. Thermal expansion at HT in the $b$-direction is about two times smaller compared with the $a$ - and $c$-directions (Figure 49 C and D), which is common to the $\mathrm{RAlO}_{3}$ compounds of the $\mathrm{GdFeO}_{3}$-type. A maximum elongation in the $b$-direction at 1200 K is observed for $\mathrm{DyAlO}_{3}(0.53 \%)$, whereas it is a minimum in $\mathrm{YAlO}_{3}(0.40 \%)$.

A more complicated behaviour is observed for the low-temperature expansion of rare earth aluminates. As mentioned above, the majority of $\mathrm{RAlO}_{3}$ compounds show remarkable anomalies, which is manifested by a significant deviation from the 'normal' expansion. In Gd, Tb, Dy, Er, Tm, and Y aluminates, such LT deviations are especially pronounced in the $b$-direction (Figure 49C and D). Besides, $\mathrm{TbAlO}_{3}$ and $\mathrm{TmAlO}_{3}$ display remarkable anomalies in the $a$-direction (Figure 49A and B). Some deviations from the normal behaviour are also observed along the $c$-axis, although they are less pronounced.

In contrast to orthorhombic aluminates, $\mathrm{RAlO}_{3}$ compounds with rhombohedral structures display no anomalies both in the low- and high-temperature expansion (Figure 50). For rhombohedral perovskites, the thermal expansion in the $a$-direction is smaller compared with the $c$-direction $(0.75 \%$ and $1 \%$ at 1200 K , respectively). The $\eta_{a}$ and $\eta_{c}$ values are practically identical for all rhombohedral rare earth aluminates (Figure 50B and D). The analysis of some representatives of $\mathrm{R}_{1-x} \mathrm{R}_{x}^{\prime} \mathrm{AlO}_{3}$ solid solutions shows that the character of their thermal expansion is


FIGURE 49 Temperature dependencies of lattice parameters ( $A, C, E$ ) and their relative expansion ( $B, D, F$ ) in $\mathrm{RAlO}_{3}$ compounds with orthorhombic structures.


FIGURE 50 Temperature dependencies of lattice parameters ( $A, C$ ) and their relative expansion ( $B, D$ ) of $\mathrm{RAlO}_{3}$ compounds with rhombohedral structures.
mainly determined by the behaviour of the constituent $\mathrm{RAlO}_{3}$ compounds and the geometrical factor. This fact is illustrated by the thermal behaviour of the lattice parameters and the cell volumes of $\mathrm{La}_{0.62} \mathrm{Nd}_{0.38} \mathrm{AlO}_{3}, \mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{AlO}_{3}$ and $\mathrm{Ce}_{0.5} \mathrm{Nd}_{0.5} \mathrm{AlO}_{3}$, whose lattice parameters are between the corresponding values for the boundary compositions $\mathrm{LaAlO}_{3}, \mathrm{CeAlO}_{3}$, or $\mathrm{NdAlO}_{3}$ (Figure 50).

Analysis of the temperature behaviour of the cell volumes of all $\mathrm{RAlO}_{3}$ compounds and their thermal expansion (Figure 51A and B) shows that rhombohedral aluminates have somewhat higher $\eta_{V}$ values when compared with the orthorhombic compounds. When they belong to the same structural type, $\mathrm{RAlO}_{3}$ expand in a very similar way and differences in the volumetric thermal expansion can not be distinguished.

The coefficient of the thermal expansion has been calculated from the thermal evolution of the lattice parameters and the cell volume as follows


FIGURE 51 Temperature evolution of cell volumes $(A)$ and the relative volumetric expansion of $\mathrm{RAlO}_{3}$ compounds and some solid solutions (B).

$$
\begin{equation*}
\alpha_{L}=\frac{L\left(T_{2}\right)-L\left(T_{1}\right)}{L\left(T_{2}\right) \times\left(T_{2}-T_{1}\right)} \tag{8}
\end{equation*}
$$

where $L\left(T_{2}\right)$ and $L\left(T_{1}\right)$ are the cell dimension or volume at the corresponding temperatures.

For simplicity, the experimental values of the lattice parameters in a given temperature range were approximated by linear functions. Corresponding values of TEC are listed in Table 29 and depicted in Figure 52, where the linear and volumetric TEC of $\mathrm{RAlO}_{3}$ perovskites are given as functions of the radius of the R-cation.

From Table 29 and Figure 52A, it is evident that the linear thermal expansion coefficients for orthorhombic rare earth aluminates in the temperature range of $300-1200 \mathrm{~K}$ lie within the limits $\alpha_{a}=(8.9-11.3) \times 10^{-6} \mathrm{~K}^{-1}, \alpha_{b}=(3.8-7.5) \times 10^{-6}$ $\mathrm{K}^{-1}$, and $\alpha_{c}=(7.6-10.9) \times 10^{-6} \mathrm{~K}^{-1}$ and they show little dependence on the size of R-cation. For rhombohedral perovskites, the $\alpha_{a}$ and $\alpha_{c}$ values lie in the range of (7.7-10.3) $\times 10^{-6} \mathrm{~K}^{-1}$ and (11.7-15.8) $\times 10^{-6} \mathrm{~K}^{-1}$, respectively. The values of volumetric TEC, $\alpha_{\mathrm{V}}$ for lanthanum, cerium, praseodymium, and neodymium aluminates with rhombohedral structures are higher than the corresponding values of the compounds with orthorhombic structures. This tendency holds also in the $\mathrm{La}_{0.32} \mathrm{Gd}_{0.68} \mathrm{AlO}_{3}, \mathrm{La}_{0.2} \mathrm{Eu}_{0.8} \mathrm{AlO}_{3}$, and $\mathrm{La}_{0.1} \mathrm{Sm}_{0.9} \mathrm{AlO}_{3}$ samples, where the $\alpha_{V}$ values of HT rhombohedral phases are higher relatively to the orthorhombic ones (Table 29, Figure 52B). The highest values of the volumetric TEC are observed for the rhombohedral phase of $\mathrm{SmAlO}_{3}$ and the cubic modifications of $\mathrm{LaAlO}_{3}$ and $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}(\mathrm{R}=\mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}$, and Eu$)$ solid solutions.

Similar to the lattice parameters, the thermal behaviour of the average interatomic distances in the $\mathrm{RAlO}_{3}$ structures has been analysed (Vasylechko, 2005).

TABLE 29 Experimental values of the thermal expansion coefficients of $\mathrm{RAlO}_{3}$ compounds

| Compound | S.G. | Temperature ( K ) | $\alpha(a) \times 10^{6}\left(\mathrm{~K}^{-1}\right)$ | $\alpha(b) \times 10^{6}\left(K^{-1}\right)$ | $\alpha(c) \times 10^{6}\left(K^{-1}\right)$ | $\alpha(V) \times 10^{6}\left(K^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{LaAlO}_{3}{ }^{1}$ | $R \overline{3} C$ | 298-800 | 8.83 | - | 12.29 | 29.93 |
| $\mathrm{LaAlO}_{3}{ }^{1}$ | $\operatorname{Pm} \overline{3} m$ | 800-1200 | 11.76 | - | - | 35.91 |
| $\mathrm{CeAlO}_{3}$ | I4/mcm | 12-100 | 3.96 | - | -0.90 | 7.01 |
| $\mathrm{CeAlO}_{3}$ | I4/mcm | 100-330 | 12.38 | - | -8.62 | 16.15 |
| $\mathrm{CeAlO}_{3}$ | Imma | 330-450 | 2.33 | 11.24 | -0.47 | 13.10 |
| $\mathrm{CeAlO}_{3}$ | $R \overline{3} C$ | 450-1200 | 8.50 | - | 12.48 | 29.87 |
| $\mathrm{PrAlO}_{3}{ }^{1}$ | $R \overline{3} C$ | 298-1200 | 8.97 | - | 13.25 | 31.53 |
| $\mathrm{NdAlO}_{3}{ }^{1}$ | $R \overline{3} C$ | 298-1200 | 8.67 | - | 13.37 | 31.04 |
| SmAlO 3 | Pbnm | 298-970 | 10.11 | 6.74 | 8.66 | 25.66 |
| SmAlO 3 | $R \overline{3} C$ | 970-1200 | 10.34 | - | 15.77 | 37.30 |
| $\mathrm{EuAlO}_{3}$ | Pbnm | 298-1200 | 10.48 | 5.97 | 9.63 | 26.17 |
| $\mathrm{GdAlO}_{3}$ | Pbnm | 298-1200 | 10.48 | 4.60 | 9.60 | 24.91 |
| $\mathrm{TbAlO}_{3}$ | Pbnm | 298-1200 | 10.38 | 5.03 | 10.95 | 26.54 |
| DyAlO3 | Pbnm | 298-1200 | 10.51 | 4.36 | 10.68 | 25.81 |
| $\mathrm{HoAlO}_{3}$ | Pbnm | 298-1200 | 11.25 | 4.84 | 10.88 | 27.18 |
| $\mathrm{ErAlO}_{3}$ | Pbnm | 298-1200 | 10.63 | 4.80 | 10.33 | 25.91 |
| $\mathrm{TmAlO}_{3}$ | Pbnm | 298-1200 | 10.25 | 5.77 | 10.70 | 26.88 |
| $\mathrm{YbAlO}_{3}$ | Pbnm | 298-1200 | 10.12 | 5.64 | 10.89 | 26.83 |
| $\mathrm{LuAlO}_{3}$ | Pbnm | 298-1200 | 10.37 | 5.48 | 9.91 | 25.96 |
| $\mathrm{YAlO}_{3}$ | Pbnm | 298-1200 | 11.22 | 4.55 | 10.67 | 26.57 |
| $\mathrm{YAlO}_{3}{ }^{2}$ | Pbnm | 298-920 | 8.9 | 3.8 | 8.5 | - |
| $\mathrm{YAlO}_{3}{ }^{3}$ | Pbnm | ? | 9.5 | 4.3 | 10.8 | - |
| $\mathrm{ScAlO}_{3}$ | Pbnm | 298-1200 | 10.46 | 7.52 | 10.90 | 29.22 |


| $\mathrm{La}_{0.32} \mathrm{Gd}_{0.68} \mathrm{AlO}_{3}$ | Pbnm | 298-850 | 11.08 | 7.37 | 8.68 | 27.31 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{La}_{0.32} \mathrm{Gd}_{0.68} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 850-1200 | 8.49 | - | 12.94 | 30.41 |
| $\mathrm{La}_{0.2} \mathrm{Eu}_{0.8} \mathrm{AlO}_{3}$ | Pbnm | 298-970 | 9.94 | 6.63 | 8.09 | 24.79 |
| $\mathrm{La}_{0.2} \mathrm{Eu}_{0.8} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 970-1200 | 7.66 | - | 11.23 | 25.63 |
| $\mathrm{La}_{0.1} \mathrm{Sm}_{0.9} \mathrm{AlO}_{3}$ | Pbnm | 298-800 | 9.63 | 6.41 | 7.57 | 23.79 |
| $\mathrm{La}_{0.1} \mathrm{Sm}_{0.9} \mathrm{AlO}_{3}$ | $R \overline{3} \mathrm{c}$ | 800-1200 | 9.03 | - | 14.50 | 32.71 |
| $\mathrm{La}_{0.9} \mathrm{Eu}_{0.1} \mathrm{AlO}_{3}$ | $R \overline{3} \mathrm{c}$ | 298-1000 | 8.55 | - | 12.85 | 30.18 |
| $\mathrm{La}_{0.9} \mathrm{Eu}_{0.1} \mathrm{AlO}_{3}$ | Pm $\overline{3} m$ | 1000-1200 | 11.53 | - | - | 34.53 |
| $\mathrm{La}_{0.9} \mathrm{Sm}_{0.1} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 300-970 | 8.22 | - | 13.14 | 29.77 |
| $\mathrm{La}_{0.9} \mathrm{Sm}_{0.1} \mathrm{AlO}_{3}$ | Pm $\overline{3} m$ | 970-1200 | 11.13 | - | - | 33.42 |
| $\mathrm{La}_{0.8} \mathrm{Nd}_{0.2} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 300-1070 | 8.43 | - | 13.17 | 30.28 |
| $\mathrm{La}_{0.8} \mathrm{Nd}_{0.2} \mathrm{AlO}_{3}$ | Pm $\overline{3} m$ | 1070-1200 | 10.62 | - | - | 31.95 |
| $\mathrm{La}_{0.8} \mathrm{Pr}_{0.2} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 300-970 | 8.31 | - | 12.72 | 29.53 |
| $\mathrm{La}_{0.8} \mathrm{Pr}_{0.2} \mathrm{AlO}_{3}$ | $P m \overline{3} m$ | 970-1200 | 11.21 | - | - | 33.79 |
| $\mathrm{Pr}_{0.5} \mathrm{Nd}_{0.5} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 298-1200 | 8.60 | - | 13.71 | 31.19 |
| $\mathrm{Ce}_{0.3} \mathrm{La}_{0.7} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 298-970 | 8.12 | - | 12.53 | 28.96 |
| $\mathrm{Ce}_{0.3} \mathrm{La}_{0.7} \mathrm{AlO}_{3}$ | $P m \overline{3} m$ | 970-1200 | 11.61 | - | - | 35.55 |
| $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 298-1100 | 8.26 | - | 12.15 | 29.95 |
| $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{AlO}_{3}$ | $P m \overline{3} m$ | 1100-1200 | 11.06 | - | - | 33.75 |
| $\mathrm{Ce}_{0.7} \mathrm{La}_{0.3} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 370-1170 | 8.19 | - | 12.42 | 29.11 |
| $\mathrm{Ce}_{0.7} \mathrm{Nd}_{0.3} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 350-1200 | 8.36 | - | 12.33 | 29.33 |
| $\mathrm{Ce}_{0.5} \mathrm{Nd}_{0.5} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 298-1200 | 8.28 | - | 12.51 | 29.26 |
| $\mathrm{Ce}_{0.3} \mathrm{Nd}_{0.7} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 298-1200 | 8.41 | - | 13.04 | 30.16 |
| $\mathrm{Ce}_{0.1} \mathrm{Nd}_{0.9} \mathrm{AlO}_{3}$ | $R \overline{3} c$ | 298-1200 | 8.25 | - | 13.15 | 29.89 |

[^20]

FIGURE 52 Linear (A) and volumetric (B) TEC of $\mathrm{RAlO}_{3}$ perovskites as functions of the radius of R-cation.

Among all investigated structures, the highest thermal elongation (1.0-2.14\% at 1200 K ) is observed for average $(\mathrm{RO})_{9}$ distances. The minimal elongation $(-0.2-0.88 \%)$ has been found for $(\mathrm{AlO})_{6},(\mathrm{OO})_{8}$, and $(\mathrm{RO})_{12}$ distances. Such nonuniform character of the thermal expansion of $\mathrm{R}-\mathrm{O}$ and $\mathrm{Al}-\mathrm{O}$ distances is the reason for the effect described above, the decrease of the perovskite structural deformation of $\mathrm{RAlO}_{3}$ compounds with increasing temperature. The relative elongations of the average distances $(\mathrm{RR})_{6},(\mathrm{RAl})_{8}$, and $(\mathrm{AlAl})_{6}$ are practically the same for all $\mathrm{RAlO}_{3}$ compounds and lie within $0.7-0.8 \%$ at 1200 K . Only in $\mathrm{CeAlO}_{3}$, the corresponding values are somewhat higher.

### 2.6 Dielectric properties of rare earth aluminates

New microwave dielectric ceramics with excellent functionalities, a high-quality factor $Q_{\mathrm{f}}$ (Hughes et al., 2001; Moussa et al., 2003), and a high relative permittivity $\varepsilon_{\mathrm{r}}$ (Belous et al., 2000) are required in microelectronics. This is especially important for wireless communication technologies, which were one of the most rapidly growing sectors of the electronics industry over the last 20 years. The sizes of the ceramic elements can be reduced with increasing $\varepsilon_{\mathrm{r}}$. This makes the device more compact, whereas the signal quality can be improved by the minimization of dielectric losses (Robertson, 2006). Another key property required for microwave dielectric ceramics is a near-zero temperature coefficient of the resonance frequency ( $t_{f}$ ), which determines the temperature stability of many parameters. Several approaches have been reported in literature that allow for tuning the $t_{\mathrm{f}}$, either due to mixtures (Kim et al., 2000; Ang et al., 2003) or due to solid solutions (Jančar et al., 2004; Kutty and Jayanthi, 2005, Wang et al., 2006) between the two end members that have opposite signs of $t_{f}$.

Rare earth aluminates with perovskite structure possess negative $t_{\mathrm{f}}$ and high $Q$ values (Cho et al., 1999a), which makes them suitable to be used in conjunction with alkaline-earth titanates as temperature-stable high- $Q$ microwave dielectrics. Solid solutions with promising microwave dielectric properties can be synthesized in the $\mathrm{CaTiO}_{3}-\mathrm{RAlO}_{3}(\mathrm{R}=\mathrm{La}, \mathrm{Nd}$, and Sm ) pseudo-binary systems (Sun et al., 1998; Moon et al., 1999; Jančar et al., 2001, 2002, 2003). The highest $Q$-values among microwave ceramics based on alkaline-earth titanates were reported for $\mathrm{SrTiO}_{3}-\mathrm{LaAlO}_{3}$ ceramics. The system exhibits solid solubility across the entire compositional range with crystal structures changing from cubic to rhombohedral at $x=0.2$. With increasing concentration of $\mathrm{LaAlO}_{3}$, the $Q$-value increases rapidly whereas $t_{\mathrm{f}}$ and $\varepsilon_{\mathrm{r}}$ decrease. It was shown that by changing the concentration of $\mathrm{LaAlO}_{3}$, the value of $t_{\mathrm{f}}$ can be tuned. Jančar et al. $(2002,2003)$ showed that the variation of dielectric properties with increasing $x$ does not significantly depend on the nature of the rare earth element in $\mathrm{RAlO}_{3}$. The replacement of $\mathrm{RAlO}_{3}$ by $\mathrm{RGaO}_{3}$ slightly not only improves the permittivity of solid solutions but also affects the $Q$-value. Partial substitution of $\mathrm{Ca}^{2+}$ by $\mathrm{Ba}^{2+}$ leads to an increase of $t_{\mathrm{f}}$ and a decrease of the $Q$-value, whereas $\varepsilon_{\mathrm{r}}$ remains almost unchanged. Replacement of $\mathrm{Ca}^{2+}$ by $\mathrm{Mg}^{2+}$ or $\mathrm{Sr}^{2+}$ mostly results in a decrease of the high-quality factor.

Perovskite-type rare earth aluminates are also prospective materials for deposition of GaN and AlN layers and manufacturing of blue light semiconductor lasers, as well as epitaxial layers of HTSC materials. $\mathrm{LaAlO}_{3}$ and LSAT $\left(\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{Al}_{1-y} \mathrm{Ta}_{y} \mathrm{O}_{3}\right)$ are well known in this respect. The application of a material as a substrate requires the knowledge of its physical characteristics and their temperature evolution in addition to the standard condition, which is the minimum mismatch between the cell parameters of the deposited film and the substrate. For details refer to O'Bryan et al. (1990).

Another requirement is a low dielectric loss ( $\delta$ ). Some authors (Hollmann et al., 1994) defined special conditions for dielectric properties of substrates for the HTSC film deposition:

1. $\tan \delta<10^{-4}$;
2. if $\varepsilon \approx 10$, substrate utilization is permitted in HTSC microwave integrated circuits with operating frequency above 10 GHz ;
3. if $\varepsilon \leq 25$, substrate utilization is permitted in HTSC microwave integrated circuits with operating frequency below 10 GHz .

The improvement of the loss tangent is especially interesting because of the need for faster and faster switching times. A gate dielectric material for dynamic random access memory devices must have a loss tangent of less than 0.005 (Stoneham et al., 2005; Robertson, 2006) and $\mathrm{Ca}(\mathrm{Sr}, \mathrm{Ba}) \mathrm{TiO}_{3}-\mathrm{RAlO}_{3}(\mathrm{R}=\mathrm{La}, \mathrm{Nd}$, and Sm ) solid solutions fulfil this requirement, they exhibit the corresponding low loss tangents (Jančar et al., 2002).

Dielectric data for microwave dielectric materials, namely, the relative dielectric permittivity $\left(\varepsilon_{\mathrm{r}}\right)$, the product of the quality factor $Q$ and the frequency $(Q \times f)$, the frequency of the measurement $(f)$, and the temperature coefficient of the resonance frequency $\left(\tau_{f}\right)$ based on rare earth aluminates are listed in Table 30. Measurements carried out using low-frequency ( MHz ) impedance methods are

TABLE 30 Dielectric properties of microwave dielectric materials based on $\mathrm{RAlO}_{3}$

| Composition | Sample, sintering conditions ${ }^{1}$ | $\varepsilon_{r}$ | $Q \times f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ | $t_{\mathrm{f}}(\mathrm{ppm} / \mathrm{K})$ | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{LaAlO}_{3}$ | single crystal | 24.0 | 200000 | 10 | - | Mazierska et al. (2004) |
| $\mathrm{LaAlO}_{3}$ | single crystal | 24.1 | 294000 | 10 | - | Shimada et al. (2005) |
| $\mathrm{LaAlO}_{3}$ | single crystal | 24.0 | 509000 | 10 | - |  |
| $\mathrm{LaAlO}_{3}$ | 1680 | 19.6 | 24500 | 10 | -56 | Sebastian et al. (2005) |
| $\mathrm{LaAlO}_{3}$ | 1650/2 | 23.4 | 68000 | 10 | -44 | Cho et al. (1999a) |
| $\mathrm{LaAlO}_{3}+0.25 \%(w / w) \mathrm{CuO}$ | 1460 | 20.7 | 48000 | - | -80 | Hsu and Huang (2001) |
| $\mathrm{LaAlO}_{3}+10 \%(v / v) \mathrm{Sr}_{2} \mathrm{Nb}_{2} \mathrm{O}_{7}$ | 1575/3 | 22.8 | 18610 | 7.63 | 46 | Liu and Chen (2004) |
| $\mathrm{LaAlO}_{3}+5 \%(v / v) \mathrm{Sr}_{2} \mathrm{Nb}_{2} \mathrm{O}_{7}$ | 1600/1 | 23.1 | 20550 | 10.89 | 4.5 |  |
| $\mathrm{LaAlO}_{3}+5 \%(v / v) \mathrm{Sr}_{2} \mathrm{Nb}_{2} \mathrm{O}_{7}$ | 1575/3 | 23.4 | 20790 | 10.81 | -25 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.5}\left(\mathrm{La}_{2 / 3} \mathrm{TiO}_{3}\right)_{0.5}$ | 142 | 34.4 | 45000 | 6.7 | -23 | Suvorov et al. (1998) |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.4}\left(\mathrm{La}_{2 / 3} \mathrm{TiO}_{3}\right)_{0.6}$ | 1400/33 | 39.6 | 42200 | 6 | -15 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.4}\left(\mathrm{La}_{2 / 3} \mathrm{TiO}_{3}\right)_{0.6}$ | 1400/33 (oxygen) | 40 | 50800 | 6 | -15 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.3}\left(\mathrm{La}_{2 / 3} \mathrm{TiO}_{3}\right)_{0.7}$ | 1400/33 | 44.9 | 33000 | 6 | 7 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.2}\left(\mathrm{La}_{2 / 3} \mathrm{TiO}_{3}\right)_{0.8}$ | 1400 | 53.9 | 29000 | 5.4 | 35 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.15}\left(\mathrm{La}_{2 / 3} \mathrm{TiO}_{3}\right)_{0.85}$ | 1375 | 57.7 | 27900 | 5.2 | 65 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.1}\left(\mathrm{La}_{2 / 3} \mathrm{TiO}_{3}\right)_{0.9}$ | 1350 | 62.6 | 26100 | 4.9 | 82 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.08}\left(\mathrm{La}_{2 / 3} \mathrm{TiO}_{3}\right)_{0.92}$ | 1350 | 66.9 | 28350 | 4.8 | 82 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.65}\left(\mathrm{CaTiO}_{3}\right)_{0.35}$ | 1600 | 37 | 47000 | - | -2 | Moon et al. (1999) |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.35}\left(\mathrm{CaTiO}_{3}\right)_{0.65}$ | 1450/12 | 41 | 33000 | - | -17 | Suvorov et al. (2001) |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | 1450/12 | 44 | 30000 | - | -3 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.25}\left(\mathrm{CaTiO}_{3}\right)_{0.75}$ | 1450/12 | 47 | 36000 | 13 |  |  |
| $\left(\mathrm{La}_{0.5} \mathrm{Nd}_{0.5} \mathrm{AlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | - | 41.5 | 37000 | 8 | 4 | Nenasheva et al. (2003) |
| $\begin{gathered} \mathrm{La}_{0.5} \mathrm{Nd}_{0.5} \mathrm{AlO}_{3}-\mathrm{CaTiO}_{3}- \\ \mathrm{Ca}\left(\mathrm{Zn}_{1 / 3} \mathrm{Nb}_{2 / 3}\right) \mathrm{O}_{3} \end{gathered}$ | - | 50 | 32700 | - | -0.3 | Sebastian et al. (2005) |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.9}\left(\mathrm{SrTiO}_{3}\right)_{0.1}$ | 1680 | 25.1 | 128000 | 10 | -51 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.8}\left(\mathrm{SrTiO}_{3}\right)_{0.2}$ | 1680 | 26.7 | 139000 | 10 | -50 |  |


| $\left(\mathrm{LaAlO}_{3}\right)_{0.7}\left(\mathrm{SrTiO}_{3}\right)_{0.3}$ | 1680 | 28.9 | 120000 | 9.9 | -44 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.5}\left(\mathrm{SrTiO}_{3}\right)_{0.5}$ | 1680 | 35.9 | 108800 | 9.7 | -21 |  |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.5}\left(\mathrm{SrTiO}_{3}\right)_{0.5}$ | - | 35 | 27000 | - | -18 | Cho et al. (1999b) |
| $\begin{aligned} & \left(\mathrm{LaAlO}_{3}\right)_{0.5}\left(\mathrm{SrTiO}_{3}\right)_{0.5}+0.25 \% \\ & (\mathrm{w} / \mathrm{w}) \mathrm{B}_{2} \mathrm{O}_{3} \end{aligned}$ | 1430/2 | 34.5 | 43200 | 7 | -10.7 | Huang and Hsu (2001) |
| $\begin{aligned} & \left(\mathrm{LaAlO}_{3}\right)_{0.46}\left(\mathrm{SrTiO}_{3}\right)_{0.53}+2 \% \\ & (\mathrm{w} / \mathrm{w}) \mathrm{B}_{2} \mathrm{O}_{3} \end{aligned}$ | 1460 | 35 | 38000 | 7 | -1 | Huang and Chiang (2002) |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.4}\left(\mathrm{SrTiO}_{3}\right)_{0.6}$ | 1680 | 42.1 | 83000 | 9.5 | 8.4 | Sebastian et al. (2005) |
| $\left(\mathrm{LaAlO}_{3}\right)_{0.3}\left(\mathrm{SrTiO}_{3}\right)_{0.7}$ | 1680 | 52 | 50800 | 9.3 | 56.4 |  |
| $\mathrm{La}_{0.3} \mathrm{Sr}_{0.7} \mathrm{Al}_{0.65} \mathrm{Ta}_{0.35} \mathrm{O}_{3}$ (LSAT) | Single crystal | 23.13 | 86000 | 15.5 | - | Jacob et al. (2004) |
| $\begin{aligned} & 50 \%(\mathrm{w} / \mathrm{w})\left(\mathrm{LaAlO}_{3}\right)+50 \% \\ & (\mathrm{w} / \mathrm{w}) \mathrm{TiO}_{2} \end{aligned}$ | - | 37 | 37000 | - | -1 | Lim et al. (1999) |
| $\mathrm{CeAlO}_{3}$ | 1500 | 20.7 | 40117 | 9.5 | -57 | Feteira et al. (2007) |
| $\mathrm{PrAlO}_{3}$ | 1650/2 | 23.2 | 51000 | 10 | -25 | Cho et al. (1999a) |
| $\begin{gathered} \mathrm{Pr}_{0.3} \mathrm{Nd}_{0.7} \mathrm{AlO}_{3}-\mathrm{CaTiO}_{3}- \\ \mathrm{Ca}\left(\mathrm{Zn}_{1 / 3} \mathrm{Nb}_{2 / 3}\right) \mathrm{O}_{3} \end{gathered}$ | - | 49 | 33400 | - | 0.4 | Ishikawa et al. (2002) |
| $\mathrm{NdAlO}_{3}$ | 1650/2 | 22.3 | 58000 | 10 | -33 | Cho et al. (1999a) |
| $\mathrm{NdAlO}_{3}+0.25 \%(\mathrm{w} / \mathrm{w}) \mathrm{V}_{2} \mathrm{O}_{5}$ | 1410 | 21.5 | 64000 | 9 | -30 | Huang and Chen (2003) |
| $\mathrm{NdAlO}_{3}+0.25 \%(\mathrm{w} / \mathrm{w}) \mathrm{CuO}$ | 1420/2 | 22.4 | 63000 | 10 | -35 | Huang and Chen (2002b) |
| $\left(\mathrm{NdAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | - | 43 | 47000 | - | 0 | Hirahara et al. (1994) |
| $\left(\mathrm{NdAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | - | 43.5 | 30000 | 8 | -2.1 | Nenasheva et al. (2003) |
| $\left(\mathrm{NdAlO}_{3}\right)_{0.4}\left(\mathrm{CaTiO}_{3}\right)_{0.6}$ | 1450/10 | 37.18 | 40750 | - | 114 | Suvorov et al. (2001) |
| $\left(\mathrm{NdAlO}_{3}\right)_{0.33}\left(\mathrm{CaTiO}_{3}\right)_{0.77}$ | 1450/10 | 41.98 | 42900 | - | 45 |  |
| $\left(\mathrm{NdAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | 1450/10 | 43.73 | 34800 | - | 14 |  |
| $\left(\mathrm{NdAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | 1450/10 | 45 | 44000 | - | 3 |  |
| $\left(\mathrm{NdAlO}_{3}\right)_{0.27}\left(\mathrm{CaTiO}_{3}\right)_{0.73}$ | 1450/10 | 44.99 | 31000 | - | 15 |  |
| $\left(\mathrm{NdAlO}_{3}\right)_{0.29}\left(\mathrm{CaTiO}_{3}\right)_{0.71}$ | 1450/10 | 45.11 | 38450 | - | 6 |  |


| Composition | Sample, sintering conditions ${ }^{1}$ | $\varepsilon_{r}$ | $Q \times f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ | $t_{\text {f }}(\mathrm{ppm} / \mathrm{K})$ | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left(\mathrm{NdAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | 1450 | 45 | 45000 | - | 0 | Jančar et al. (2003) |
| $\begin{gathered} \mathrm{Nd}_{0.5} \mathrm{Y}_{0.5} \mathrm{AlO}_{3}-\mathrm{CaTiO}_{3^{-}} \\ \mathrm{Ca}\left(\mathrm{Zn}_{1 / 3} \mathrm{Nb}_{2 / 3}\right) \mathrm{O}_{3} \end{gathered}$ | - | 45 | 32500 | - | -0.5 | Badshaw et al. (2003) |
| $\mathrm{SmAlO}_{3}$ | 1650/2 | 20.4 | 65000 | 10 | -74 | Cho et al. (1999a) |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.35}\left(\mathrm{CaTiO}_{3}\right)_{0.65}$ | 1450/12 | 41 | 42000 | - | -18 | Suvorov et al. (2001) |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | 1450/12 | 45 | 42000 | - | 1 |  |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.25}\left(\mathrm{CaTiO}_{3}\right)_{0.75}$ | 1450/12 | 51 | 31000 | - | 31 |  |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{Ca}_{0.99} \mathrm{Sr}_{0.01} \mathrm{TiO}_{3}\right)_{0.7}$ | 1450/10 | 44 | 34000 | 5 | 2 | Jančar et al. (2002) |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{Ca}_{0.95} \mathrm{Sr}_{0.05} \mathrm{TiO}_{3}\right)_{0.7}$ | 1450/10 | 46 | 31000 | 5 | 6 |  |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{Ca}_{0.9} \mathrm{Sr}_{0.1} \mathrm{TiO}_{3}\right)_{0.7}$ | 1450/10 | 46 | 33000 | 5 | 12 |  |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{Ca}_{0.99} \mathrm{Ba}_{0.01} \mathrm{TiO}_{3}\right)_{0.7}$ | 1450/10 | 45 | 36000 | 5 | 2 |  |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{Ca}_{0.95} \mathrm{Ba}_{0.05} \mathrm{TiO}_{3}\right)_{0.7}$ | 1450/10 | 43 | 16000 | 5 | 16 |  |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{Ca}_{0.9} \mathrm{Ba}_{0.1} \mathrm{TiO}_{3}\right)_{0.7}$ | 1450/10 | 42 | 1700 | 5 | - |  |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{Ca}_{0.99} \mathrm{Mg}_{0.01} \mathrm{TiO}_{3}\right)_{0.7}$ | 1450/10 | 46 | 34000 | 5 | 2 |  |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{Ca}_{0.95} \mathrm{Mg}_{0.05} \mathrm{TiO}_{3}\right)_{0.7}$ | 1450/10 | 45 | 31000 | 5 | 6 |  |
| $\left(\mathrm{SmAlO}_{3}\right)_{0.3}\left(\mathrm{Ca}_{0.9} \mathrm{Mg}_{0.1} \mathrm{TiO}_{3}\right)_{0.7}$ | 1450/10 | 47 | 25000 | 5 | 12 |  |
| $\mathrm{GdAlO}_{3}$ | 1650/2 | 18.4 | 11000 | 10 | -54 | Cho et al. (1999a) |
| $\mathrm{GdAlO}_{3}$ | Single crystal | 25 | 39000 | - | - | Sharma et al. (1998) |
| $\mathrm{DyAlO}_{3}$ | 1650/2 | 17.6 | 38000 | 10 | -34 | Cho et al. (1999a) |
| $\mathrm{ErAlO}_{3}$ | 1650/2 | 16.3 | 44200 | 10 | -40 |  |
| $\mathrm{YAlO}_{3}$ | 1650/2 | 15.7 | 68000 | 10 | -59 |  |
| $\mathrm{YAlO}_{3}$ | 1500 | 12.4 | 12390 | 11 | -66 | Feteira et al. (2005) |
| $\left(\mathrm{YAlO}_{3}\right)_{0.9}\left(\mathrm{CaTiO}_{3}\right)_{0.1}$ | 1500 | 15.5 | 13811 | 10.1 | -63 |  |
| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.9}\left(\mathrm{CaTiO}_{3}\right)_{0.1}+0.25 \% \\ & (\mathrm{w} / \mathrm{w}) \mathrm{ZnO} \end{aligned}$ | 1500 | 16.2 | 10021 | 11.3 | -63 |  |


| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.9}\left(\mathrm{CaTiO}_{3}\right)_{0.1}+1 \% \\ & (\mathrm{w} / \mathrm{w}) \mathrm{Nb}_{2} \mathrm{O}_{5} \end{aligned}$ | 1500 | 16.6 | 7998 | 11.3 | -63 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left(\mathrm{YAlO}_{3}\right)_{0.7}\left(\mathrm{CaTiO}_{3}\right)_{0.3}$ | 1500 | 19.4 | 15465 | 9.5 | -63 |
| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.7}\left(\mathrm{CaTiO}_{3}\right)_{0.3}+0.25 \% \\ & \quad(\mathrm{w} / \mathrm{w}) \mathrm{ZnO} \end{aligned}$ | 1500 | 20.3 | 8452 | 9.7 | -63 |
| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.7}\left(\mathrm{CaTiO}_{3}\right)_{0.3}+1 \% \\ & (\mathrm{w} / \mathrm{w}) \mathrm{Nb}_{2} \mathrm{O}_{5} \end{aligned}$ | 1500 | 19.9 | 13987 | 10.1 | -63 |
| $\left(\mathrm{YAlO}_{3}\right)_{0.5}\left(\mathrm{CaTiO}_{3}\right)_{0.5}$ | 1500 | 24.8 | 16872 | 8.4 | -35 |
| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.5}\left(\mathrm{CaTiO}_{3}\right)_{0.5}+0.25 \% \\ & \quad(\mathrm{w} / \mathrm{w}) \mathrm{ZnO} \end{aligned}$ | 1500 | 25.4 | 9823 | 8.5 | -35 |
| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.5}\left(\mathrm{CaTiO}_{3}\right)_{0.5}+1 \% \\ & \quad(\mathrm{w} / \mathrm{w}) \mathrm{Nb}_{2} \mathrm{O}_{5} \end{aligned}$ | 1500 | 24.7 | 14337 | 8.4 | -35 |
| $\left(\mathrm{YAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | 1500 | 38.1 | 14212 | 7.7 | -14 |
| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}+0.25 \% \\ & \quad(\mathrm{w} / \mathrm{w}) \mathrm{ZnO} \end{aligned}$ | 1500 | 39.0 | 8552 | 6.5 | -14 |
| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}+1 \% \\ & (\mathrm{w} / \mathrm{w}) \mathrm{Nb}_{2} \mathrm{O}_{5} \end{aligned}$ | 1500 | 37.8 | 11532 | 6.8 | -14 |
| $\left(\mathrm{YAlO}_{3}\right)_{0.1}\left(\mathrm{CaTiO}_{3}\right)_{0.9}$ | 1400 | 81.8 | 17151 | 4.8 | 266 |
| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.1}\left(\mathrm{CaTiO}_{3}\right)_{0.9}+0.25 \% \\ & (\mathrm{w} / \mathrm{w}) \mathrm{ZnO} \end{aligned}$ | 1400 | 81.7 | 12954 | 4.4 | 266 |
| $\begin{aligned} & \left(\mathrm{YAlO}_{3}\right)_{0.1}\left(\mathrm{CaTiO}_{3}\right)_{0.9}+1 \% \\ & (\mathrm{w} / \mathrm{w}) \mathrm{Nb}_{2} \mathrm{O}_{5} \end{aligned}$ | 1400 | 80.5 | 16090 | 4.8 | 266 |

${ }^{1}$ Sintering temperature (in K)/time (in hours).
excluded from our considerations as they are incapable for the study of materials with loss tangent below $10^{-3}$. Also, basic properties of ceramics (i.e., porosity, grain size, purity of raw materials), measurement methods, and equipment used for measurements strongly affect observed dielectric properties. Therefore, exact comparison of dielectric properties for identical compositions that were manufactured in different ways and conditions is impossible. Similar trends can be observed, when the dielectric properties of single crystals are studied (see also Table 30).

Dielectric properties of $\mathrm{LaAlO}_{3}$ are a matter of discussion for many years. Simon et al. (1988) have reported $\varepsilon_{\mathrm{r}}=15.3$, whereas considerably higher values have been measured by other authors: 24.5-25 (Samara, 1990), 27 (Yang et al., 1990), 24 (Konaka et al., 1991), and 23.8 (Konopka and Wolff, 1992). Makeev et al.
(2002) performed studies of the dielectric permittivity on two different $\mathrm{LaAlO}_{3}$ single crystals obtained from the Institute for Single Crystals (Kharkiv, Ukraine) and from the Coating \& Crystal Technology Company (Kittanning, Pennsylvania, US). As has been stated earlier (Makeev et al., 2002), depending on the sample, the $\varepsilon$ value was about $23.1-24.2$, which means that the dielectric constant in the single crystal measurements was highly affected by the anisotropy of the crystal. The scattering follows from the presence of defects, especially twins and also from the growth conditions of the crystal (i.e., $\varepsilon_{\mathrm{r}}$ can vary even in samples cut from the same ingot). Anisotropy of dielectric properties has also been observed for $\mathrm{LaAlO}_{3}$ single crystals: $\varepsilon_{\mathrm{r}}$ is 20.3 in the [10 $\overline{1} 0$ ] direction and 24.7 in the [21 $\overline{3} 0$ ] direction (Gorshunov et al., 1991).

In another example, the dielectric properties of cerium aluminate are chosen, for example, Wang et al. (2005) reported dielectric properties of cerium aluminate ceramics sintered at $1400^{\circ} \mathrm{C}\left(\varepsilon_{\mathrm{r}}=610, Q \times f=4000 \mathrm{GHz}\right.$ at 10 MHz$)$ and suggested that this material is a promising candidate for high-frequency electronic device applications. Studies of the dielectric properties of $\mathrm{CeAlO}_{3}$ ceramics performed by Keith and Roy (1954) reveal an increase of $\varepsilon_{r}$ with temperature and large $\varepsilon_{r}$ values of 9,209 , and 1796 at temperatures of 93,298 , and 549 K , respectively. Other authors (Shelykh and Melekh, 2003) observed $\varepsilon_{\mathrm{r}}$ varying from 16 (below 170 K ) to a few thousands ( $250-600 \mathrm{~K}$ ). At temperatures above 600 K , a weak increase of $\varepsilon_{\mathrm{r}}$ was observed in $\mathrm{CeAlO}_{3}$ with an activation energy close to that observed in conductivity measurements, $2.3(5)-0.62 \times 10^{-3} T(\mathrm{eV})$ for the band gap energy. The latter is a rather common indicator for ionic conductivity. In a paper by Ioffe et al. (1962), an $\varepsilon_{\mathrm{r}}=14-300$ was determined depending on temperature conditions during the sample preparation.

Cerium aluminate possesses a centrosymmetric $I 4 / \mathrm{mcm}$ crystal structure at RT. This feature together with an extremely high value of the relative dielectric permittivity observed by Keith and Roy (1954), Ioffe et al. (1962), Shelykh and Melekh (2003), and Wang et al. (2005) would immediately imply the ferroelectricity as a possible origin. Feteira et al. (2007) reinvestigated the structure of $\mathrm{CeAlO}_{3}$ ceramics using X-ray/electron diffraction and TEM as well as dielectric properties and showed that $\mathrm{CeAlO}_{3}$ exhibits a low value of $\varepsilon_{\mathrm{r}}=20.7$ and higher microwave dielectric losses than $\mathrm{LaAlO}_{3}$ and $\mathrm{PrAlO}_{3}$. The observed differences in $\varepsilon_{\mathrm{r}}$ were attributed to grain boundary effects.


FIGURE 53 Relative dielectric permittivity versus rare earth ionic radius. The dashed lines are linear fits $\epsilon_{r}\left(r_{R}\right)=11+10 r_{R}$ and $\epsilon_{r}\left(r_{R}\right)=-52+64 r_{R}$.

For consistence, the relative dielectric permittivities for rare earth aluminates are plotted in Figure 53, where the experimental data from (Cho et al., 1999a,b; Feteira et al., 2007) are given as squares. Feteira et al. (2007) applied a porosity (ratio of observed material density to 'ideal' material density) correction to $\varepsilon_{\mathrm{r}}$ and the resulting data are displayed in Figure 53 by circles. Relative permittivities for $\mathrm{RAlO}_{3}$ single crystals (Shannon, 1993) are plotted as triangles.

Similar to $\mathrm{RTiNbO}_{6}$ (Sebastian et al., 2001) and $\mathrm{RTiTaO}_{6}$ (Surendran et al., 2002), the dielectric constants of $\mathrm{RAlO}_{3}$ show a pronounced dependency on the ionic radius of the rare earth element. This can be roughly approximated by two lines intersecting near $\mathrm{NdAlO}_{3}$ (Figure 53). Change of the slope separating $\mathrm{RAlO}_{3}$ with $\mathrm{R}=\mathrm{La}, \mathrm{Ce}, \mathrm{Pr}$, and Nd and with $\mathrm{R}=\mathrm{Sm}, \mathrm{Gd}, \mathrm{Dy}, \mathrm{Er}$, and Y is likely related to differences in the crystal structures of the rare earth aluminates. In the case of an isomorphic rare earth substitution, the dielectric permittivity should directly depend on the rare earth ionic radii.

Nordland and Van Uitert (1970) reported the low-frequency ( 1 kHz ) values of the dielectric constant of $\operatorname{Pr}(\mathrm{Nd}) \mathrm{AlO}_{3}$ solid solutions single crystals in the temperature range $5-300 \mathrm{~K}$. Two different anomalies were observed in pure $\mathrm{PrAlO}_{3}$ at 205 and 151 K , respectively, and the measured dielectric constant $\varepsilon$ changed by about $3 \%$. The high-temperature anomaly ( 205 K ) shows a stepwise decrease in $\varepsilon$ and a temperature hysteresis loop of 3 K , while the low-temperature anomaly (at 151 K ) shows smooth changes in the thermal dependence of the dielectric constant and no hysteresis, which is consistent with a second-order phase transformation. With increasing of neodymium content in the $\operatorname{Pr}_{1-x} \mathrm{Nd}_{x} \mathrm{AlO}_{3}$ solid solution, the temperatures of the observed anomalies were shifted to the low-temperature region and in neodymium aluminate, no sign of anomalous behaviour has been observed. Anomalies in the thermal variation of the dielectric
constants observed by Nordland and Van Uitert (1970) correlate well with the structural phase transformations taking place in $\mathrm{Ce}_{1-x} \mathrm{R}_{x} \mathrm{AlO}_{3}$ ( $\mathrm{R}=\mathrm{La}$ and Nd ) solid solutions (Vasylechko et al., 2007b). Furthermore, the dielectric permittivity is strongly affected by the crystal structure, which may be the reason for the changes of the slope of $\varepsilon_{\mathrm{r}}$ (Figure 53). In situ studies of the dielectric permittivity may therefore be a sensitive tool to monitor any structural phase transformations occurring in the system.

Practical interest in rare earth aluminates as microwave dielectric materials remains high. Recently, Shevlin et al. (2005) reported that $\mathrm{La}_{x} \mathrm{Y}_{1-x} \mathrm{AlO}_{3}$ solid solutions ( $0.2<x<0.4$ ) posses unique physical attributes for possible application as gate dielectrics (which would offer an alternative to silicon dioxide in complementary metal-oxide semiconductor devices) when stabilized in the rhombohedral perovskite structure. The needed properties are lost in the orthorhombic modification. However, our previous consideration of the crystal structure (see Section 2.3.1) together with the results of Kyomen and Itoh (2002) reveal that this feature is difficult to realize in practice, that is the rhombohedral modification of $\mathrm{La}_{x} \mathrm{Y}_{1-x} \mathrm{AlO}_{3}$ solid solution only exists in a narrow concentration range with $x>0.85$, while in the range $0.2<x<0.4$, the crystal structure will remain orthorhombic.

The fact that dielectric and structural properties of rare earth aluminates fulfil the demands of microwave engineering, even though some other properties (primarily the formation of twins and chemical purity of precursors) are unfavourable, should continue to support a considerable interest in the attempts to tailor new varieties of aluminate crystals.

## 3. GALLATES

### 3.1 Formation and preparation

As mentioned above, rare earth gallates $\mathrm{RGaO}_{3}$ with perovskite-type structure are known for all rare earth elements except promethium and scandium. In addition to phases with perovskite structure, other compounds such as $\mathrm{R}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}(\mathrm{R}=\mathrm{Pr}$, $\mathrm{Nd}-\mathrm{Lu}$, and Y ), $\mathrm{R}_{4} \mathrm{Ga}_{2} \mathrm{O}_{9}(\mathrm{La}, \mathrm{Pr}-\mathrm{Gd}$, and Y$)$, and $\mathrm{R}_{3} \mathrm{GaO}_{6}(\mathrm{R}=\mathrm{Nd}-\mathrm{Er})$ exist in $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ pseudo-binary systems (Schneider et al., 1961; Carruthers et al., 1973; Allibert et al., 1974; DiGiuseppe et al., 1980; Nicolas et al., 1983, 1984; Coutures et al., 1983; Mizuno and Yamada, 1985, 1988, 1989, 1992; Mizuno et al., 1985; Bondar et al., 1988; Yamane et al., 1995; Liu et al., 2004). Furthermore, AnticFidancev et al. (1997) reported the formation of $\mathrm{LaGa}_{3} \mathrm{O}_{6}$ and $\mathrm{PrGa}_{3} \mathrm{O}_{6}$ compounds in the corresponding systems. HT modifications of $\mathrm{YGaO}_{3}, \mathrm{HoGaO}_{3}$, and $\mathrm{ErGaO}_{3}$ possessing non-perovskite hexagonal structure (S.G. $\mathrm{Pb}_{3} \mathrm{Cm}$ ) have been obtained by Geller et al. (1975) by quenching from the melt at 2220 K .

Among all $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ systems, the experimental phase diagrams are fully or partially studied for $\mathrm{La}, \mathrm{Nd}, \mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd}$, and Tb (Table 31). For several other $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ systems, only predicted subsolidus were reported by Schneider et al. (1961).

TABLE 31 Formation of compounds in the $\mathrm{R}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ systems

| System | Phase diagram | Compounds, formation, temperature (K) |  |  |  | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 3:1 | 2:1 | 1:1 | 3:5 |  |
| $\mathrm{La}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | - | C, 1770 | C, 1780 | - | Schneider et al. (1961) |
|  | PD | - | C, 1977 | C, 1988 | - | Mizuno et al. (1985) |
|  | $\mathrm{PD}^{\text {c }}$ | - | C, 1977 | C, 1953 | - | Zinkevich et al. (2004) |
|  | $P D^{c}$ | - | C, 1986 | C, 1971 | - | Zinkevich et al. (2006) |
| $\mathrm{Ce}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | - | - | - | $+$ | - | Leonov et al. (1966) |
|  | - | - | - | $+$ | - | Stan et al. (2002) |
| $\mathrm{Pr}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | - | - | C, 1976 | C | - | Mizuno and Yamada (1985) |
| $\mathrm{Nd}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | - | C, 1870 | C, 1870 | C, 1790 | Schneider et al. (1961) |
|  | PD | P, 1563 | C, 1948 | C, 1883 | C, 1828 | Nicolas et al. (1983) |
|  | - | - | C, 1977 | C, 1943 | C, 1913 | Mizuno and Yamada (1985) |
|  | PD | P, 1773 | C, 1977 | C, 1943 | C, 1913 | Mizuno and Yamada (1989) |
|  | - | - | $+$ | $+$ | $+$ | Zinoviev et al. (1989) |
| $\mathrm{Sm}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | C, 1770 | C, 1790 | - | C, 1810 | Schneider et al. (1961) |
|  | PD | P, 1988 | C, 1983 | P, 1838 | C, 1928 | Nicolas et al. (1984) |
|  | - | P, 2028 | C, 1881 | - | C, 1953 | Mizuno and Yamada (1985) |
|  | PD | P, 2030 | C, 1980 | + | C, 1880 | Mizuno and Yamada (1989) |
| $\mathrm{Eu}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | C, 1870 | C, 1890 | - | C, 1780 | Schneider et al. (1961) |
|  | - | P, 2035 | C, 1987 | - | C, 1990 | Mizuno and Yamada (1985) |
|  | PD | P, 2035 | C, 1987 | - | C, 1990 | Mizuno and Yamada (1992) |
| $\mathrm{Gd}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | C, 1810 | - | - | C, 1780 | Schneider et al. (1961) |
|  | $\mathrm{PD}^{1}$ | - | - | C, 2080 | C | Allibert et al. (1974) |
|  | $\mathrm{PD}^{1}$ | - | - | C, 2080 | C, 2013 | DiGiuseppe et al. (1980) |
|  | PD | P, 2033 | P, 1973 | 2 | C, 2013 | Nicolas et al. (1984) |
|  | - | P, 2053 | P, 1993 | - | C, 2016 | Mizuno and Yamada (1985) |


| System | Phase diagram | Compounds, formation, temperature (K) |  |  |  | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 3:1 | 2:1 | 1:1 | 3:5 |  |
|  | PD | P, 2048 | P, 1988 | $\mathrm{P}, 1948^{3}$ | C, 2023 | Bondar et al. (1988) |
|  | - | + | - | - | + | Zinoviev et al. (1989) |
|  | PD | P, 2053 | P, 1993 | - | C, 2016 | Mizuno and Yamada (1992) |
| $\mathrm{Tb}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | $\mathrm{PD}^{1}$ | - | - | $\mathrm{P}^{2}, 2130$ | C, 2185 | Udalov et al. (2003) |
| $\mathrm{Dy}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | P, 1850 | - | - | C, 1840 | Schneider et al. (1961) |
|  | - | P, 2073 | - | - | C, 2061 | Mizuno and Yamada (1985) |
| $\mathrm{Ho}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | P, 1725 | - | - | C, 1730 | Schneider et al. (1961) |
|  | - | P, 2078 | - | - | C, 2081 | Mizuno and Yamada (1985) |
| $\mathrm{Er}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | P, 1870 | - | - | C, 1870 | Schneider et al. (1961) |
|  | - | P, 2073 | - | - | C, 2113 | Mizuno and Yamada (1985) |
| $\mathrm{Tm}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | - | - | - | C, 1770 | Schneider et al. (1961) |
| $\mathrm{Yb}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | - | - | - | C, 1770 | Schneider et al. (1961) |
|  | - | - | - | - | C, 2151 | Mizuno and Yamada (1985) |
| $\mathrm{Lu}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | - | - | - | C, 1770 | Schneider et al. (1961) |
|  | - | - | - | - | + | Zinoviev et al. (1989) |
| $\mathrm{Y}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ | PS | P, 1910 | - | - | C, 1800 | Schneider et al. (1961) |
|  | - | - | - | - | C, 2043 | Bondar et al. (1984) |

[^21]Thermodynamic properties of $\mathrm{RGaO}_{3}$ compounds were studied by Kanke and Navrotsky (1998), Jacob et al. (2000), Kapala (2004), Cheng and Navrotsky (2004), Zinkevich et al. (2006), and Wu et al. (2007). It was shown that similar to $\mathrm{RAlO}_{3}$ perovskites, standard molar enthalpies of formation of $\mathrm{RGaO}_{3}$ compounds become more negative with decreasing the radius of R -cations (Kanke and Navrotsky, 1998). The authors concluded that $\Delta H$ of the perovskite formation is mainly controlled by two factors, the strengthening of the ionic bond in $\mathrm{R}_{2} \mathrm{O}_{3}$ with decreasing R -cation radius and the weakening of the ionic bond between R and the four distant oxygen atoms in $\mathrm{RGaO}_{3}$ structures. The stability of $\mathrm{RGaO}_{3}$ perovskites against disproportionation to $\mathrm{R}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$ and $\mathrm{R}_{2} \mathrm{O}_{3}$ phases is controlled almost entirely by $\Delta H$ and $P \Delta V$ terms but not by $T \Delta S$ contribution (Kanke and Navrotsky, 1998).

First members of the $\mathrm{RGaO}_{3}$ series-lanthanum, praseodymium, and neodymium gallates-can be obtained from the melt and they solidify congruently at 1998, 1873, and 1880 K, respectively (Nicolas et al., 1983; Mizuno et al., 1985; Mizuno and Yamada, 1985, 1988; Kapala, 2004). Samarium gallate, $\mathrm{SmGaO}_{3}$, melts incongruently and exists only in the narrow temperature region $20-30 \mathrm{~K}$ below the liquidus. Gadolinium gallate $\mathrm{GdGaO}_{3}$ can be obtained only by fast melting and subsequent quenching (Nicolas et al., 1984). The latter authors reported that 'short melting and overheating of the melt using the laser device yield pure $\mathrm{SmGaO}_{3}$ and $\mathrm{GdGaO}_{3} .{ }^{\prime}$ According to Bondar et al. (1988), gadolinium orthogallate exists only in the narrow temperature range between 1923 and 1948 K . At 1948 K , $\mathrm{GdGaO}_{3}$ decomposes into $\mathrm{Gd}_{4} \mathrm{Ga}_{2} \mathrm{O}_{9}$ and liquid, whereas a solid-state decomposition into $\mathrm{Gd}_{4} \mathrm{Ga}_{2} \mathrm{O}_{9}$ and garnet phases occurs at 1923 K . The gallium-rich part of the $\mathrm{Tb}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ system has been studied by Udalov et al. (2003). The authors report that $\mathrm{TbGaO}_{3}$ exists only near the peritectic reaction temperature and it melts incongruently.

Among all $\mathrm{RGaO}_{3}$ perovskites, only $\mathrm{LaGaO}_{3}, \mathrm{PrGaO}_{3}$, and $\mathrm{NdGaO}_{3}$ can be synthesized by solid-phase synthesis (Geller et al., 1974; Nicolas et al., 1984; Mizuno et al., 1985). This method was also employed for the preparation of cerium gallate $\mathrm{CeGaO}_{3}$, but in this case, the synthesis had to be performed in an inert or reducing atmosphere (Stan et al., 2002; Vasylechko et al., 2002a; Vasylechko and Senyshyn, 2004). Leonov et al. (1966) obtained single-phase $\mathrm{CeGaO}_{3}$ perovskite at 1573 K in evacuated and sealed quartz tube via the reaction $2 \mathrm{CeO}_{2}+$ $2 / 3 \mathrm{Ga}_{2} \mathrm{O}_{3}+2 / 3 \mathrm{Ga}=2 \mathrm{CeGaO}_{3}$.

Pure and doped $\mathrm{RGaO}_{3}$ compounds can also be obtained in different modifications using the sol-gel method. For example, Polini et al. (2004) described the preparation of $\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{Ga}_{1-y} \mathrm{Mg}_{y} \mathrm{O}_{3-z}$ (LSGM) powders containing different amounts of $\mathrm{Sr}^{2+}$ and $\mathrm{Mg}^{2+}$ ions using either the Pechini or the citrate sol-gel method. The glycine-nitrate combustion synthesis was applied by Fu et al. (2003) for the preparation of pure and Sr - and Mn -doped powders of $\mathrm{LaGaO}_{3}$.

The arc melting technique has been used for the synthesis of $\mathrm{CeGaO}_{3}$ from a stoichiometric oxide mixture in argon atmosphere (Geller, 1957; Shishido et al., 1996, 1997b). A similar technique was applied for the preparation of several solid solutions of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Ce}, \mathrm{Sm}, \mathrm{Eu}$, and Gd) (Vasylechko et al., 1999b, 2000b, 2001a; Vasylechko, 2005). Dabkowska et al. (1993) obtained single crystals
of solid solutions of $\mathrm{NdGaO}_{3}-\mathrm{PrGaO}_{3}$ with dimensions up to $4.5 \times 4 \times 2 \mathrm{~mm}^{3}$ by using a $\mathrm{PbO}-\mathrm{PbF}_{2}-\mathrm{MoO}_{3}$ flux. Large single crystals of $\mathrm{LaGaO}_{3}, \mathrm{NdGaO}_{3}$, and $\mathrm{PrGaO}_{3}$ with high structural quality have been produced by the Czochralski technique (Giess et al., 1990; Sasaura et al., 1990a; Sasaura and Miyazawa, 1992; Sasaura and Miyazawa, 1993). The same method is used for growing solid solution crystals such as $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{GaO}_{3}$ and $\mathrm{La}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ (Berkowski et al., 2000, 2001). For the preparation of $\mathrm{La}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ and $\mathrm{Nd}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Pr}$ and Sm$)$ single crystals, the FZ technique has been applied (Aleksiyko et al., 2001).

It should be noted that single crystals of $\mathrm{LaGaO}_{3}, \mathrm{PrGaO}_{3}$, and $\mathrm{NaGaO}_{3}$ as well as their solid solutions have a pronounced tendency of twinning (Ruse and Geller, 1975; Belt and Uhrin, 1989; Miyazawa, 1989; Wang et al., 1991; Morozov et al., 1992; Bdikin et al., 1993; Miyazawa et al., 1993b; Ubizskii et al., 1994; Uecker et al., 1994; Savytskii et al., 1996, 2000b, 2000c, 2003a; Kleptsyn et al., 1997; Vasylechko et al., 2002b). The presence of reconstructive phase transformations below the melting point is believed to be the main reason for the formation of twins in these materials (Sasaura and Miyazawa, 1992).

Rare earth gallates, which could not been synthesized by solid-state reactions, were obtained by decomposition of the corresponding garnet phases at high pressure in the presence of NaOH flux (Marezio et al., 1966; Marezio et al., 1968).Using this approach, single crystals of $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Sm}-\mathrm{Lu}$ and Y$)$ have been prepared at 1273 K and pressure of 45 kbar . Geller et al. (1974) obtained $\mathrm{RGaO}_{3}$ perovskites $(\mathrm{R}=\mathrm{Sm}-\mathrm{Er})$ at ambient pressure by quenching molten equimolar mixtures of constituent $\mathrm{R}_{2} \mathrm{O}_{3}$ and $\mathrm{Ga}_{2} \mathrm{O}_{3}$ oxides. The melts were kept for about 10 min at 1923-2273 K , depending on the compositions, and then quenched. It was reported that single-phase products were obtained for all compositions except for $\mathrm{ErGaO}_{3}$ and $\mathrm{HoGaO}_{3}$.

Many applications require materials as thin film. Morell et al. (1999) reported that epitaxial $\mathrm{LaGaO}_{3}$ films can be obtained on a single crystal $\mathrm{LaAlO}_{3}$ substrate by using the sol-gel process followed by annealing at 1123 K . Kagawa et al. (1999) obtained a stoichiometric $\mathrm{LaGaO}_{3}$ film on a sapphire substrate at 1173 K by the spray-ICP method. Transparent $\mathrm{LaGaO}_{3}$ films deposited by atomic layer epitaxy at $598-698 \mathrm{~K}$ at different substrates $\left(\mathrm{Si}\right.$, sapphire, $\mathrm{MgO}, \mathrm{SrTiO}_{3}, \mathrm{LaAlO}_{3}$ ) were reported by Nieminen et al. (2001). The metal organic chemical vapour deposition technique was proposed for the preparation of heteroepitaxial $\mathrm{PrGaO}_{3}$ and $\mathrm{NdGaO}_{3}$ films on $\mathrm{LaAlO}_{3}$ substrates (Han et al., 1992, 1993). Dense films of $\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{Ga}_{1-y} \mathrm{Mg}_{y} \mathrm{O}_{3-z}$, known as a superior oxide ion conductor, can be prepared using the pulsed laser deposition technique (Kanazawa et al., 2003) or using electrophoretic deposition of ceramic powders on graphite substrates followed by sintering using a controlled heating profile (Matsuda et al., 2003).

### 3.2 Crystal structure of $\mathrm{RGaO}_{3}$

Perovskite-type rare earth gallates $\mathrm{RGaO}_{3}$ attract the interest of scientists for a long time. First attempts to study the crystal structure of $\mathrm{RGaO}_{3}$ compounds began in the pioneering works of the early 1950th (Moeller and King, 1953; Ruggiero and Ferro, 1954). Because of the relatively weak distortion of $\mathrm{RGaO}_{3}$
from the cubic structure, the materials were considered as 'ideal' perovskites. Only several years later, Geller (1956) discovered a new structure type of an orthorhombically distorted perovskite in gadolinium ferrite and attributed it to the crystal structures of $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{La}, \mathrm{Pr}$, and Nd$)$ (Geller, 1957). Marezio et al. (1968) showed that the $\mathrm{GdFeO}_{3}$ structure is intrinsic to the entire series of rare earth orthogallates. The lattice parameters for all $\mathrm{RGaO}_{3}$ perovskites, except for cerium, promethium, and yttrium, have been calculated and analysed as functions of the atomic number of the R-element. The authors reveal that the lattice parameters $a$ and $c$ decrease smoothly from La to Lu , whereas the $b$-parameter passes through a maximum located at Gd and Tb . It was suggested that the anomalous behaviour of the $b$-parameter can be explained by the variation of the coordination number of the R-cation. A similar behaviour of the lattice parameters in the series of $\mathrm{RGaO}_{3}$ perovskites was observed by Geller et al. (1974).

Taking into account the difficulties in the preparation of $\mathrm{RGaO}_{3}$ compounds described above, full crystallographic data are available only for the first four members of the $\mathrm{RGaO}_{3}$ family ( $\mathrm{R}=\mathrm{La}, \mathrm{Ce}, \mathrm{Pr}$, and Nd ), and for $\mathrm{GdGaO}_{3}$. The latter structure, solved from single crystal diffraction data, was reported by Guitel et al. (1976). It is necessary to note that pronounced twinning usually observed in $\mathrm{RGaO}_{3}$ crystals causes serious problems in single crystal diffraction studies of these materials. Therefore, the majority of structural studies of $\mathrm{RGaO}_{3}$ perovskites are typically performed using powder diffraction techniques.

At RT, all $\mathrm{RGaO}_{3}$ exhibit paramagnetism and they order magnetically at temperatures below 4 K . To the best of our knowledge, structural studies of the magnetic ordering were performed only for neodymium gallate below 1 K (Marti et al., 1995) and have been found to be rather typical for other magnetic structures compatible with the Pbnm symmetry (Bertaut, 1968).

In the present section, structural data for $\mathrm{RGaO}_{3}$ compounds available from the literature are presented together with our recent work to supplement the knowledge about the crystal structures for these materials.

### 3.2.1 Lanthanum gallate $\mathrm{LaGaO}_{3}$

First results on the formation of $\mathrm{LaGaO}_{3}$ perovskite and its cubic structure had been reported by Moeller and King (1953) and Ruggiero and Ferro (1954). Shortly after, Geller (1957) found the orthorhombic deformation of the $\mathrm{LaGaO}_{3}$ structure, similar to the one observed in $\mathrm{GdFeO}_{3}$. The author also described the phase transformation from orthorhombic to rhombohedral symmetry at 1173 K . However, further studies on the thermal behaviour of $\mathrm{LaGaO}_{3}$ revealed that this transition occurs at much lower temperatures, at ca. 420 K (Miyazawa, 1989; O'Bryan et al., 1990; Berkstresser et al., 1991; Kobayashi et al., 1991). O'Bryan et al. (1990) found a second-order phase transformation at 1450 K in $\mathrm{LaGaO}_{3}$, but this observation was not confirmed by other authors. Both the room- and hightemperature modifications of the $\mathrm{LaGaO}_{3}$ structure have been refined by Wang et al. (1991) using X-ray powder data and Rietveld full-pattern method. The authors showed that at room temperature $\mathrm{LaGaO}_{3}$ possesses a centrosymmetric space group $\operatorname{Pbnm}$ and that its high-temperature modification belongs to the centrosymmetric space group $R \overline{3} c$. Based on X-ray diffraction studies of a single
crystalline plate of $\mathrm{LaGaO}_{3}$, Morozov et al. (1993a, 1993b) concluded that its RT structure is not orthorhombic. However, the author's suggestion of a triclinic structure of $\mathrm{LaGaO}_{3}$ was not confirmed. The concluded structure was based on the observation of twin lamellae with $\{100\}$ and $\{010\}$ composition planes, which have been found in an $\mathrm{LaGaO}_{3}$ single crystals. According to group theoretical considerations performed by Savytskii (1997) and Vasylechko et al. (2002b), the anti-phase domains in the $\mathrm{GdFeO}_{3}$-type crystals are possible just in the crystallographic planes (100) and (010). Similar anti-phase domains (merohedral twins) have also been found using X-ray methods in $\mathrm{CaTiO}_{3}$ (Arakcheeva et al., 1997).

More recent structural investigations of $\mathrm{LaGaO}_{3}$ performed by different research groups showed unambiguously that the $\mathrm{RT} \mathrm{LaGaO}_{3}$ structure belongs to the orthorhombic $\mathrm{GdFeO}_{3}$ type (Marti et al., 1994, 1996; Sanjuán et al., 1998; Slater et al., 1998a, 1998b; Howard and Kennedy, 1999; Vasylechko et al., 1999a, 1999b; Lerch et al., 2001; Kajitani et al., 2005). It should be noted that different cell parameter ratios are reported in the literature for the orthorhombic modification of $\mathrm{LaGaO}_{3}$. Geller (1957) in his early work mentioned the cell parameters: $a=5.496 \AA, b=5.524$ $\AA, c=7.787 \AA$ where $a<b$. This parameter ratio has been accepted for $\mathrm{LaGaO}_{3}$ in numerous publications (Mizuno et al., 1985; Giess et al., 1990; O'Bryan et al., 1990; Kobayashi et al., 1991; Wang et al., 1991; Morozov et al., 1993b; Utke et al., 1997) and the PDF database (File 24-1102). Another set of orthorhombic lattice parameters of $\mathrm{LaGaO}_{3}$, namely, $a=5.526 \AA, b=5.473 \AA, c=7.767 \AA$ where $a>b$ was reported by Marezio et al. (1968) and others (Geller et al., 1974; Marti et al., 1994, 1996). In order to clarify the situation, Vasylechko et al. (1999a) carried out Rietveld refinements of the $\mathrm{LaGaO}_{3}$ structure using the models, reported by Wang et al. (1991) and Marti et al. (1994). They differ mainly by the $a$ and $b$ cell parameter ratio, that is $a<b$ or $a>b$. It was shown that the structure refinement when using $a>b$ cell parameters gives a better fit of the observed profiles. The difference between both models can be distinguished mainly from the positions of weak 0 kl reflections with odd $l$-indices. The observed 'ratio-sensitive' reflections are, however, very weak (less than $1 \%$ of the maximal intensity), which might be the reason for incorrect settings of the lattice parameters reported in the literature. Later examinations of the $\mathrm{LaGaO}_{3}$ structure by using high-resolution synchrotron powder diffraction technique with a high signal-to-noise ratio unambiguously confirmed the $a>b$ parameter ratio (Vasylechko et al., 2002b; Savytskii et al., 2003b). Note that the cell parameter ratio observed in $\mathrm{LaGaO}_{3}$ is a rather rare case among the $\mathrm{GdFeO}_{3}$-type perovskites, for the majority of which the $a<b$ parameter ratio is typical. Hence, the existence of solid solutions with metrically tetragonal and cubic structures is expected in the $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}$ pseudo-binary systems (see below).

There is no common opinion in the literature concerning the HT modification of $\mathrm{LaGaO}_{3}$. Based on in situ X-ray diffraction and differential scanning calorimetry studies, Kobayashi et al. (1991) concluded that between 420 K and $1270 \mathrm{~K}, \mathrm{LaGaO}_{3}$ is monoclinic. The monoclinic distortion was reported to be small below 1020 K but described to be significant at higher temperatures. However, this observation was not confirmed by structural refinements of other authors. As mentioned above, Wang et al. (1991) reported that the HT modification of $\mathrm{LaGaO}_{3}$ is rhombohedral, which was confirmed later by comprehensive investigations using
elastic neutron scattering and X-ray diffraction technique (Slater et al., 1998a; Howard and Kennedy, 1999; Lerch et al., 2001; Kajitani et al., 2005). Nevertheless, discrepancies about symmetry of the HT phase of lanthanum gallate remain unsolved to date. Marti et al. (1994) in their first publication refined the $\mathrm{LaGaO}_{3}$ structure from neutron diffraction data at 573,1353 , and 1673 K in the noncentrosymmetric space group R3c. The same structure model has been applied by Slater et al. (1998a) for the HT structure. In contrast, the $\mathrm{LaAlO}_{3}$ type of structure and S.G. $R \overline{3} c$ have been assigned to the HT phase of $\mathrm{LaGaO}_{3}$ by Marti et al. 1996; Howard and Kennedy, and Lerch et al. (2001), as it was initially proposed by Wang et al. (1991). From the analysis of the available data for related rare earth aluminates (see previous chapter) as well as from structural data for other $\mathrm{RGaO}_{3}$ compounds and their solid solutions (see below), it is evident that the $\mathrm{LaAlO}_{3}$ structure type seems to be the correct structural model for HT modification of $\mathrm{LaGaO}_{3}$.

LT structural parameters of lanthanum gallate refined from the neutron diffraction data at 12 K were reported for the first time by Marti et al. (1994). It was shown that the structure remains orthorhombic at least down to 12 K . The lowtemperature behaviour of $\mathrm{LaGaO}_{3}$ in the temperature range $12-300 \mathrm{~K}$ has been studied in detail using the HRPD technique with synchrotron radiation (Vasylechko et al., 2002b; Savytskii et al., 2003b; Vasylechko, 2005). Low- and high-temperature behaviour of lattice parameters of $\mathrm{LaGaO}_{3}$ are shown in Figure 54A and B. A good agreement has been found between the LT lattice parameters (Savytskii et al., 2003b) and HT values obtained using neutron powder diffraction at temperatures 400-1670 K (Slater et al., 1998a; Howard and Kennedy, 1999). All lattice parameters increase smoothly on heating and the lattice parameters and cell volume change weakly at the orthorhombic-to-rhombohedral transition temperature ( $-0.01 \%$ ) (Figure 54B). The crystallographic data for all modifications of $\mathrm{LaGaO}_{3}$ at different temperatures are given in Tables 32 and 33.

### 3.2.2 Cerium gallate $\mathrm{CeGaO}_{3}$

The information about the crystal structure of $\mathrm{CeGaO}_{3}$ is controversial. The crystal structure is known from first X-ray studies of Ruggiero and Ferro (1954) who attributed it to the cubic perovskite structure. Shishido et al. (1997b) reported tetragonal symmetry for cerium gallate (S.G. $P 4 / \mathrm{mmm}, \mathrm{Z}=1$ ) with lattice constants $a=3.873 \AA$ and $c=3.880 \AA$. Schoonover et al. (2000) proposed cubic symmetry for $\mathrm{CeGaO}_{3}$ from studies of mixed nuclear fuel oxide $\mathrm{CeO}_{2}-\mathrm{PuO}_{2}-\mathrm{UO}_{2}-\mathrm{Ga}$ using a combination of scanning electron microscopy, energy dispersive X-ray spectroscopy, and Raman spectroscopy. Stan et al. (2002) published an orthorhombic $\mathrm{GdFeO}_{3}$ type of structure for cerium gallate, where estimated lattice parameters were obtained by interpolating the data of Geller et al. (1974) ( $a=b=5.490 \AA$, $c=7.749 \AA$ ). Positional and displacement parameters of the atoms in the $\mathrm{CeGaO}_{3}$ structure were refined from X-ray powder diffraction data at RT (Stan et al., 2002). According to this study, the unit cell of $\mathrm{CeGaO}_{3}$ is at RT very close to tetragonal, but the symmetry of the structure remains orthorhombic. This observation was also confirmed by using the HRPD technique with synchrotron radiation (Vasylechko et al., 2002a). The thermal behaviour of the $\mathrm{CeGaO}_{3}$ structure has been described in


FIGURE 54 Normalized lattice parameters of orthorhombic ( $O$ ) and rhombohedral (Rh) phases of $\mathrm{LaGaO}_{3}$ in the temperature range $12-300 \mathrm{~K}(\mathrm{~A})$ and $12-1673 \mathrm{~K}(B)$. LT lattice parameters were taken from Savytskii et al. (2003b) whereas the HT data from Slater et al. (1998a) and Howard and Kennedy (1999). The dashed lines are polynomial fits: $a_{p}(T)=3.8987(1)\left[1+2.7(2) \times 10^{-8} T^{2}-\right.$ $\left.2.5(5) \times 10^{-11} T^{3}\right] ; b_{\mathrm{p}}(T)=3.8791(1)\left[1+1.6(2) \times 10^{-8} T^{2}-1.5(4) \times 10^{-11} T^{3}\right] ; c_{\mathrm{p}}(T)=3.88222(9)[1+$ $\left.9(1) \times 10^{-9} T^{2}+1.6(3) \times 10^{-11} T^{3}\right]$ for the temperature range $12-410 \mathrm{~K}$ and $a_{\mathrm{p}}(T)=3.8557(9)[1+$ $\left.1.46(7) \times 10^{-8} T^{2}-4.1(4) \times 10^{-12} T^{3}\right] ; c_{p}(T)=3.9081(5)\left[1+7.3(4) \times 10^{-9} T^{2}-1.7(2) \times 10^{-12} T^{3}\right]$ for the temperature range $410-1673 \mathrm{~K}$.
detail by Vasylechko and Senyshyn (2004). In situ HRPD measurements using synchrotron radiation have been performed in the temperature range $12-1230 \mathrm{~K}$ together with calorimetric studies. Both, DTA/TG and HT diffraction studies performed in air confirmed the previously reported (Shishido et al., 1997b; Stan et al., 2002) thermal instability of $\mathrm{CeGaO}_{3}$ and its decomposition into $\mathrm{CeO}_{2}$ and $\mathrm{Ga}_{2} \mathrm{O}_{3}$ due to oxidation above 840 K . Therefore, further HT investigations of the structural change of cerium gallate were carried out a in sample in a 0.3 mm quartz capillary, sealed in argon. It was shown that the $\mathrm{GdFeO}_{3}$ structure type remains

TABLE 32 Structural parameters of orthorhombic modification of $\mathrm{LaGaO}_{3}$ at different temperatures

|  | Parameters | Marti et al. $(1994)^{7}$ | Savytskii et al. $(2003 b)^{2}$ | Wang et al. (1991) ${ }^{3}$ | Morozov <br> et al. <br> (1993a) ${ }^{3}$ | Marti et al. (1994) ${ }^{7}$ | Slater et al. $(1998 \mathrm{a})^{4}$ | Sanjuán et al. $(1998)^{3}$ | Vasylechko et al. <br> (1999a) ${ }^{3}$ | Howard and Kennedy (1999) ${ }^{1}$ | Lerch et al. (2001) ${ }^{7}$ | Kajitani et al. $(2005)^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Atom: sites |  | Pbnm (12 K) | Pbnm (12 K) | Pbnm (298 K) | Pbnm (RT) | Pbnm (RT) | Pbnm (RT) | Pbnm (RT) | Pbnm (RT) | Pbnm (RT) | $\begin{aligned} & \text { Pnma } \\ & \text { (298 K) } \end{aligned}$ | Pbnm (RT) |
|  | $a($ A $)$ | 5.5028(6) | 5.51395(2) | 5.496(1) | 5.503 | 5.4332(2) | 5.52432(2) | 5.5217(1) | 5.52298(8) | 5.5245(1) | 5.4908(1) | 5.5272(2) |
|  | $b(A)$ | 5.4736(5) | 5.48589(2) | 5.527(1) | 5.474 | 5.5034(2) | 5.49246(2) | 5.4893(1) | 5.49139(9) | 5.4922(1) | 7.7725(1) | 5.4943(1) |
|  | $c(A)$ | 7.7507(10) | 7.76421(3) | 7.781(2) | 7.751 | 7.7155(3) | 7.77448(4) | 7.7701(1) | 7.7725(1) | 7.7740(2) | 5.5227(1) | 7.7781(3) |
| La: 4 c | $x$ | -0.0021(11) | -0.0050(3) | 0.9964(15) | -0.01 | 0.0094(4) | -0.0047(2) | -0.0043(2) | -0.0036(9) | 0.0041(3) | -0.0170(2) | -0.0045(4) |
|  | $y$ | -0.0216(6) | 0.0200(2) | 0.0163(7) | 0.03 | 0.0421(2) | -0.0168(2) | -0.0171(1) | 0.0170(3) | 0.5168(3) | 3/4 | -0.0165(3) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 0.4955(2) | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | -0.02(4) | 0.08(2) | - | - | -0.03(3) | 0.39(2) | 0.46(2) | 0.37(5) | 0.36(2) | 0.36(4)* | 0.37(2) |
| Ga, 4b | $x$ | 1/2 | 1/2 | 0 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 0 | 0 | 1/2 |
|  | $y$ | 0 | 0 | 1/2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.12(4) | 0.20(3) | - | - | 0.13(3) | 0.29(2) | 0.48(2) | 0.23(5) | 0.19(2) | 0.16(5)* | 0.37(2) |
| O1, 4c | $x$ | 0.0709(10) | 0.071(2) | 0.064(10) | 0.01 | 0.9171(5) | 0.0681(2) | 0.0654(20) | 0.057(4) | -0.0669(3) | -0.070(3) | 0.0677(4) |
|  | $y$ | 0.5056(12) | 0.487(2) | 0.500(5) | 0.5 | 0.4820(4) | 0.5078(3) | 0.5039(16) | 0.495(4) | -0.0058(4) | 1/4 | 0.5066(6) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 0.0672(2) | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.25(4) | 0.94 | - | - | 0.22(4) | 0.41(2) | 0.85(23) | 0.7(5) | 0.41(3) | 0.49 (5)* | 0.55(8) |
| O2, 8d | $x$ | -0.2276(8) | -0.281(2) | 0.708(6) | 0.74 | 0.2905(3) | 0.2705(2) | 0.7704(19) | -0.280(5) | 0.2299(3) | 0.2714(2) | -0.2307(3) |
|  | $y$ | 0.2273(8) | 0.277(2) | 0.284(10) | 0.26 | 0.2919(3) | 0.2714(2) | 0.2275(18) | 0.285(5) | 0.2704(3) | 0.0354(1) | 0.2304(3) |
|  | $z$ | 0.0347(4) | 0.0367(11) | 0.033(6) | 0.9 | 0.4569(2) | 0.5365(1) | 0.0378(10) | 0.029(3) | 0.0356(2) | 0.7706(1) | 0.0356(2) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.25(4) | 0.94 | - | - | 0.19(4) | 0.53(2) | 0.80(12) | 1.1(5) | 0.54(3) | 0.52(3)* | 0.63(8) |

[^22]TABLE 33 Structural parameters of rhombohedral (S.G. $R \overline{3} C$ and $R 3 c$ ) modification of $\mathrm{LaGaO}_{3}$ at different temperatures

| Atom: sites | Parameters$a(\AA)$ | Wang et al. <br> (1991) | Wang et al. (1991) ${ }^{7}$ | Marti et al. $(1994)^{2}$ | Marti et al. $(1994)^{2}$ | Slater et al. $(1998 a)^{2}$ | Slater et al. $(1998 a)^{2}$ | Marti et al. (1996) ${ }^{2}$ | Howard and Kennedy (1999) ${ }^{2}$ | Howard and Kennedy (1999) ${ }^{2}$ | Lerch et al. (2001) ${ }^{2}$ | Lerch et al. $(2001)^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $R \overline{3} c$ (423 K) | $R \overline{3} c$ <br> (1173 K) | R3c ( 573 K ) | R3c (1673 K) | $R 3 \mathrm{C}$ ( 523 K ) | R3C <br> (1273 K) | $R \overline{3} c$ (573 K) | $R \overline{3} C$ ( 637 K ) | $R \overline{3} \mathrm{C}$ ( 1373 K ) | $R \overline{3} c$ ( 1073 K ) | $R \overline{3} c$ (1273 K) |
|  |  | 5.5146(7) | 5.5712(8) | 5.5388(3) | 5.6118(14) | 5.5358(7) | 5.5745(8) | 5.5387(3) | 5.5429(1) | 5.5777(1) | 5.5899(1) | 5.5987(1) |
|  | $c(A)$ | 13.3436(16) | 13.5501(22) | 13.4090(9) | 13.7472(45) | 13.39797(6) | 13.56587(7) | 13.4090(9) | 13.4328(1) | 13.5806(3) | 13.6279(3) | 13.6611(3) |
| La: $6 c$ in $R \overline{3} c ; 6 a$ in R3c | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 0.2507(12) | 0.2422(15) | 0.2508(3) | 0.2508(3) | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | 0.63(7) | 3.71(29) | 0.66(2) | 1.63(3) | 0.66(5) | 0.86(4) | 1.87(6) | 2.65(5)* | 3.04(6)* |
| Ga: $6 b$ in $R \overline{3} c ; 6 a$ in R3c | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | 0.41(6) | 2.27(28) | 0.46(2) | 1.10(2) | 0.43(5) | 0.50(4) | 1.29(6) | 1.75(5)* | 2.08(6)* |
| $\begin{aligned} & \mathrm{O}: 18 \mathrm{e} \text { in } \\ & R \overline{3} c ; 18 b \\ & \text { in } R 3 c \end{aligned}$ | $x$ | 0.445(4) | 0.448(4) | 0.1158(9) | 0.2412(28) | 0.1137(2) | 0.1224(3) | 0.4438(2) | 0.5548(2) | 0.5497(3) | 0.5455(2) | 0.5438(3) |
|  | $y$ | 0 | 0 | 0.3426(16) | 0.3905(33) | 0.3420(4) | 0.3473(4) | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 0.0775(11) | 0.0296(18) | 0.0772(2) | 0.0747(2) | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | 0.93(4) | 3.8(19) | 0.80(1) | 2.05(2) | 1.03(4) | 1.18(4) | 2.61(6) | 3.80(6)* | 4.9(1)* |

[^23]stable for $\mathrm{CeGaO}_{3}$ in the whole temperature range under investigation. The structural parameters of $\mathrm{CeGaO}_{3}$ at selected temperatures are listed in Table 34. Temperature dependencies of the lattice parameters and cell volume obtained in our study are shown in Figure 55.

The lattice parameters are very close to each other in the whole temperature range. Because of the anisotropy of the thermal expansion, three regions with different ratios of lattice parameters were identified (Figure 55). At low temperatures, the shape of the $\mathrm{CeGaO}_{3}$ lattice is pseudo-tetragonal $\left(a_{\mathrm{p}} \approx b_{\mathrm{p}}>c_{\mathrm{p}}\right)$, but its crystal structure remains orthorhombic. With increasing temperature, the relationship of the lattice parameters smoothly changes to $a_{\mathrm{p}}>b_{\mathrm{p}}>c_{\mathrm{p}}$ and above 600 K , it is $a_{\mathrm{p}}>c_{\mathrm{p}}>b_{\mathrm{p}}$. As mentioned above, such cell parameter ratio observed in $\mathrm{GdFeO}_{3}$-type perovskites indicates a forthcoming phase transition to a rhombohedral structure. Such a transition was found in $\mathrm{CeGaO}_{3}$ by means of DTA measurements performed in argon atmosphere (Vasylechko and Senyshyn, 2004). As can be seen in Figure 56, a reversible first-order phase transformation occurs at 1222 K with a temperature hysteresis of $\pm 7 \mathrm{~K}$. This observation is in good agreement with the earlier reported transition temperature 1253 K in $\mathrm{CeGaO}_{3}$ (Portnoj and Timofeeva, 1986).

The limitation of equipment used by Vasylechko and Senyshyn (2004) did not allow to collect diffraction data for cerium gallate above 1230 K . However, taking into account that HT modifications of $\mathrm{LaGaO}_{3}$ and $\mathrm{La}_{1-x} \mathrm{Ce}_{x} \mathrm{GaO}_{3}$ solid solutions (see below) adopt the rhombohedral $\mathrm{LaAlO}_{3}$-type structure, we may assume with confidence that the same type structure is inherent for the HT modification of $\mathrm{CeGaO}_{3}$.

### 3.2.3 Praseodymium gallate $\mathrm{PrGaO}_{3}$

The first report about the crystal structure of $\mathrm{PrGaO}_{3}$ was given by Ruggiero and Ferro (1954), where similar to lanthanum gallate, the 'ideal' perovskite-type structure has been reported. Later, Geller (1957) ascribed the $\mathrm{GdFeO}_{3}$ structure at RT for praseodymium gallate, which was confirmed by Marezio et al. (1968). The interest in this material was renewed in 1990th because of its possible application as a substrate for HTSC films (Watts et al., 1989; O'Bryan et al., 1990; Sasaura et al., 1990a; Berkstresser et al., 1991; Miyazawa et al., 1993b; Han et al., 1994; Utke et al., 1997). Room- and high-temperature lattice parameters were measured at certain temperatures in the temperature range $300-1270 \mathrm{~K}$ and reported in these publications. Besides, some authors mentioned the existence of a possible HT phase transformations in $\mathrm{PrGaO}_{3}$. O'Bryan et al. (1990) claimed to observe a secondorder transition at 1090 K using DTA and DSC methods. Based on X-ray diffraction experiments and other thermal studies, Sasaura and Miyazawa (1992) supposed the occurrence of a phase transition above 1670 K , presumably from orthorhombic to rhombohedral. Differential thermal analysis performed by Miyazawa et al. (1993b) did not confirm the existence of a second-order transition around 1090 K , which was reported earlier by O'Bryan et al. (1990), but it revealed a first-order-like transition at around 1850 K , very close to the melting temperature. First results on the low-temperature behaviour of $\mathrm{PrGaO}_{3}$ were reported by Marti et al. (1994) and Podlesnyak et al. (1994). In their publications, lattice,

TABLE 34 Structural parameters of $\mathrm{CeGaO}_{3}$ at different temperatures


[^24]

FIGURE 55 Normalized lattice parameters of $\mathrm{CeGaO}_{3}$ at temperatures $12-1230 \mathrm{~K}(\mathrm{~B})$ taken from Vasylechko and Senyshyn (2004). The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.8784(1)$ $\left[1+1.33(3) \times 10^{-8} T^{2}-5.0(2) \times 10^{-12} T^{3}\right] ; b_{p}(T)=3.8780(2)\left[1+8.0(3) \times 10^{-9} T^{2}-2.3(3) \times 10^{-12} T^{3}\right] ;$ $c_{p}(T)=3.8680(3)\left[1+1.89(6) \times 10^{-8} T^{2}-9.2(5) \times 10^{-12} T^{3}\right]$ for the temperature range $12-1230 \mathrm{~K}$. The vertical dotted lines separate tentatively the regions with different ratios of the lattice parameters.


FIGURE 56 DTA data of $\mathrm{CeGaO}_{3}$ measured on heating and cooling in argon atmosphere.
positional, and displacement parameters of atoms at 12 K and RT were refined based on in situ neutron powder diffraction data. A precise examination of the LT behaviour of $\mathrm{PrGaO}_{3}$ over the temperature range $12-298 \mathrm{~K}$ has been carried out using the synchrotron radiation HRPD technique (Vasylechko et al., 2002b; Savytskii et al., 2003b). Highly anisotropic and non-liner thermal expansion has been revealed in $\mathrm{PrGaO}_{3}$. The cell parameter $c$ smoothly increases with temperature, whereas minima are observed at 64 and 166 K for the $a$ and $b$ parameter, respectively (Figure 57A-C). A deviation from the 'normal' behaviour is more pronounced for the $b$-parameter, for which the LT value at 12 K is higher than at


FIGURE 57 Temperature dependencies of lattice parameters ( $\mathrm{A}-\mathrm{C}$ ) and cell volume (D) of $\mathrm{PrGaO}_{3}$ over temperature range $12-300 \mathrm{~K}$. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=5.4509(5)$ $\left(1-10(3) \times 10^{-6} T+9(2) \times 10^{-8} T^{2}-1.3(4) \times 10^{-10} T^{3}\right) ; b_{\mathrm{p}}(T)=5.4934(4)\left(1-10(2) \times 10^{-6} T+4(1) \times\right.$ $\left.10^{-8} T^{2}-5(1) \times 10^{-11} T^{3}\right) ; c_{p}(T)=7.7098(3)\left(1+5.6(4) \times 10^{-8} T^{2}-9(1) \times 10^{-11} T^{3}\right)$ for the temperature range 12-300 K.

RT (Figure 57B, Table 35). Note that a similar value of the $b$-parameter at 12 K and RT was reported by Marti et al. (1994); however, the authors did not comment on this observation.

Similar to pure $\mathrm{PrGaO}_{3}$, anomalies in thermal expansion were observed in some praseodymium-containing solid solutions of the $\mathrm{PrGaO}_{3}-\mathrm{RGaO}_{3}$ systems (see below). Furthermore, the amplitude of the negative thermal expansion in these solid solutions depends directly on the amount of praseodymium. Attempts to model this anomaly via semi-classical simulations (Senyshyn et al., 2005b) were unsuccessful, which may confirm that electronic effects are involved. The separation of the experimental heat capacity into lattice and crystal field components has been found to be a promising approach to explain the negative thermal expansion in praseodymium gallate (Senyshyn et al., 2007). The interaction between phonons and the crystal-field excitation of the ground multiplet of $4 f$ elements is assumed to be the reason for the negative thermal expansion in praseodymium gallate. At LT, such interaction results in negative Grüneisen parameters, which increase

TABLE 35 Structural parameters of $\mathrm{PrGaO}_{3}$ at different temperatures

| Atom: sites | Parameters | Marti et al. $(1994)^{1}$ | Marti et al. $(1994)^{7}$ | Vasylechko et al. (2000c, 2005) ${ }^{2}$ | Vasylechko (2001) ${ }^{3}$ | This work ${ }^{4}$ | This work ${ }^{4}$ | This work ${ }^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 12 K | 298 K | RT | RT | 12 K | 573 K | 1173 K |
|  | $a(\AA)$ | 5.4526(2) | 5.4592(2) | 5.4557(1) | 5.45596(6) | 5.45085(3) | 5.46966(4) | 5.50925(8) |
|  | $b(\AA)$ | 5.4947(2) | 5.4929(2) | 5.4901(1) | 5.49035(5) | 5.49349(3) | 5.49614(4) | 5.51976(8) |
|  | $c(\AA)$ | 7.7121(3) | 7.7321(3) | 7.7275(2) | 7.72782(8) | 7.71044(4) | 7.74877(6) | 7.8020(1) |
| Pr, 4c | $x$ | -0.0065(9) | -0.0066(10) | -0.00742(2) | -0.0070(3) | -0.0075(3) | -0.0075(3) | -0.0068(5) |
|  | $y$ | -0.0386(4) | -0.0357(5) | 0.03522(3) | 0.0358(1) | 0.0370(2) | 0.0327(1) | 0.0272(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.90(5) | 0.54(5) | 0.417(8) | 1.07(2) | 0.23(4) | 1.02(1) | 1.78(2) |
| Ga, 4b | $x$ | 1/2 | $1 / 2$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.50(3) | 0.13(3) | 0.30(2) | 0.95(2) | 0.25(7) | 0.93(2) | 1.37(3) |
| O1,$4 \mathrm{c}$ | $x$ | 0.0786(5) | 0.0769(6) | 0.0758(4) | 0.089(3) | 0.081(2) | 0.080(2) | 0.055(4) |
|  | $y$ | 0.5164(4) | 0.5152(4) | 0.4848(4) | 0.489(2) | 0.477(2) | 0.491(2) | 0.486(3) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.66(5) | 0.28(6) | 0.48(3) | 0.29 | 1.8(5) | 1.5(3) | 1.3(4) |
| O2, 8d | $x$ | -0.2123(3) | 0.7870(3) | -0.2868(2) | -0.291(2) | -0.295(2) | -0.301(2) | -0.279(4) |
|  | $y$ | 0.2109(3) | 0.2116(3) | 0.2871(2) | 0.300(2) | 0.300(2) | 0.293(2) | 0.272(4) |
|  | $z$ | $0.0419(2)$ | $0.0420(3)$ | $0.0404(2)$ | $0.037(1)$ | $0.0437(13)$ | 0.0418(14) | $0.052(2)$ |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.65(4) | 0.30(4) | 0.41(2) | 0.29 | 2.6(4) | 1.4(2) | 2.2(3) |

[^25]smoothly and at temperatures above 160 K become zero within the experimental uncertainty. We note here that several structural anomalies observed in rare earth aluminates that were reported in the previous section, for example, the phasetransformations in the $\mathrm{CeAlO}_{3}-\mathrm{RAlO}_{3}$ pseudo-binary system, the anomalous structural LT behaviour in erbium and thulium aluminates, and the negative thermal expansion of praseodymium gallate may all have the same origin.

Room- and high-temperature structural investigations of $\mathrm{PrGaO}_{3}$ performed by means of single crystal and powder diffraction using synchrotron radiation have been reported by Vasylechko (2001), Vasylechko et al. (2000c, 2002b,c, 2005). For the structure determination, small single-domain crystals were extracted from a Czochralski grown boule. Single crystal diffraction data consisting of 6303 reflections have been collected using a Kappa-diffractometer equipped with a CCD-detector, located at beamline F1, synchrotron laboratory HASYLAB/DESY (Vasylechko et al., 2000c). The analysis of the experimental data allowed for two competing structural models, either space group Pbnm or $\operatorname{Pbn} 2_{1}$. The values of agreement factors and the anisotropic displacement parameters of the atoms support the centrosymmetric space group Pbnm, which has been chosen for the final description of $\mathrm{PrGaO}_{3}$ at RT (Vasylechko et al., 2000c, 2005). An in situ HT synchrotron powder diffraction study of $\mathrm{PrGaO}_{3}$ revealed that the structure remains orthorhombic up to 1173 K . The temperature behaviour of the lattice parameters and the cell volume in the temperature range of 12-1173 K are given in Figure 58.

Similar to other $\mathrm{GdFeO}_{3}$-type perovskites, the cell parameters change nonlinearly and anisotropically with temperature. Maximum and practically equal thermal expansion was observed along the $a$ - and $c$-directions, whereas the thermal expansion along the $b$-axis is approximately half of that. Over the whole temperature range under investigation, the normalized lattice parameters of


FIGURE 58 Behaviour of normalized lattice parameters and cell volume of $\mathrm{PrGaO}_{3}$ between 12 and 1250 K . The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.8492(2)+2.84(7) \times 10^{-5} T+1.07(4) \times$ $10^{-7} T^{2} ; b_{\mathrm{p}}(T)=3.8791(3)+9.1(9) \times 10^{-6} T+1.07(6) \times 10^{-8} T^{2} ; c_{\mathrm{p}}(T)=3.8534(3)+3.6(1) \times 10^{-5} T+$ $4.6(7) \times 10^{-9} T^{2}$ for the temperature range $270-1253 \mathrm{~K}$.
$\mathrm{PrGaO}_{3}$ are $b_{\mathrm{p}}>c_{\mathrm{p}}>a_{\mathrm{p}}$. However, from extrapolating the lattice parameters, a different ratio may be predicted at higher temperatures, in particular $a_{\mathrm{p}}>c_{\mathrm{p}}>b_{\mathrm{p}}$ above 1690 K . The latter happens in lanthanum and cerium gallates just before the Pbnm $-R \overline{3} c$ phase transformation. Therefore, one can expect that this kind of phase transformation occurs in $\mathrm{PrGaO}_{3}$ at higher temperatures. As shown below, such a phase transition could be predicted near 1856 K.

Analysis of interatomic distances performed by Vasylechko et al. (2005) revealed that increasing temperature leads to a systematic increase of the eight shortest $\mathrm{Pr}-\mathrm{O}$ bonds, whereas a reduction of the four longer $\mathrm{Pr}-\mathrm{O}$ distances is observed. From the variation of the Pr-O interatomic distances with temperature, it was concluded that the CN 8 should be chosen for the Pr atoms in the temperature range $12-1000 \mathrm{~K}$, whereas for temperatures above 1000 K , a CN 10 is more realistic. Pronounced anisotropic behaviour has also been observed for the $\mathrm{Pr}-\mathrm{Pr}$, $\operatorname{Pr}-\mathrm{Ga}$, and $\mathrm{Ga}-\mathrm{Ga}$ distances. The thermal development of the $\mathrm{Ga}-\mathrm{Ga}$ bonds reflects the well-known behaviour of the perovskite-like (pseudo-perovskite) lattice, defined as $a_{\mathrm{pc}}=\sqrt{\left(a_{0}^{2}+b_{0}^{2}\right)} / 2$ and $c_{\mathrm{pc}}=c_{\mathrm{o}} / 2$. Due to anisotropic thermal expansion, all $\mathrm{Ga}-\mathrm{Ga}$ distances become equal near 894 K , hence the values of the pseudo-cubic parameters $a_{\mathrm{pc}}$ and $c_{\mathrm{pc}}$ also become equal. Nevertheless, the value of the shear angle $\gamma_{p c}=2 \times \operatorname{arctg}\left(b_{\mathrm{o}} / a_{\mathrm{o}}\right)\left(89.81^{\circ}\right)$ deviates from $90^{\circ}$ at this temperature.

An almost linear increase of the average bond lengths $(\operatorname{PrO})_{8},(\mathrm{PrO})_{9},(\mathrm{PrO})_{10}$, $(\mathrm{PrO})_{12}$, as well as of the $(\mathrm{OO})_{8}$ average distances can be observed with increasing temperature, whereas the average $(\mathrm{GaO})_{6}$ distances practically do not change. Such non-uniform expansion of the $\mathrm{Pr}-\mathrm{O}$ and $\mathrm{Ga}-\mathrm{O}$ bonds in $\mathrm{PrGaO}_{3}$ structure causes a decrease of the perovskite structural deformation with increasing temperature, which is also reflected in a steady increase of the observed tolerance factors (Vasylechko et al., 2005).

As it was mentioned above, the ratios of the cation-cation distances $(A B)_{\max } /$ $(\mathrm{AB})_{\min }$ and the average distances $(\mathrm{AA})_{6} /(\mathrm{BB})_{6}$ reflects well the degree of deformation in the $\mathrm{ABO}_{3}$ perovskite structures and can serve to predict the phase transformation in perovskites (Vasylechko et al., 2005). From the extrapolation of the temperature dependence of the $(\operatorname{PrPr})_{6} /(\mathrm{GaGa})_{6}$ average distance ratio, the transition from the orthorhombic to the rhombohedral structure in PrGaO 3 has been estimated to occur at 1856 K . This value agrees very well with the transition temperature of 1850 K detected using DTA (Sasaura et al., 1990a), as well as the value of 1855 K obtained from linear extrapolation of the phase transition temperatures in the $\mathrm{La}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ solid solution (see below).

### 3.2.4 Neodymium gallate $\mathrm{NdGaO}_{3}$

Similar to the rare earth gallates mentioned above, information available in the literature about real crystal structure of $\mathrm{NdGaO}_{3}$ is contradictory. The discussion has started long time ago when first reports have appeared about perovskite-type neodymium gallate (Ruggiero and Ferro, 1954; Keith and Roy, 1954), where its structure has been described to be cubic. Geller (1957) attributed the crystal structure of $\mathrm{NdGaO}_{3}$ to $\mathrm{GdFeO}_{3}$-type structure. The same structural type has
later been used by Marezio et al. (1968) for the entire $\mathrm{RGaO}_{3}$ series including neodymium gallate. Brusset et al. (1967a) mentioned the cubic structure for $\mathrm{NdGaO}_{3}(a=3.86 \pm 0.02 \AA)$ in a first papers, whereas in another publication (Brusset et al., 1967b), the structure was reported to be orthorhombic and with the non-centrosymmetric space group $\mathrm{Pbn2}_{1}$, based on the analysis of Patterson function for the cations. One should note that some Nd-O interatomic distances (2.13 and $2.20 \AA$ ) reported in this paper were underestimated and considerably smaller than the sum of the $\mathrm{Nd}^{3+}$ and $\mathrm{O}^{2-}$ ionic radii. The same structural model was used by Marti et al. (1994). From neutron diffraction data, the authors refined lattice parameters and atomic positions of $\mathrm{NdGaO}_{3}$ at 12 K and RT in the space group $\operatorname{Pbn} 2_{1}$. However, more detailed investigations of the structure using X-ray powder diffractometry (Ubizskii et al., 1994), Raman and IR spectroscopy (Savytskii et al., 1997), showed that $\mathrm{NdGaO}_{3}$ adopts the space group Pbnm at room temperature. Based on the results of X-ray single crystal diffraction and chemical etching experiments, Marti et al. (1996) confirmed the presence of an inversion centre in the $\mathrm{NdGaO}_{3}$ structure and refined the structure in the centrosymmetric space group Pbnm. Based on constant wavelength powder neutron diffraction measurements, it was shown that neodymium gallate orders anti-feromagnetically at temperatures below 1 K (Marti et al., 1995).

Neodymium gallate is stable over a wide temperature range without any pronounced discontinuity. Some authors (O'Bryan et al., 1990; Scheel et al., 1991) described a second-order phase transition at 1120-1220 K that was detected using DTA technique. However, this was not confirmed by either HT X-ray studies (Utke et al., 1997; Sasaura et al., 1990b) or calorimetric studies (Miyazawa et al., 1993b).

Studies of dielectric and magnetic properties performed by Savytskii et al. (1999) revealed an anomalous thermal behaviour of neodymium gallate around 180-200 K. In order to study this anomaly, a series of single crystal diffraction experiments using synchrotron radiation was performed at 100 K and RT (Vasylechko et al., 1998, 2000d). For this purpose, a small single-domain plate-like crystal was extracted from an $\mathrm{NdGaO}_{3}$ boule grown by the Czochralski method. Sets of 14508 and 17654 Bragg reflections were collected at 100 and 293 K, respectively, using the Kappadiffractometer at HASYLAB, beamline F1. Two different starting models were tested for both the LT and RT structure. However, the analyses of the results proved the centrosymmetric space group Pbnm for the $\mathrm{NdGaO}_{3}$ structure at either temperature. Owing to a large number of experimental observations and reasonable statistics, the centrosymmetric model was finally refined using an anharmonic approximation of thermal motions of cations. The analysis revealed that both LT and RT structures differ considerably in the character of the thermal motions of the atoms. Major differences occur in the $B_{22}$ amplitude of the anisotropic displacement tensor of the cations, whereas other parameters remain almost constant. The observed anomalous behaviour indicates that the collective cation motion confined to (001) plane at LT. It was assumed that basically all thermal anomalies observed in the dielectric properties of $\mathrm{NdGaO}_{3}$ near 200 K are related to a dramatic change in the thermal displacement parameters of the atoms.

LT studies using HRPD and synchrotron radiation (Senyshyn et al., 2001; Vasylechko et al., 2002b; Savytskii et al., 2003b) confirmed that neodymium gallate
is isostructural with $\mathrm{GdFeO}_{3}$ in the temperature region $12-300 \mathrm{~K}$ and also revealed deviations from the 'normal' thermal behaviour of the lattice parameters (Figure 59). HT powder diffraction studies have been performed below 1173 K in Senyshyn et al. 2004a, and below 923 K in Chaix-Pluchery et al. (2005), which confirm the $\mathrm{GdFeO}_{3}$-type structure of $\mathrm{NdGaO}_{3}$ at these temperatures. The structural parameters of $\mathrm{NdGaO}_{3}$ at different temperatures are listed in Table 36, and the temperature behaviour of the lattice parameters are shown in Figures 59 and 60.

The LT dependencies of the $a$ and $c$ lattice parameter of $\mathrm{NdGaO}_{3}$ show a classical increase with increasing temperature (Figure 59A and C), whereas for the $b$-lattice parameter, a 'sigmoidal' increase has been observed (Figure 59B). Raman studies of a single crystalline plate of $\mathrm{NdGaO}_{3}$ show interaction of the $A_{g}$ phonons and the crystal-field excitations of the ${ }^{4} I_{9 / 2}$ ground multiplet of the $\mathrm{Nd}^{3+}$ ion, which are insufficient to induce a phase transformation in $\mathrm{NdGaO}_{3}$, but are strong enough to cause anomalies of the thermal expansion (Savytskii et al., 2003b). Similar to praseodymium gallate, semi-classical simulations have been performed by Senyshyn et al. 2004a, and they have been found incapable of


FIGURE 59 Behaviour of lattice parameters (A-C) and cell volume (D) of $\mathrm{NdGaO}_{3}$ between 12 and 300 K . The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=5.41845(5)\left(1+2.23(9) \times 10^{-8} T^{2}-9(2) \times\right.$ $\left.10^{-12} T^{3}\right) ; b_{\mathrm{p}}(T)=5.4954(2)\left(1+1.6(4) \times 10^{-6} T-8.4(5) \times 10^{-9} T^{2}+3(1) \times 10^{-11} T^{3}\right) ; c_{\mathrm{p}}(T)=7.69237(8)$ $\left(1+3.13(9) \times 10^{-8} T^{2}-3.4(3) \times 10^{-11} T^{3}\right)$ for the temperature range $12-300 \mathrm{~K}$.

TABLE 36 Crystallographic data for $\mathrm{NdGaO}_{3}$ at different temperatures

|  | Parameters | Brusset et al. $(1967 b)^{1}$ | Marti et al. $(1994)^{2}$ | Marti et al. $(1994)^{2}$ | Ubizskii et al. $(1994)^{7}$ | Marti et al. $(1996)^{2}$ | Sanjuán et al. $(1998)^{7}$ | Vasylechko et al. $(2000 \mathrm{~d})^{3}$ | Vasylechko et al. $(2000 \mathrm{~d})^{3}$ | Savytskii et al. $(2003 \mathrm{~b})^{4}$ | Senyshyn et al. $(2004 a)^{4}$ | Senyshyn et al. $(2004 a)^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Pbn21 ${ }_{1}$ (RT) | Pbn2 ${ }_{1}$ (12 K) | Pbn2 ${ }_{1}$ (RT) | Pbnm (RT) | Pbnm (RT) | Pbnm (RT) | Pbnm <br> (100 K) | Pbnm (RT) | Pbnm (12 K) | Pbnm ( 573 K) | Pbnm <br> (1173 K) |
|  | $a(\AA)$ | 5.44(2) | 5.4245(2) | 5.4333(2) | 5.4276(1) | 5.4332(2) | 5.4264(1) | 5.4176(2) | 5.4276(1) | 5.41842(2) | 5.44332(6) | 5.48349(8) |
|  | $b(\AA)$ | 5.50(2) | 5.5016(2) | 5.5036(2) | 5.4979(1) | 5.5034(2) | 5.4958(1) | 5.4952(2) | 5.49790(9) | 5.49534(2) | 5.50500(6) | 5.52418(8) |
| Atom: sites | $c(\AA)$ | 7.71(2) | 7.7018(3) | 7.7157(3) | 7.7078(2) | 7.7155(3) | 7.7060(1) | 7.6871(3) | 7.7078(1) | 7.69311(3) | 7.7296(1) | 7.7832(1) |
| $\mathrm{Nd}: 4 c$ in Pbnm; $4 a$ in $\mathrm{Pbn} 2_{1}$ | $x$ | -0.0039(4) | 0.0100(4) | 0.0094(4) | $-0.0105(8)$ | 0.0094(4) | -0.0091(2) | 0.49087(2) | 0.49092(4) | -0.0100(2) | -0.0078(4) | -0.0073(4) |
|  | $y$ | 0.0013(16) | 0.0434(3) | 0.0418(3) | 0.0414(4) | 0.0421(2) | $-0.0416(1)$ | 0.04268(2) | 0.04142(4) | 0.0433(1) | 0.0390(2) | 0.0333(2) |
|  | $z$ | 0 | 0.25 | 0.25 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.75 | -0.22(3) | 0.02(4) | 0.42(6) | -0.03(3) | 0.17(2) | 0.21(1) | 0.42(2) | 0.10(2) | 0.99(3) | 1.72(4) |
| Ga: $4 b$ in <br> Pbnm; $4 a$ <br> in $\mathrm{Pbn} 2_{1}$ | $x$ | 0.5076(7) | 0.5034(22) | 0.5048(19) | 1/2 | 1/2 | 1/2 | 0 | 0 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0.0429(7) | $-0.0040(22)$ | -0.0044(21) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0.2497(23) | 0.5063(8) | 0.5068(8) | 0 | 0 | 0 | 1/2 | 1/2 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.26 | 0.06(4) | 0.13(4) | 0.49(11) | 0.13(3) | 0.30(2) | 0.17(1) | 0.31(2) | 0.32(4) | 0.66(5) | 1.47(8) |
| O1: $4 c$ in <br> Pbnm; $4 a$ <br> in $\mathrm{Pbn2}_{1}$ | $x$ | 0.472(25) | 0.5829(4) | 0.5825(5) | 0.087(6) | 0.9171(5) | 0.0850(17) | 0.0803(4) | 0.0800(5) | 0.088(2) | 0.078(2) | 0.069(3) |
|  | $y$ | -0.039(25) | -0.0187(4) | -0.0178(4) | 0.486(5) | 0.4820(4) | 0.5211(15) | 0.0181(3) | 0.0174(5) | 0.484(2) | 0.492(2) | 0.489(3) |
|  | $z$ | 0.031(25) | 0.2660(9) | 0.2640(11) | 1/4 | 1/4 | 1/4 | 3/4 | 3/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 2.0 | -0.02(3) | 0.17(3) | 0.7(4) | 0.22(4) | 0.61(10) | 0.31(2) | 0.46(3) | 0.84(2) | 1.0(4) | 2.2(6) |
| $\begin{aligned} & \mathrm{O} 2: 8 d \text { in } \\ & \quad \mathrm{Pbnm} ; 4 a \\ & \text { in } \mathrm{Pbn} 2_{1} \end{aligned}$ | $x$ | 0.274(25) | 0.2874(13) | 0.2853(13) | 0.714(5) | 0.2905(3) | 0.7860(13) | 0.7098(2) | 0.7107(3) | -0.2947(13) | -0.292(2) | -0.289(3) |
|  | $y$ | 0.308(25) | 0.2881(14) | 0.2889(16) | 0.283(5) | 0.2919(3) | 0.2059(12) | 0.2092(2) | 0.2097(3) | 0.2911(13) | 0.292(2) | 0.290(3) |
|  | $z$ | 0.317(25) | 0.4668(12) | 0.4679(13) | 0.046(3) | 0.4569(2) | 0.0436(9) | 0.5426(2) | 0.5422(2) | 0.0432(9) | 0.039(2) | 0.046(2) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 2.0 | -0.02(3) | 0.17(3) | 1.4(3) | 0.19(4) | 0.12(10) | 0.33(2) | 0.47(2) | 0.84(2) | 1.1(4) | 2.3(5) |
| $\begin{gathered} \text { O3: } 4 a \text { in } \\ P b n 2_{1} \end{gathered}$ | $x$ | 0.271(25) | 0.2963(15) | 0.2972(14) | - | - | - | - | - | - | - | - |
|  | $y$ | 0.293(25) | 0.2976(15) | 0.2953(16) | - | - | - | - | - | - | - | - |
|  | $z$ | 0.819(25) | 0.0538(11) | 0.0539(12) | - | - | - | - | - | - | - | - |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 2.0 | -0.02(3) | 0.17(3) | - | - | - | - | - | - | - | - |
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FIGURE 60 Behaviour of normalized lattice parameters and cell volume of $\mathrm{NdGaO}_{3}$ between 12 and 1250 K . The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=3.8340(3)\left[1+1.42(5) \times 10^{-8} T^{2}-5.1(4) \times\right.$ $\left.10^{-12} T^{3}\right] ; b_{\mathrm{p}}(T)=3.8860(2)\left[1+5.7(3) \times 10^{-9} T^{2}-1.6(2) \times 10^{-12} T^{3}\right] ; c_{\mathrm{p}}(T)=3.8498(3)[1+1.43(5) \times$ $10^{-8} T^{2}-5.4(4) \times 10^{-12} T^{3}$ ] for the temperature range 270-1273 K.
reproducing the 'sigmoidal' behaviour of $\mathrm{NdGaO}_{3}$ lattice parameters together with anomalies of the thermal vibrations. This may indicate that electronic effects are involved on the non-classical behaviour.

The LT anomalies in the thermal behaviour of $\mathrm{ErAlO}_{3}$ and $\mathrm{TmAlO}_{3}$ mentioned above enable us to draw some parallels with perovskite-type praseodymium and neodymium gallates. Both pairs of elements, namely Pr and Nd, and Er and Tm, are the elements with an open $f$-shell, which splits under the influence of crystal field. Their corresponding electronic configurations (either Pr and Nd or Er and Tm ) differ only by one electron in the $4 f$-shell. For $\mathrm{PrGaO}_{3}$ and $\mathrm{ErAlO}_{3}$, negative thermal expansion has been reported, whereas for $\mathrm{NdGaO}_{3}$ and $\mathrm{TmAlO}_{3}$, an unusual 'sigmoidal' behaviour of the lattice parameters occurs.

The temperature behaviour of interatomic distances in the $\mathrm{NdGaO}_{3}$ structure is similar to the above-described behaviour in $\mathrm{PrGaO}_{3}$. The increase of eight shortest $\mathrm{Nd}-\mathrm{O}$ bonds is accompanied with a decrease of four longer bonds (Vasylechko, 2005). The behaviour of the cation-cation distances also reflects a small decrease of the orthorhombic deformation of the perovskite structure with increasing temperature; however, the deformation is more pronounced than in $\mathrm{PrGaO}_{3}$. For instance, an equalization of the $\mathrm{Ga}-\mathrm{Ga}$ distances in the $\mathrm{NdGaO}_{3}$ structure is observed near 1200 K , which is about $300^{\circ}$ higher than in praseodymium gallate. All average distances increase smoothly with rising temperature. From analysis of the thermal behaviour of all structural parameters, it was concluded that $\mathrm{NdGaO}_{3}$ will remain orthorhombic up to its melting point (Vasylechko, 2005).

### 3.2.5 Samarium gallate, $\mathrm{SmGaO}_{3}$, and heavier rare earth gallates

As mentioned in the introduction of the current section, there are limited data about crystal structure parameters of rare earth gallates with rare earth elements heavier than neodymium. Only structural parameters of $\mathrm{GdGaO}_{3}$ determined from X-ray

TABLE 37 Crystallographic data for $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Pm}, \mathrm{Sm}$, Eu and Gd) perovskites at RT

| Atom: sites | Parameters | Guitel et al. (1976) ${ }^{1}$ | Vasylechko et al. (2002b) ${ }^{2}$ | Senyshyn et al. (2005b) ${ }^{3}$ | Senyshyn et al. $(2005 b)^{3}$ | Senyshyn et al. (2005b) ${ }^{3,4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{GdGaO}_{3}$ | $\mathrm{SmGaO}_{3}$ | $\mathrm{PmGaO}_{3}$ | $\mathrm{SmGaO}_{3}$ | $\mathrm{EuGaO}_{3}$ |
|  | $a($ A $)$ | 5.322 | 5.37809(5) | 5.39663 | 5.37809(5) | 5.351 |
|  | $b(\AA)$ | 5.537 | 5.51661(6) | 5.50777 | 5.51661(6) | 5.528 |
|  | $c(A)$ | 7.606 | 7.65501(8) | 7.67771 | 7.65501(8) | 7.628 |
| R, 4c | $x$ | 0.98530(5) | -0.0131(3) | -0.01121 | -0.0131(3) | -0.01377 |
|  | $y$ | 0.05933(5) | 0.0498(2) | 0.04765 | 0.0498(2) | 0.05505 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.455(8) | 0.87(3) | - | - | - |
| $\mathrm{Ga}, 4 \mathrm{~b}$ | $x$ | 0 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 1/2 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.42(2) | 1.66(5) | - | - | - |
| O1, 4c | $x$ | 0.09502(85) | 0.101(2) | 0.08544 | 0.089(2) | 0.09151 |
|  | $y$ | 0.47235(86) | 0.448(2) | 0.47598 | 0.474(2) | 0.47295 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.6(1) | 1.08(9) | - | - | - |
| $\mathrm{O}_{2}, 8 d$ | $x$ | 0.69999(57) | -0.318(2) | -0.29291 | -0.295(2) | -0.29676 |
|  | $y$ | 0.29887(60) | 0.277(2) | 0.28676 | 0.288(2) | 0.28957 |
|  | $z$ | 0.04913(47) | 0.0349(13) | 0.04473 | 0.0459(13) | 0.04728 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.55(9) | 1.08(9) | - | - | - |

[^27]single crystal diffraction have been reported by Guitel et al. (1976) (Table 37). As a part of investigation of the $\mathrm{LaGaO}_{3}-\mathrm{SmGaO}_{3}$ pseudo-binary system (see below), a sample with a nominal composition $\mathrm{Sm}_{2} \mathrm{O}_{3}: \mathrm{Ga}_{2} \mathrm{O}_{3}$ has been prepared by Vasylechko et al. (2000b). X-ray phase analysis revealed $\sim 57 \mathrm{wt}$. \% of a perovskite phase, $\sim 27 \mathrm{wt} . \%$ of a garnet phase, and $\sim 16 \mathrm{wt} . \%$ of $\mathrm{Sm}_{4} \mathrm{Ga}_{2} \mathrm{O}_{9}$. The lattice parameters of $\mathrm{SmGaO}_{3}$ and $\mathrm{Sm}_{4} \mathrm{Ga}_{2} \mathrm{O}_{9}$ have been found to be in good agreement with the literature data (Marezio et al., 1968; Nicolas et al., 1984; Yamane et al., 1995), whereas for the garnet phase, a pronounced increase of the lattice parameter was observed compared with stoichiometric $\mathrm{Sm}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$ ( 12.512 and $12.434 \AA$, respectively). This can be explained by formation of the $\mathrm{Sm}_{3}\left[\mathrm{Sm}_{x} \mathrm{Ga}_{2-x}\right] \mathrm{Ga}_{5} \mathrm{O}_{12}$ solid solution due to a partial substitution of hexacoordinated gallium by samarium ions. According to Nicolas et al. (1984), the lattice parameters of the garnet phase in $\mathrm{Sm}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}$ system vary between 12.432 and $12.500 \AA$, and the terminal composition of this solid solution is defined as $\mathrm{Sm}_{3}\left[\mathrm{Sm}_{0.245} \mathrm{Ga}_{1.755}\right] \mathrm{Ga}_{5} \mathrm{O}_{12}$.

The relatively high amount of the perovskite phase in the sample enabled refinement of its crystal structure parameters from X-ray powder diffraction data (Vasylechko et al., 2002b). The obtained structural parameters of $\mathrm{SmGaO}_{3}$ (Table 37) agree well with those of other $\mathrm{RGaO}_{3}$ compounds as well as with data obtained for $\mathrm{La}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solutions (see below). For all other $\mathrm{RGaO}_{3}$ perovskites with R heavier than gadolinium, only lattice parameters are reported in the literature. Therefore, for those compounds that could not be obtained via solid-state synthesis or from the melt, predicted structural parameters may be a useful alternative.

With this goal in mind (prediction of the perovskite structures), Woodward (1997a,b) developed program package POTATO, in which the bond-valence method established by Brown (1978) was combined with Glazer's notation of tilt distortions of perovskites (Glazer, 1972, 1975). However, the large amount of information required as input for calculations (bond distances, octahedral tilt system, as well as magnitudes of octahedra tilt angles) does not make this program easy to use, especially for prediction of novel perovskite materials. It prompted development of another program package that is capable of predicting crystal structures based only on the chemical composition of perovskites, which is known as SPuDS (Structure Prediction Diagnostic Software) (Lufaso and Woodward, 2001).

In order to reproduce structural peculiarities of rare earth gallates, we have simulated the lattice parameters of all $\mathrm{RGaO}_{3}$ perovskites and compared them with the experimental lattice constants reported by Marezio et al. (1968). Both theoretical and experimental lattice parameters are shown in Figure 61. As it is obvious, the bond-valence model works well for $a$ - and $c$-parameters, but it does not properly reproduce the experimental behaviour of the $b$-parameter, experimental values of which go through a maximum near the $\mathrm{GdGaO}_{3}$ and $\mathrm{TbGaO}_{3}$ compositions. Furthermore, this method does not reproduce the pseudo-tetragonality of $\mathrm{CeGaO}_{3}$ nor does it reproduce the lattice parameter ratio $a>b$ of $\mathrm{LaGaO}_{3}$. The GII, calculated for different tilt systems, reveals


FIGURE 61 Normalized RT lattice parameters for different $\mathrm{RGaO}_{3}$ perovskites versus atomic number of the rare earth metal. Solid points, experimental data (Marezio et al., 1968); open points, calculated by SPuDS.
minimum values for the $a^{-} a^{-} a^{-}$tilt system (S.G. $R \overline{3} c$ ), and the SPuDS algorithm reproduces correctly the experimental lattice parameters for $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Gd}-\mathrm{Lu})$.

In order to create structural input into semi-classical simulations of the compounds $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{La}, \mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Pm}, \mathrm{Sm}, \mathrm{Eu}$, and Gd$)$, Senyshyn et al. (2005b) estimated the atomic positions in $\mathrm{PmGaO}_{3}, \mathrm{SmGaO}_{3}$, and $\mathrm{EuGaO}_{3}$ using an interpolation procedure of known structural RT data for rare earth gallates and their solid solutions (see Section 3.3). The resulting structural parameters for $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Pm}, \mathrm{Sm}$, and Eu$)$ are shown in Table 37 together with experimental data for $\mathrm{SmGaO}_{3}$ and $\mathrm{GdGaO}_{3}$.

### 3.3 Solid solutions based on $\mathrm{RGaO}_{3}$ compounds

Due to possible application of $\mathrm{RGaO}_{3}$ perovskites as substrates for HTSC and CMR epitaxial films, the crystal structures of $R_{1-x} R_{x}^{\prime} \mathrm{GaO}_{3}$ solid solutions in the $\mathrm{RGaO}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ pseudo-binary systems were described quite often in the literature. Different ratios in the lattice parameters of lanthanum gallate and other $\mathrm{RGaO}_{3}$ compounds provide a pathway towards obtaining structures with desired lattice parameters by varying the $R / R^{\prime}$ composition. In this case, materials with metrically tetragonal or even cubic structures could be obtained at certain compositions and temperatures.

Rare earth gallates can also form solid solutions with other $\mathrm{RMO}_{3}$ perovskites $(\mathrm{M}=\mathrm{Al}, \mathrm{Fe}, \mathrm{Co}, \mathrm{Ni}$, and Mn$)$. The interaction of $\mathrm{RGaO}_{3}-\mathrm{RAlO}_{3}$ systems with La , Pr, and Nd has been already discussed in Section 2.3. Kharton et al. (1997) mentioned the formation of a continuous solid solution in $\mathrm{LaGaO}_{3}-\mathrm{LaCoO}_{3}$ system for the entire range of concentrations. Chandrasekaran and Azad (2001) reported the existence of a solid solution with orthorhombic structure in the $\mathrm{LaGaO}_{3}-\mathrm{LaFeO}_{3}$ system. The RT and HT structural behaviour in this system has been investigated by Mori et al. (2004). It was shown that at RT, $\mathrm{LaGa}_{1-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ displays an orthorhombic $\mathrm{GdFeO}_{3}$ type structure, which transforms into a rhombohedral structure at higher temperatures. The temperature of the phase transition increases linearly with increasing Fe content. Structural parameters of RT and HT modifications of $\mathrm{LaGa}_{1-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ samples with $x=0.1,0.25$, and 0.5 were refined in space groups $\operatorname{Pbnm}$ and $R \overline{3} c$ and given by Mori et al. (2004).

Bombik et al. (2005b) reported that a solid solution with orthorhombic perovskite structure exists in $\mathrm{ErGaO}_{3}-\mathrm{ErFeO}_{3}$ system. Crystal structure parameters were refined for $\mathrm{ErFe}_{1-x} \mathrm{Ga}_{x} \mathrm{O}_{3}$ samples with $x=0.03,0.06,0.10$, and 0.15 .

Crystal structures of selected $\mathrm{RGa}_{0.5} \mathrm{M}_{0.5} \mathrm{O}_{3}$ compositions from the $\mathrm{RGaO}_{3}-\mathrm{RMO}_{3}$ systems ( $\mathrm{R}=\mathrm{La}$ and $\mathrm{Nd} ; \mathrm{M}=\mathrm{Mn}, \mathrm{Fe}, \mathrm{Co}$, and Ni ) were studied by Cussen et al. (2001). It was shown that structures belong to the $\mathrm{GdFeO}_{3}$-type. No ordering of M-cations in the octahedral sites has been observed.

Noginova et al. (2001) have described the growth of $\mathrm{LaGa}_{1-x} \mathrm{Mn}_{x} \mathrm{O}_{3}$ single crystals with $x=0.005,0.02,0.1$, and 0.5 . No structural parameters were reported in this chapter. An $A$-cation-deficient perovskite solid solution $\mathrm{La}_{0.9} \mathrm{Ga}_{1-x} \mathrm{Mn}_{x} \mathrm{O}_{y}$ ( $x=0-1$ ) with rhombohedral structure has been prepared by Polteva et al. (2004). It was shown that the unit cell volume increases with the increasing Mn concentration in the range $x=0-0.6$.

Since the discovery of high ionic conductivity in Sr - and Mg -doped $\mathrm{LaGaO}_{3}$ (LSGM) and other rare earth gallates, a great number of publications have appeared in the literature devoted to different aspects of preparation and characterization of the materials. Aliovalent substitution of cations in the $\mathrm{RGaO}_{3}$ structures led to the formation of oxygen-deficient $\mathrm{R}_{1-x} \mathrm{Sr}_{x} \mathrm{GaO}_{3-\delta}$ and $\mathrm{R}_{1-x} \mathrm{Sr}_{x} \mathrm{Ga}_{1-2 x} \mathrm{Mg}_{2 x} \mathrm{O}_{3-\delta}$ compounds, which depending on the composition display different kinds of monoclinic, orthorhombic, rhombohedral, and cubic modifications of perovskite structure. As these materials are not the subject of the present chapter, the readers are referred for publications and reviews, in which structures of these and other substituted rare earth gallates are discussed (Slater et al., 1998a,b; Inaba et al., 2001; Vasylechko et al., 2003d; Yashima et al., 2003; Cheng and Navrotsky, 2004; Shibasaki et al., 2004; Guenter et al., 2005, Yan et al., 2005).

In Section 3.3.1, we summarize available structural information about crystal structures of perovskite-type solid solutions in $\mathrm{RGaO}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ pseudo-binary systems. The literature data are supplemented by original data presented here for the first time.

### 3.3.1 $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Ce}-\mathrm{Gd})$ systems

$\mathrm{LaGaO}_{3}$ forms solid solutions with the gallates of $\mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}, \mathrm{Eu}$, and Gd (Sanjuán et al., 1998; Vasylechko et al., 1999b, 2000b, 2000e, 2000f; Berkowski et al., 2000, 2001; Vasylechko, 2001, 2005). Results of X-ray diffraction analysis and concentration dependencies of lattice parameters show continuous solid solution $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ in the $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Ce}, \mathrm{Pr}$, and Nd ) pseudo-binary systems (Figure $62 \mathrm{~A}-\mathrm{C}$ ). In the systems $\mathrm{LaGaO}_{3}-\mathrm{SmGaO}_{3}, \mathrm{LaGaO}_{3}-\mathrm{EuGaO}_{3}$, and $\mathrm{LaGaO}_{3}-\mathrm{GdGaO}_{3}$ (Figure 62D-F), the region of the perovskite phase existence is limited to 80,60 and $50 \mathrm{at} . \%$ of $\mathrm{Sm}, \mathrm{Eu}$, and Gd, respectively.

With higher concentrations of the R-component, the formation of $\mathrm{R}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$, $\mathrm{R}_{4} \mathrm{Ga}_{2} \mathrm{O}_{9}$, and $\left(\mathrm{Gd}_{1-x} \mathrm{La}_{x}\right)_{2} \mathrm{O}_{3}$ phases prevails in these systems. The amounts of these phases depend directly on the concentration of Sm, Eu, or Gd. Accordingly, the relative amount of the perovskite phase decreases and no traces of perovskite phase could be detected in samples with nominal compositions $\mathrm{Eu}_{2} \mathrm{O}_{3}: \mathrm{Ga}_{2} \mathrm{O}_{3}$ and $\mathrm{Gd}_{2} \mathrm{O}_{3}: \mathrm{Ga}_{2} \mathrm{O}_{3}$. There is a good agreement between the lattice parameters of $\mathrm{La}_{1-x} \mathrm{Eu}_{x} \mathrm{GaO}_{3}(0 \leq x \leq 0.6)$ and $\mathrm{La}_{1-x} \mathrm{Gd}_{x} \mathrm{GaO}_{3}(0 \leq x \leq 0.5)$, obtained by arc melting and the cell parameters for $\mathrm{EuGaO}_{3}$ and $\mathrm{GdGaO}_{3}$ synthesized by thermal decomposition of $\mathrm{Eu}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$ and $\mathrm{Gd}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$ garnets at 1300 K and a pressure of 45 kbar (Marezio et al., 1968).

The substitution of lanthanum by other rare earth elements in $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solution leads to a systematic decrease of the cell volume caused by the decrease of the average rare earth ionic radius (the lanthanide contraction). As it was mentioned before, the relationship between lattice parameters varies in the isostructural $\mathrm{RGaO}_{3}$ perovskites from $a_{\mathrm{p}}>c_{\mathrm{p}}>b_{\mathrm{p}}$ in $\mathrm{LaGaO}_{3}$ to $a_{\mathrm{p}}>b_{\mathrm{p}}>c_{\mathrm{p}}$ in $\mathrm{CeGaO}_{3}$ and to $b_{\mathrm{p}}>c_{\mathrm{p}}>a_{\mathrm{p}}$ in other rare earth gallates, RGaO . Therefore, in $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions, the lattice parameters $a$ and $c$ decrease with the increase of R content, whereas the $b$ parameter remains almost constant or even increases (Figure 62). Hence, the characteristic feature of the crystal structure of solid solutions existing in the $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}$ pseudo-binary system is the


FIGURE 62 RT concentration dependencies of normalized lattice parameters in $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ $(\mathrm{R}=\mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd})$ solid solutions. Lattice parameters for $\mathrm{EuGaO}_{3}$ and $\mathrm{GdGaO}_{3}$ are from Marezio et al. (1968). The vertical dotted lines separate the regions with different ratios of the lattice parameters. The dashed lines are polynomial fits: (A) $\mathrm{La}_{1-x} \mathrm{Ce}_{x} \mathrm{GaO}_{3}(x=0.0-1.0) a_{\mathrm{p}}(x)=$ $3.9053(8)-2.2(4) \times 10^{-2} \times x+7(1) \times 10^{-4} \times x^{2} ; b_{\mathrm{p}}(x)=3.8820(4)-3(1) \times 10^{-3} \times x+9(2) \times 10^{-4} \times$ $x^{2} ; c_{\mathrm{p}}(x)=3.8855(2)-9(1) \times 10^{-3} \times x-2.7(9) \times 10^{-3} \times x^{2} ;$ (B) $\mathrm{La}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}(x=0.0-1.0) a_{\mathrm{p}}(x)=$ $3.9047(5)-4.2(3) \times 10^{-2} \times x-5(3) \times 10^{-3} \times x^{2} ; b_{\mathrm{p}}(x)=3.8825(2)-2.2(6) \times 10^{-3} \times x+1.9(5) \times 10^{-3} \times$ $x^{2} ; c_{\mathrm{p}}(x)=3.8858(3)-6(2) \times 10^{-3} \times x-1.5(2) \times 10^{-2} \times x^{2} ;$ (C) $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{GaO}_{3}(x=0.0-1.0) a_{\mathrm{p}}(x)=$ $3.9062(7)-8.1(3) \times 10^{-2} \times x-1.3(3) \times 10^{-2} \times x^{2} ; b_{p}(x)=3.8823(3)-4(1) \times 10^{-3} \times x+9(1) \times 10^{-3} \times x^{2}$;
presence of four regions with different relations of the $a_{p}, b_{p}$, and $c_{p}$ lattice parameters. For some $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions, nearly the same lattice parameters have been observed at certain compositions (Figure 62B-F). The shapes of the unit cells are very close to tetragonal or cubic, but the crystal structures are orthorhombic. Using the HRPD technique in conjunction with SR led to resolving very weak splitting of Bragg reflections as well as confirmed orthorhombic distortions in these compounds (Vasylechko et al., 2001a, 2001b). Concentration dependencies of interatomic distances in $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions (see, e.g., Figure 63A-F) show a continuous change between $\mathrm{LaGaO}_{3}$ and $\mathrm{RGaO}_{3}$ structures as well as a systematic increase of the structural deformation when the R content increases. The latter is also detected as the increase of the interatomic distances ratio, the decrease of observed tolerance factors, and the increase of bond strain within the polyhedra (Vasylechko, 2005).

An increasing deformation of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ perovskite structure when La is substituted by other rare earth cations leads to a shift of the Pbnm-R $\overline{3} c$ phase transformation from 420 K in lanthanum gallate towards higher temperatures. Transition temperatures of the respective transformation in $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ increase linearly with the concentration of R-cations, for example, $1 \mathrm{at} . \%$ substitution of La by $\mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}$, or Gd increases the temperature of the $\mathrm{Pbnm}-R \overline{3} c$ transformation by $8,14,21,27$, and 38 K , respectively (Vasylechko et al., 2001a; Vasylechko, 2005). The relationship between the temperature of structural phase transformations and the deformation of the perovskite structure will be discussed in Section 3.4.

Figure 64 represents examples of the thermal behaviour of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions. The thermal variations of the lattice parameters are shown for $\mathrm{La}_{0.9} \mathrm{Gd}_{0.1} \mathrm{GaO}_{3}$ (Senyshyn et al., 2002), $\mathrm{La}_{0.4} \mathrm{Ce}_{0.6} \mathrm{GaO}_{3}$, and $\mathrm{La}_{0.4} \mathrm{Pr}_{0.6} \mathrm{GaO}_{3}$ (Vasylechko, 2005) where the phase transformations occur at 800, 960, and 1200 K , respectively (Figure $64 \mathrm{~A}-\mathrm{C}$ ). For samples with nominal compositions $\mathrm{La}_{0.2} \mathrm{Pr}_{0.8} \mathrm{GaO}_{3}, \mathrm{La}_{0.63} \mathrm{Nd}_{0.37} \mathrm{GaO}_{3}, \mathrm{La}_{0.6} \mathrm{Sm}_{0.4} \mathrm{GaO}_{3}$, and $\mathrm{La}_{0.6} \mathrm{Eu}_{0.4} \mathrm{GaO}_{3}$, the crystal structure remains orthorhombic in the temperature range 298-1250 K (Figure $64 \mathrm{D}-\mathrm{G}$ ). A pronounced anisotropy of the thermal expansion has been observed for all studied $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions. Similar to lanthanum and cerium gallates, in the vicinity of the phase transitions, the lattice parameters are $a_{\mathrm{p}}$ $>c_{\mathrm{p}}>b_{\mathrm{p}}$ for $\mathrm{La}_{0.9} \mathrm{Gd}_{0.1} \mathrm{GaO}_{3}, \mathrm{La}_{0.4} \mathrm{Ce}_{0.6} \mathrm{GaO}_{3}$, and $\mathrm{La}_{0.4} \mathrm{Pr}_{0.6} \mathrm{GaO}_{3}$ (Figure $64 \mathrm{~A}-\mathrm{C}$ ). Solid solutions of $\mathrm{La}_{0.2} \mathrm{Pr}_{0.8} \mathrm{GaO}_{3}$ and $\mathrm{La}_{0.63} \mathrm{Nd}_{0.37} \mathrm{GaO}_{3}$ (Figure 64D and E) have parameters $a_{\mathrm{p}}>c_{\mathrm{p}}>b_{\mathrm{p}}$. Therefore, one can expect the Pbnm-R $\overline{3} c$ transformation in these materials to occur above 1250 K .

The thermal behaviour of the structural parameters of $\mathrm{La}_{0.4} \mathrm{Pr}_{0.6} \mathrm{GaO}_{3}$ and $\mathrm{La}_{0.2} \mathrm{Pr}_{0.8} \mathrm{GaO}_{3}$ solid solutions (Figure 64 C and D ) has been studied both by
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FIGURE 63 RT concentration dependencies of interatomic distances $\mathrm{R}-\mathrm{Ga}$ in $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ ( $\mathrm{R}=\mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd}$ ) solid solutions.
neutron powder diffraction (Aleksiyko et al., 2001) and by HRPD and SR (Senyshyn et al., 2003; Vasylechko, 2005). Similar as in praseodymium gallate, structural anomalies (negative thermal expansion) have been observed in both Prcontaining solid solutions. The degree of the negative thermal expansion depends on the praseodymium content, that is the anomaly decreases with increasing lanthanum content and disappears in lanthanum gallate. Refined structural
parameters of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions at RT, as well as their LT and HT modifications are collected in Tables 38-45.

Based on the results of in situ diffraction studies, the high-temperature behaviour of phase relations in $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}$ pseudo-binary systems has been reconstructed (Vasylechko et al., 2001b, Senyshyn et al., 2003, 2004a). As shown in Figure 65, in $\mathrm{LaGaO}_{3}-\mathrm{NdGaO}_{3}$ system at 1073 K , a solid solution with the $\mathrm{GdFeO}_{3}$ structure is limited to $0.3<x \leq 1$, whereas in the region $0 \leq x<0.3$,


FIGURE 64 Continued
the rhombohedral phase is stable. This is in contrast to the situation at RT, where continuous solid solutions with the $\mathrm{GdFeO}_{3}$ structure have been observed in the whole range of concentrations (see Figure 63). The existence of a solid solution with the pseudo-cubic shape of an orthorhombic unit cell $a_{\mathrm{p}}=b_{\mathrm{p}}=c_{\mathrm{p}}$ is shifted to a region with higher amount of neodymium.

From in situ powder diffraction, DTA/DSC data, and melting temperatures reported in the literature, phase diagrams of the $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}$, and Sm ) pseudo-binary systems have been constructed (Figure 66A-D).

### 3.3.2 $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Tb}-\mathrm{Er}$ and Y$)$ systems

Phase behaviours in the $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}$ systems with heavy lanthanides ( $\mathrm{R}=\mathrm{Tb}-\mathrm{Er}$ ) and yttrium differ considerably from those observed in systems with $\mathrm{R}=\mathrm{Ce}-\mathrm{Gd}$. The extent of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Tb}, \mathrm{Dy}, \mathrm{Ho}, \mathrm{Er}$, and Y$)$ solid solutions does not exceed $x=0.06$ (Figure 67A-E). Starting with $x=0.05-0.10$, traces of a garnet phase with $\left(\mathrm{R}_{1-x} \mathrm{La}_{x}\right)_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$ compositions appear in the ( $1-x$ ) $\mathrm{LaGaO}_{3}-x \mathrm{RGaO}_{3}$ systems. The amount of garnet phases increases with increasing $R$ content and reaches $25-30 \mathrm{wt} . \%$ for samples containing $0.30-0.40$ molar fractions of $\mathrm{RGaO}_{3}$. The lattice parameters of the perovskite phases in these samples are independent of these compositional changes (Figure 67). This together with the results of our X-ray phase analysis indicates that the limit of the existence of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Tb}-\mathrm{Er}$ and Y$)$ solid solutions varies between $0.06-0.02$ atomic fractions of R-component. Narrow homogeneity regions of the perovskite-type solid solutions in $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Tb}-\mathrm{Er}$ and Y$)$ have been confirmed by DTA examinations of $\mathrm{La}_{0.95} \mathrm{Ho}_{0.05} \mathrm{GaO}_{3}, \mathrm{La}_{0.95} \mathrm{Er}_{0.05} \mathrm{GaO}_{3}$, and $\mathrm{La}_{0.95} \mathrm{Y}_{0.05} \mathrm{GaO}_{3}$. The DTA studies revealed structural phase transformations at 628,540, and 530 K respectively. Assuming a linear dependence of the $\operatorname{Pbnm}-R \overline{3} c$ phase transition temperature on the average radius of R -cation (see Section 3.4), the $\mathrm{R}^{3+}$ content in these samples can be estimated to be ca. 5, 3, and $2 \mathrm{at} . \%$, respectively.


FIGURE 64 Thermal behaviour of lattice parameters and cell volumes for selected $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions. Solid points are from neutron powder diffraction (Aleksiyko et al., 2001), open points are from HRPD and SR. The letters $O$ and Rh designate orthorhombic and rhombohedral phases, respectively. The shaded areas correspond to two-phase regions. The vertical dotted lines separate the regions with different ratios of the lattice parameters.

TABLE 38 Structural parameters of $\mathrm{La}_{1-x} \mathrm{Ce}_{x} \mathrm{GaO}_{3}$ solid solutions (S.G. Pbnm) at RT and HT

|  | Parameters | $\underline{L a_{0.8} \mathrm{Ce}_{0.2}}$ |  | $\begin{aligned} & \mathrm{La}_{0.6} \mathrm{Ce}_{0.4} \\ & \operatorname{Pbnm}\left(\mathrm{RT}^{\prime}\right) \end{aligned}$ | $\begin{aligned} & \mathrm{La}_{0.4} \mathrm{Ce}_{0.6} \\ & \mathrm{Pbnm}\left(\mathrm{RT}^{\top}\right) \end{aligned}$ | $\mathrm{La}_{0.2} \mathrm{Ce}_{0.8}$ <br> Pbnm $\left(503 K^{2}\right)$ | $\mathrm{La}_{0.4} \mathrm{Ce}_{0.6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Pbnm ( $\mathrm{RT}^{\text { }}$ ) | Pbnm ( $\mathrm{RT}^{7}$ ) |  |  |  | Pbnm $\left(903 \mathrm{~K}^{2}\right)$ | $R \overline{3} c$ $\left(1203 \mathrm{~K}^{2}\right)$ |
|  | $a(\AA)$ | 5.51425(5) | 5.51079(5) | 5.5029(1) | 5.4965(1) | 5.5127(2) | 5.5446(2) | 5.5512(1) |
|  | $b(A)$ | 5.48790(5) | 5.48929(6) | 5.4878(1) | 5.4864(1) | 5.4947(2) | 5.5111(2) | - |
| Atom: sites | $c(\AA)$ | 7.76510(8) | 7.76410(9) | 7.7591(2) | 7.7540(2) | 7.7695(3) | 7.8001(2) | 13.5079(5) |
| $\mathrm{La}(\mathrm{Ce}): 4 \mathrm{c}$ in Pbnm; 6 c in $R \overline{3} c$ | $x$ | -0.0045(2) | -0.0037(2) | -0.0037(6) | -0.0046(5) | -0.0057(8) | -0.0050(10) | 0 |
|  | $y$ | 0.0190(1) | 0.0227(1) | 0.0221(3) | 0.0256(2) | 0.0222(4) | 0.0158(6) | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | $1 / 4$ | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.91(1) | 0.83(1) | 0.77(3) | 0.79(2) | 0.79(3) | 1.15(8) | 1.37(7) |
| Ga: $4 b$ in $\mathrm{Pbnm} ; 6 b$ in $R \overline{3} c$ | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 0 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | $0$ | $0$ | $0$ | $0$ | $0$ | $0$ | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.96(2) | 0.98(2) | 0.85(5) | 0.68(4) | 0.70(5) | 1.1(2) | 0.86(12) |
| O1: $4 c$ in $\mathrm{Pbnm} ; 18 e$ in $R \overline{3} \mathrm{c}$ | $x$ | 0.0611(12) | 0.0614(13) | 0.079(3) | 0.080(3) | 0.068(4) | 0.035(6) | 0.564(2) |
|  | $y$ | 0.4993(12) | 0.5002(12) | 0.4863 | 0.510(3) | 0.479(6) | 0.484(8) | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | $1 / 4$ | $1 / 4$ | 1/4 | $1 / 4$ |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.9(2) | 1.5(2) | 2.1(5) | 1.8(5) | 1.5(6) | 1.4(8) | 1.4(3) |
| O2: $8 d$ in Pbnm | $x$ | -0.2802(14) | -0.269(2) | -0.279(3) | -0.281(4) | -0.284(5) | -0.298(4) | . |
|  | $y$ | 0.2803(15) | 0.2900(14) | 0.284(3) | 0.271(4) | 0.270(6) | 0.298(5) | - |
|  | $z$ | 0.0331(8) | 0.0424(8) | 0.048(2) | 0.043(2) | 0.047(2) | $0.043(3)$ | - |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.14(13) | 0.93(11) | $2.0(3)$ | 2.1(3) | 1.4(4) | 2.5(6) | - |

[^29]TABLE 39 Structural parameters of $\mathrm{La}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ solid solution at RT

|  | Parameters | $\mathrm{La}_{0.95} \mathrm{Pr}_{0.05}{ }^{1}$ | $L_{0.9} \operatorname{Pr}_{0.1}{ }^{1}$ | $\mathrm{La}_{0.2} \mathrm{Pr}_{0.2}{ }^{1}$ | $\mathrm{La}_{0.75} \mathrm{Pr}_{0.25}{ }^{1}$ | $\mathrm{La}_{0.7} \mathrm{Pr}_{0.3}{ }^{1}$ | $\mathrm{La}_{0.6} \mathrm{Pr}_{\text {0.4 }}{ }^{1}$ | $\mathrm{La}_{0.5} \mathrm{Pr}_{0.5}{ }^{7}$ | $\mathrm{La}_{0.4} \mathrm{Pr}_{0.6}{ }^{7}$ | $\mathrm{La}_{0.8} \mathrm{Pr}_{0.2}{ }^{1}$ | $\mathrm{La}_{0.8} \mathrm{Pr}_{0.2}{ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $a(\AA)$ | 5.51902(6) | 5.51604(8) | $5.50922(8)$ | 5.50758(7) | 5.50290(6) | 5.49674(6) | 5.48989(8) | 5.48657(8) | 5.47179(6) | 5.4724 |
|  | $b(A)$ | 5.49034(7) | 5.49052(8) | 5.49010(9) | 5.49085(8) | $5.48952(7)$ | $5.49016(7)$ | 5.48931 (7) | 5.48993(7) | $5.49032(5)$ | 5.4906 |
| Atom: sites | $c(A)$ | 7.7707(1) | 7.7700(1) | 7.7674(1) | 7.7682(1) | 7.7645(1) | 7.7610(1) | 7.75648(8) | 7.7538(1) | 7.74309(9) | 7.7444 |
| $\mathrm{La}(\mathrm{Pr}): 4 c$ | $x$ | -0.0046(3) | -0.0064(3) | -0.0075(2) | -0.0073(3) | -0.0044(3) | -0.0072(3) | -0.0068(3) | -0.0079(2) | -0.0073(3) | -0.0069 |
|  | $y$ | 0.0192(1) | 0.0189(2) | 0.0216(1) | 0.0224(2) | 0.0237(1) | 0.0256(2) | 0.0284(2) | 0.0289(1) | 0.0320(2) | 0.0308 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.02(2) | 1.13(3) | 0.96(3) | 0.85(3) | 0.87(2) | 1.05(3) | 0.84(3) | 1.10(3) | 0.77(3) | - |
| Ga, $4 b$ | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.94(2) | 1.02(2) | 0.94(2) | 0.98(3) | 0.81(2) | 1.02(2) | 0.76(2) | 0.94(3) | 0.79(9) | - |
| O1, 4 c | $x$ | 0.068(3) | 0.046(2) | 0.061(3) | 0.061(4) | 0.065(3) | 0.069(4) | 0.060(4) | 0.066(4) | 0.078(4) | 0.0748 |
|  | $y$ | 0.498(2) | 0.500(2) | 0.501(2) | 0.491(3) | 0.504(2) | 0.491(2) | 0.487(2) | 0.493(2) | 0.486(2) | 0.4842 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.5(4) | 1.4(2) | 1.3(2) | 1.3(1) | 1.4(2) | 1.18(14) | 1.28(12) | 1.2(3) | 1.1(4) | - |
| O2, 8d | $x$ | -0.278(2) | -0.297(2) | -0.298(2) | -0.286(3) | -0.289(2) | -0.292(3) | -0.276(3) | -0.288(3) | -0.281(3) | -0.2841 |
|  | $y$ | 0.268(2) | 0.275(2) | 0.269(3) | 0.274(4) | 0.279(2) | 0.299(3) | 0.270(3) | 0.295(3) | 0.288(2) | 0.2843 |
|  | $z$ | 0.0378(12) | 0.0424(14) | 0.034(2) | 0.034(2) | 0.034(2) | 0.028(2) | 0.040(2) | 0.027(2) | 0.039(2) | 0.0397 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.1(2) | $1.0(4)$ | 1.3(3) | 1.2(3) | 1.4(4) | 1.4(3) | 1.8(4) | 1.0(2) | 1.4(2) | - |

[^30]TABLE 40 Parameters of LT and HT structures of $\mathrm{La}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ solid solution (S.G. Pbnm and $R \overline{3} c$ )

|  | Parameter | $\mathrm{La}_{0.4} \mathrm{Pr}_{\text {O. } 6}$ | $\mathrm{La}_{0.4} \mathrm{Pr}_{\text {O. } 6}$ | $\mathrm{La}_{0.4} \mathrm{Pr}_{0.6}$ | $\mathrm{La}_{0.2} \mathrm{Pr}_{0.8}$ | $\mathrm{La}_{0.2} \mathrm{Pr}_{0.8}$ | $\mathrm{La}_{0.2} \mathrm{Pr}_{0.8}$ | $\mathrm{La}_{0.2} \mathrm{Pr}_{0.8}$ | $\mathrm{La}_{0.2} \mathrm{Pr}_{0.8}$ | $\mathrm{La}_{0.5} \mathrm{Pr}_{0.5}$ | $\mathrm{La}_{0.4} \mathrm{Pr}_{0.6}$ | $\mathrm{La}_{0.4} \mathrm{Pr}_{0.6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Pbnm $(20 \mathrm{~K})^{7}$ | Pbnm $(100 \mathrm{~K})^{7}$ | Pbnm $(360 K)^{7}$ | Pbnm $(35 \mathrm{~K})^{7}$ | Pbnm $(100 \mathrm{~K})^{1}$ | Pbnm $(175 K)^{7}$ | Pbnm $(375 \mathrm{~K})^{7}$ | Pbnm $(500 \mathrm{~K})^{7}$ | Pbnm $(1070 \text { K })^{2}$ | Pbnm $(1070 \text { K })^{2}$ | $R \overline{3} c$ $(1320 K)^{2}$ |
|  | $a$ ( ${ }_{\text {a }}$ ) | 5.4787 | 5.4794 | 5.4894 | 5.4642 | 5.4647 | 5.4666 | 5.4759 | 5.4809 | 5.5368(2) | 5.5395(1) | 5.55315(9) |
|  | $b$ (Å) | 5.4874 | 5.4866 | 5.4911 | 5.4899 | 5.4891 | 5.4885 | 5.4922 | 5.4952 | 5.5199(2) | 5.5248(1) | - |
| Atom: sites | $c(\mathrm{~A})$ | 7.7411 | 7.7441 | 7.7596 | 7.7272 | 7.7307 | 7.7355 | 7.7494 | 7.7563 | 7.8140(3) | 7.8203(1) | 13.4996(3) |
| $\mathrm{La}(\mathrm{Pr}): 4 c$ in | $x$ | -0.0073 | -0.0074 | -0.0078 | -0.0079 | -0.0068 | -0.0071 | -0.0073 | -0.0072 | -0.003(2) | -0.0052(4) | 0 |
| Pbnm; | $y$ | 0.0293 | 0.0288 | 0.0262 | 0.0335 | 0.0333 | 0.0327 | 0.0298 | 0.0289 | 0.0181(9) | 0.0187(2) | 0 |
| $6 c$ in $R \overline{3} C$ | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | - | - | - | - | - | - | 1.54(14) | 1.66(7) | 1.73(5) |
| Ga: $4 b$ in | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 0 |
| Pbnm; 66 | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| in $R \overline{3} c$ | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | - | - | - | - | - | - | 1.4(3) | 1.32(14) | 1.78(8) |
| O1: $4 c$ in | $x$ | 0.074 | 0.0729 | 0.0709 | 0.0765 | 0.0760 | 0.0754 | 0.0746 | 0.0736 | 0.093(10) | 0.097(3) | 0.567(2) |
| Pbnm; 18e | $y$ | 0.4871 | 0.4874 | 0.4885 | 0.4854 | 0.4848 | 0.4858 | 0.4859 | 0.4866 | 0.473(11) | 0.488(3) | 0 |
| in $R \overline{3} c$ | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | - | - | - | - | - | - | 3.0(19) | 2.0(8) | 2.7(4) |
| O2: $8 d$ in | $x$ | -0.2824 | -0.2827 | -0.2811 | -0.2856 | -0.2852 | -0.2849 | -0.2842 | -0.2836 | -0.296(10) | -0.288(3) | - |
| Pbnm | $y$ | 0.2820 | 0.2821 | 0.2810 | 0.2849 | 0.2850 | 0.2847 | 0.2839 | 0.2834 | 0.293(10) | 0.281(3) | - |
|  | $z$ | 0.0390 | 0.0382 | 0.0387 | 0.0397 | 0.0397 | 0.03967 | 0.0392 | 0.0393 | 0.041(6) | 0.034(2) | - |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | - | - | - | - | - | - | - | - | 4.5(15) | 1.8(8) | - |

[^31]TABLE 41 Crystal structure of $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{GaO}_{3}$ solid solution at RT (Vasylechko et al., 2000e, f; Berkowski et al., 2000)

|  | Parameters | $\mathrm{La}_{0.93} \mathrm{Nd}_{0.07}$ | $\mathrm{La}_{0.88} \mathrm{Nd}_{0.12}$ | $\mathrm{La}_{0.83} \mathrm{Nd}_{0.17}$ | $\mathrm{La}_{0.8} \mathrm{Nd}_{0.2}$ | $\mathrm{La}_{0.73} \mathrm{Nd}_{0.27}$ | $\mathrm{La}_{0.68} \mathrm{Nd}_{0.32}$ | $\mathrm{La}_{0.63} \mathrm{Nd}_{0.37}$ | $\mathrm{La}_{0.56} \mathrm{Nd}_{0.44}$ | $\mathrm{La}_{0.47} \mathrm{Nd}_{0.53}$ | $\mathrm{La}_{0.38} \mathrm{Nd}_{0.62}$ | $\mathrm{La}_{0 .} \mathrm{Nd}_{0.79}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $a(\AA)$ | 5.51667(6) | 5.51092(7) | 5.50600(8) | 5.50279(8) | 5.4916(1) | 5.4899(1) | 5.48650(9) | 5.4764(1) | 5.46754(7) | 5.45934(8) | 5.44594(7) |
|  | $b(\AA)$ | 5.49006(7) | 5.49041 (7) | 5.48987(8) | 5.49054(8) | 5.48956 (8) | 5.48958(9) | 5.48968(8) | 5.49016(8) | 5.49118(6) | 5.49363(8) | 5.49503(7) |
| Atom: sites | $c(A)$ | 7.77003(9) | 7.76891(9) | 7.7665(1) | 7.7663(1) | 7.7596(1) | 7.7584(1) | 7.7558(1) | 7.7491(1) | 7.74241(9) | 7.73660(9) | 7.72501(9) |
| $\mathrm{La}(\mathrm{Nd}): 4 c$ | $x$ | -0.0046(3) | -0.0042(2) | -0.0035(4) | -0.0045(3) | -0.0063(3) | -0.0056(3) | -0.0054(3) | -0.0065(3) | 0.0067(3) | -0.0066(2) | -0.0088(2) |
|  | $y$ | 0.0195(1) | 0.0216(2) | 0.0227(2) | 0.0238(2) | 0.0262(2) | 0.0267(2) | 0.0278(2) | 0.0305(1) | 0.0327(1) | 0.0352(1) | 0.0376(1) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.60(3) | 0.66(3) | 0.85(3) | 0.79(3) | 0.78(3) | 0.91(4) | 0.61(4) | 0.80(4) | 0.61(3) | 0.74(5) | 0.84(1) |
| Ga, 4 b | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.56(7) | 0.62(8) | 0.75(2) | 0.64(2) | 0.88(2) | 0.90(2) | 0.64(2) | 0.79(3) | 0.60(3) | 0.67(5) | 0.75(3) |
| O1, 4 c | $x$ | 0.068(2) | 0.070(3) | 0.063(2) | 0.074(2) | 0.074(3) | 0.058(2) | 0.081(2) | 0.071(4) | 0.072(4) | 0.071(3) | 0.069(3) |
|  | $y$ | 0.499(2) | 0.497(2) | 0.497(2) | 0.496(2) | 0.498(2) | 0.496(2) | 0.493(2) | 0.492(2) | 0.498(2) | 0.488(2) | 0.471(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.8(2) | 1.3(3) | 0.7(3) | 1.1(3) | 1.9(4) | 0.8(3) | 0.8(3) | 0.9(3) | 0.7(4) | 1.4(4) | 1.4(3) |
| O2, 8 d | $x$ | -0.284(2) | -0.277(2) | -0.291(2) | -0.280(2) | -0.284(3) | -0.288(3) | -0.280(3) | -0.281(3) | -0.297(3) | -0.274(2) | -0.291(2) |
|  | $y$ | 0.276(2) | 0.274(2) | 0.273(2) | 0.280(2) | 0.275(3) | 0.290(2) | 0.280(2) | 0.286(3) | 0.284(2) | 0.2898(13) | 0.294(2) |
|  | $z$ | 0.0402(11) | 0.0371(12) | 0.0363(14) | 0.0407(11) | 0.034(2) | 0.0404(14) | 0.0419 (15) | 0.030(2) | 0.035(2) | $0.0376(11)$ | 0.034(2) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.2(2) | 0.9(2) | 1.3(2) | 0.9(2) | 1.1(2) | 0.9(2) | 0.7(2) | 0.9(2) | 1.0(2 | 1.1(3) | 0.97(13) |

Structural parameters for $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{GaO}_{3}(x=0.1,0.2,0.4,0.6$, and 0.75$)$ are also published in Sanjuán et al. (1998).

TABLE 42 Crystal structure of $\mathrm{La}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solutions at RT (Vasylechko et al., 2000b, 2001a)

|  | Parameters | $\mathrm{La}_{0.9} \mathrm{Sm}_{0.1}$ | $\mathrm{La}_{0.83} \mathrm{Sm}_{0.17}$ | $\mathrm{La}_{0.7} \mathrm{Sm}_{0.3}$ | $\mathrm{La}_{0.6} \mathrm{Sm}_{0.4}$ | $\mathrm{La}_{0.5} \mathrm{Sm}_{0.5}$ | $\mathrm{La}_{0.4} \mathrm{Sm}_{0.6}$ | $\mathrm{La}_{0.3} \mathrm{Sm}_{0.7}$ | $\mathrm{La}_{0.2} \mathrm{Sm}_{0.8}$ | $\mathrm{La}_{0.1} \mathrm{Sm}_{0.9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $a($ A $)$ | 5.51186(4) | 5.5023(1) | $5.4911(1)$ | 5.4731(2) | 5.45640(8) | 5.44398(4) | 5.42464(4) | 5.40867(3) | 5.39354(3) |
|  | $b$ ( ${ }_{\text {A }}$ ) | 5.49240(4) | 5.49200(7) | 5.4925(1) | 5.4931(1)) | 5.49771(7) | 5.50007(4) | 5.50373(4) | 5.50906(4) | 5.51254(4) |
| Atom: sites | $c(A)$ | 7.76996(6) | 7.7658(1) | 7.7555(1) | 7.7516(2) | 7.7351(1) | 7.72224(7) | 7.70388(6) | 7.68781(5) | 7.67198(5) |
| $\mathrm{La}(\mathrm{Sm})$ : | $x$ | -0.0063(2) | -0.0062(2) | -0.0061(2) | -0.0063(3) | -0.0070(4) | -0.0064(3) | -0.0085(2) | -0.0103(2) | -0.0101(2) |
| 4 c | $y$ | 0.02236(8) | 0.02481(9) | 0.0272(1) | 0.0327(1) | 0.0365(2) | 0.0361(1) | 0.0415(1) | 0.0467(1) | 0.0496(1) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.77(1) | 0.80(3) | 0.81(2) | 0.76(2) | 0.81(2) | 0.73(2) | 0.83(2) | 0.68(1) | 0.66(2) |
| $\mathrm{Ga}, 4 b$ | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.85(1) | 0.83(2) | 0.90(3) | 0.86(2) | 0.90(4) | 0.87(5) | 0.96(3) | 0.89(3) | 0.91(3) |
| O1, $4 c$ | $x$ | 0.0669(11) | 0.0652(15) | 0.067(2) | 0.053(2) | 0.067(2) | 0.0674(15) | 0.0600(15) | 0.0982(13) | $0.0735(12)$ |
|  | $y$ | 0.4962(10) | 0.4872(11) | 0.4746(14) | 0.4935(12) | 0.4873(13) | 0.4874(12) | 0.4884(12) | 0.4798(12) | 0.4741 (11) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.3(3) | 1.5(2) | 1.6(4) | 1.14(12) | 0.9(2) | 1.3(3) | 1.0(2) | 0.94(4) | 1.1(5) |
| O2, 8d | $x$ | -0.2749(12) | -0.2775(15) | -0.272(2) | -0.278(2) | -0.287(2) | -0.272(2) | -0.2770(13) | -0.2999(10) | -0.2950(11) |
|  | $y$ | $0.2724(13)$ | 0.2881(14) | 0.298(2) | 0.287(2) | 0.292(2) | $0.2913(12)$ | 0.2894(11) | 0.2842(11) | $0.2864(11)$ |
|  | $z$ | 0.0389(6) | 0.0434(8) | 0.0402(9) | 0.0352(12) | 0.0362(11) | 0.0471(9) | 0.0302(9) | 0.0400(8) | 0.0368(7) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.95(9) | 1.15(12) | 0.9(3) | 1.08(14) | 0.95(13) | 1.0(3) | 1.1(3) | 0.94(15) | 1.3(3) |

TABLE 43 Parameters of orthorhombic (S.G. Pbnm) and rhombohedral (S.G.R $\overline{3} c$ ) modifications of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Nd}$, Sm ) solid solutions at different temperatures, refined from synchrotron powder diffraction data

|  | Parameter | Savytskii et al. <br> (2003) | Vasylechko et al. (2001b) | Vasylechko et al. (2001b) | Vasylechko et al. (2001b) | Vasylechko et al. (2001b) | Vasylechko et al. (2001a) | This work | This work | This work | This work |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{La}_{0.63} \mathrm{Nd}_{0.37}$ | $\mathrm{La}_{0.63} \mathrm{Nd}_{0.37}$ | $\mathrm{La}_{0.63} \mathrm{Nd}_{0.37}$ | $\mathrm{La}_{0.73} \mathrm{Nd}_{0.27}$ | $\mathrm{La}_{0.73} \mathrm{Nd}_{0.27}$ | $\mathrm{La}_{0.9} \mathrm{Sm}_{0.1}$ | $\mathrm{La}_{0.6} \mathrm{Sm}_{0.4}$ | $\mathrm{La}_{0.6} \mathrm{Sm}_{0.4}$ | $\mathrm{La}_{0.6} \mathrm{Sm}_{0.4}$ | $\mathrm{La}_{0.6} \mathrm{Sm}_{0.4}$ |
|  |  | Pbnm (10 K) | Pbnm (RT) | Pbnm (1040 K) | Pbnm (RT) | $R \overline{3} C$ (1140 K) | $R \overline{3} C$ ( 1040 K ) | Pbnm (RT) | Pbnm $\text { ( } 503 \mathrm{~K} \text { ) }$ | Pbnm (903 K) | Pbnm (1203 K) |
|  | $a(\AA)$ | 5.47707(4) | 5.48707(2) | 5.53562(7) | 5.49308(3) | 5.55232(6) | 5.55513(6) | 5.4745(5) | 5.4869(4) | 5.5153(4) | 5.5310(3) |
|  | $b$ ( ${ }_{\text {A }}$ ) | 5.48670(4) | $5.49099(2)$ | 5.52336(7) | 5.490458(3) | - | - | 5.4903(4) | 5.4980(4) | 5.5108(3) | 5.5226(4) |
| Atom: sites | $c(\AA)$ | 7.74500(7) | 7.75738(3) | 7.8174(1) | 7.76158 (4) | 13.4806(2) | 13.4919(2) | 7.7468(7) | 7.7603(7) | 7.7855(3) | 7.8089(5) |
| $\mathrm{La}(\mathrm{R}): 4 c$ in | $x$ | -0.0065(4) | -0.0064(4) | -0.0058(13) | -0.0056(5) | 0 | 0 | -0.0095(8) | -0.0123(7) | -0.002(2) | -0.0074(13) |
| Pbnm; 6c in | $y$ | 0.0276(2) | 0.0294(2) | 0.0168(8) | 0.0280(3) | 0 | 0 | 0.0339(4) | 0.0320(5) | 0.0260(6) | 0.0228(7) |
| $R \overline{3} c$ | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.10(5) | 0.25(2) | 0.98(10) | 0.66(5) | 1.8(4) | 2.11(11) | 0.73(4) | 0.86(5) | 1.04(5) | 1.13(6) |
| Ga: $4 b$ in | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 0 | 0 | 1/2 | 1/2 | 1/2 | 1/2 |
| Pbnm; 66 in | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R \overline{3} c$ | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.40(7) | 0.68(5) | 1.4(2) | 1.40(7) | 1.1(5) | 1.5(2) | 0.55(7) | 0.84(9) | 1.06(9) | 1.17(10) |
| O1: $4 c$ in | $x$ | 0.076(3) | 0.097(4) | 0.080(11) | 0.098(4) | 0.559(8) | 0.560(4) | 0.065(8) | 0.078(14) | 0.060(8) | 0.060(9) |
| Pbnm; 18e | $y$ | 0.499(2) | 0.476(3) | 0.467(11) | 0.494(4) | 0 | 0 | 0.464(8) | 0.479(8) | 0.471(9) | 0.495(10) |
| in $R \overline{3} c$ | 2 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.669 | 0.53 | 2.5(5) | 0.79 | 3.9(21) | 4.9(13) | 1.9(10) | 0.8(16) | 1.1(10) | 1.3(12) |
| O2: $8 d$ in | $x$ | -0.294(2) | -0.279(3) | -0.283(10 | -0.279(4) | - | - | -0.290(10) | -0.312(9 | -0.301(12) | -0.310(10) |
| Pbnm | $y$ | 0.283(2) | 0.286(2) | 0.282(10) | 0.273(4) | - | - | 0.294(9) | 0.287(10) | 0.304(14) | 0.316(11) |
|  | $z$ | 0.0452(15) | 0.038(2) | 0.039(7) | 0.040(2) | - | - | 0.020(7) | 0.004(7) | 0.011(7) | 0.011(8) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.669 | 0.53 | 2.5(5) | 0.79 | - | - | 2.1(6) | 0.9(11) | 1.8(6) | 1.3(15) |

TABLE 44 Structural parameters of $\mathrm{La}_{1-x} \mathrm{Eu}_{x} \mathrm{GaO}_{3}$ solid solution at RT and HT (S.G. Pbnm)

|  | Parameters | $\mathrm{La}_{0.8} \mathrm{Eu}_{0.2}$ | $\mathrm{La}_{0.6} \mathrm{Eu}_{0.4}$ | $\mathrm{La}_{0.4} \mathrm{Eu}_{0.6}$ | $\mathrm{La}_{0.6} \mathrm{Eu}_{0.4}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RT ${ }^{1}$ | RT ${ }^{1}$ | RT ${ }^{1}$ | $503 \mathrm{~K}^{2}$ | $903 \mathrm{~K}^{2}$ | $1203 \mathrm{~K}^{2}$ |
|  | $a(\mathrm{~A})$ | 5.4929(1) | 5.4668(1) | 5.4466(2) | 5.4759(2) | 5.4988(3) | 5.5184(3) |
|  | $b(\mathrm{~A})$ | 5.4898(1) | 5.49640(9) | 5.4957(2) | 5.5012(2) | 5.5165(3) | 5.5299(2) |
| Atom: Sites | $c(\AA)$ | 7.7577(1) | 7.7420(2) | 7.7242(2) | 7.7559(3) | 7.7900(4) | 7.8182(4) |
| $\mathrm{La}(\mathrm{Eu}): 4 c$ | $x$ | -0.0067(2) | -0.0082(3) | -0.0059(13) | -0.0069(11) | -0.0087(12) | -0.0090(13 |
|  | $y$ | 0.0269(1) | 0.0330(1) | 0.0370(5) | 0.0316(4) | 0.0277(6) | 0.0225(7) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.71(1) | 0.73(2) | 0.77(8) | 0.81(4) | 1.08(6) | 1.15(6) |
| Ga: $4 b$ | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.70(2) | 0.69(2) | 0.80(11) | 0.59(7) | 0.87(10) | 1.26(10) |
| O1: $4 c$ | $x$ | 0.0563(14) | 0.0661(12) | 0.0661(12) | 0.099(8) | 0.083(8) | 0.072(13) |
|  | $y$ | 0.5006(10) | 0.4912(11) | 0.4912(11) | 0.486(6) | 0.450(10) | 0.472(13) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 2.0(2) | 1.1(2) | 3.0(7) | 1.4(10) | 2.4(12) | 2.7(22) |
| O2: $8 d$ | $x$ | -0.295(2) | -0.2892(12) | -0.2892(12) | -0.297(6) | -0.300(8) | -0.295(9) |
|  | $y$ | 0.284(2) | 0.2746(14) | $0.2746(14)$ | 0.286(6) | 0.285(9) | 0.277(11) |
|  | $z$ | 0.0281(9) | 0.0314(8) | 0.0314(8) | 0.037(5) | 0.036(7) | 0.046(7) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.00(11) | 1.70(10) | 1.7(4) | 0.8(7) | 1.2(8) | 1.4(12) |

[^32]TABLE 45 Crystal structure of $\mathrm{La}_{1-x} \mathrm{Gd}_{x} \mathrm{GaO}_{3}$ solid solution at RT and HT (S.G. Pbnm and $R \overline{3} c$ )

|  | Parameters | $\mathrm{La}_{0.9} \mathrm{Gd}_{0.1}$ | $\mathrm{La}_{0.87} \mathrm{Gd}_{0.13}$ | $\mathrm{La}_{0.83} \mathrm{Gd}_{0.17}$ | $\mathrm{La}_{0.81} \mathrm{Gd}_{0.19}$ | $\mathrm{La}_{0.79} \mathrm{Gd}_{0.21}$ | $\mathrm{La}_{0.73} \mathrm{Gd}_{0.27}$ | $\mathrm{La}_{0.7} \mathrm{Gd}_{0.3}$ | $\mathrm{La}_{0.5} \mathrm{Gd}_{0.5}$ | $\mathrm{La}_{0.9} \mathrm{Gd}_{0.1}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Pbnm (RT) ${ }^{7}$ | Pbnm (RT) ${ }^{1}$ | Pbnm (RT) ${ }^{7}$ | Pbnm (RT) ${ }^{7}$ | Pbnm (RT) ${ }^{1}$ | Pbnm (RT) ${ }^{1}$ | Pbnm (RT) ${ }^{7}$ | Pbnm (RT) ${ }^{7}$ | Pbnm $(773 \mathrm{~K})^{2}$ | $R \overline{3} c$ $(823 \mathrm{~K})^{2}$ | $R \overline{3} c$ $(1173 \mathrm{~K})^{2}$ |
|  | $a(\mathrm{~A})$ | 5.5081(1) | 5.5024(2) | 5.4962(5) | 5.4964(4) | 5.4957(3) | 5.4891(7) | 5.4658(4) | 5.4244(2) | 5.5372(2) | 5.5354(2) | 5.5557(2) |
|  | $b$ ( ${ }_{\text {A }}$ ) | 5.4922(1) | 5.4927(2) | 5.4925(4) | 5.4938(3) | 5.4946(3) | 5.4934(4) | 5.4929(4) | 5.5101(2) | 5.5073(3) | - | - |
| Atom: sites | $c(A)$ | 7.7687(2) | 7.7663(3) | 7.7648(5) | 7.7624(5) | 7.7605(3) | 7.7510(5) | 7.7637(5) | 7.7057(3) | 7.7987(4) | 13.4415(8) | 13.5063(6) |
| $\mathrm{La}(\mathrm{Gd}): 4 c$ | $x$ | -0.0047(4) | -0.0063(3) | -0.0049(6) | -0.0053(5) | -0.0048(5) | -0.0065(7) | -0.0064(11) | -0.0085(4) | -0.004(3) | 0 | 0 |
| in Pbnm; | $y$ | 0.0228(2) | 0.0235(2) | 0.0259(2) | 0.0278(2) | 0.0275(2) | 0.0307(2) | 0.0314(3) | 0.0425(2) | 0.0211(10) | 0 | 0 |
| 6 c in $R \overline{3} c$ | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.80(3) | 0.68(4) | 0.91(8) | 0.86(6) | 0.68(5) | 0.86(8) | 0.96(3) | 0.80(5) | 1.05(11) | 1.63(13) | 1.72(10) |
| Ga: $4 b$ in | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 0 | 0 |
| Pbnm; 66 | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| in $R \overline{3} c$ | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.79(3) | 0.7(2) | 1.0(3) | 0.86(4) | 0.61(3) | 0.87(4) | 0.85(6) | 0.77(11) | 1.1(2) | 1.6(2) | 1.6(2) |
| O1: $4 c$ in Pbnm; 18e | $x$ | 0.063(2) | 0.067(3) | 0.061(3) | 0.059(3) | 0.057(4) | 0.070(4) | 0.075(4) | 0.085(3) | 0.073(9) | $0.441$ (6) | 0.437(5) |
| $\text { in } R \overline{3} c$ | $y$ | 0.504(2) | 0.491(2) | 0.504(2) | 0.505(2) | 0.502(3) | 0.508(3) | 0.497(3) | 0.488(2) | 0.501(14) | 0 | 0 |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.2(3) | 1.7(4) | 1.1(4) | 1.0(5) | $1.9(5)$ | 1.3(5) | 1.0(6) | 1.1(4) | 1.7(12) | 3.0(14) | 2.3(13) |
| O2: $8 d$ in | $x$ | -0.293(2) | -0.304(2) | -0.288(4) | 0.295(5) | 0.298(3) | -0.301(4) | 0.297(4) | -0.303(2) | -0.270(16) | - | - |
| Pbnm | $y$ | 0.280(3) | 0.274(3) | 0.283(4) | -0.287(5) | -0.279(4) | 0.295(4) | -0.283(4) | 0.300(2) | 0.270(16) | - | - |
|  | $z$ | 0.0403(14) | 0.027(2) | 0.036(2) | 0.040(2) | 0.034(2) | 0.035(2) | 0.048(2) | 0.049(2) | 0.034(5) | - | - |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 1.4(2) | 1.4(2) | 1.5(2) | 1.1(3) | 1.1(3) | 0.6(3) | 1.1(3) | 1.6(3) | 1.7(7) | - | - |

[^33]

FIGURE 65 Concentration dependencies of the lattice parameters in $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{GaO}_{3}$ solid solution at 1073 K (Vasylechko, 2005). The dashed lines are polynomial fits: $a_{\mathrm{p}}(x)=3.8536(4)-$ $1.3(5) \times 10^{-5} \times x+1.0(2) \times 10^{-7} \times x^{2} ; b_{\mathrm{p}}(x)=3.8842(2)-3.0(3) \times 10^{-5} \times x+8.3(9) \times 10^{-8} \times x^{2}$; $c_{\mathrm{p}}(x)=3.8544(3)+2.1(5) \times 10^{-5} \times x+5(1) \times 10^{-8} \times x^{2}$ for $0.3<x \leq 1$.


FIGURE 66 Phase diagrams of $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm})$ pseudobinary systems according to Vasylechko (2005). The letters L, Rh, and O designate liquid, rhombohedral, and orthorhombic phase fields, respectively. Linear fit of the critical temperatures in (A) $\mathrm{La}_{1-x} \mathrm{Ce}_{x} \mathrm{GaO}_{3}$ : $T_{\mathrm{Rh}-\mathrm{O}}(x)=408(19)+825(33) \times x$; (B) $\mathrm{La}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}: T_{\mathrm{Rh}-\mathrm{O}}(x)=411(15)+1379(31) \times x$; (C) $\mathrm{La}_{1-x} \mathrm{Nd}_{x} \mathrm{GaO}_{3}:$ $T_{\mathrm{Rh}-\mathrm{O}}(x)=406(18)+2108(35) \times x$; (D) $\mathrm{La}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}: T_{\mathrm{Rh}-\mathrm{O}}(x)=424(13)+2703(55) \times x$.


FIGURE 67 Normalized lattice parameters and cell volumes of samples in $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}$ ( $\mathrm{R}=\mathrm{Tb}, \mathrm{Dy}, \mathrm{Ho}, \mathrm{Er}, \mathrm{Y}$ ) systems (Vasylechko, 2005). Lattice parameters of $\mathrm{TbGaO}_{3}, \mathrm{DyGaO}_{3}$, $\mathrm{YGaO}_{3}, \mathrm{HoGaO}_{3}$, and $\mathrm{ErGaO}_{3}$ are from Marezio et al. (1968).

### 3.3.3 $\mathrm{NdGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Pr}-\mathrm{Gd})$ and $\mathrm{PrGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Sm}-\mathrm{Gd})$ systems

Data about phases and structural behaviour of $\mathrm{PrGaO}_{3}-\mathrm{RGaO}_{3}$ and $\mathrm{NdGaO}_{3}-$ $\mathrm{RGaO}_{3}$ are limited. Dabkowska et al. (1993) and Aleksiyko et al. (2001) described the growth of $\mathrm{Nd}_{x} \mathrm{Pr}_{1-x} \mathrm{GaO}_{3}$ and $\mathrm{Nd}_{x} \mathrm{Sm}_{1-x} \mathrm{GaO}_{3}$ solid solution crystals.

TABLE 46 Structural parameters of $\mathrm{Nd}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Pr}, \mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd})$ and $\mathrm{Pr}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Sm}, \mathrm{Eu}, \mathrm{Gd})$ solid solutions

|  | Parameters | $\mathrm{Nd}_{0.75} \mathrm{Pr}_{0.25}$ | $\mathrm{Nd}_{0.5} \mathrm{Pr}_{0.5}$ | $\mathrm{Nd}_{0.25} \mathrm{Pr}_{0.75}$ | $\mathrm{Nd}_{0.75} \mathrm{Sm}_{0.25}$ | $\mathrm{Nd}_{0.5} \mathrm{Sm}_{0.5}$ | $\mathrm{Nd}_{0.75} \mathrm{Sm}_{0.25}$ |  | $\mathrm{Nd}_{0.5} \mathrm{Eu}_{0.5}$ | $\mathrm{Nd}_{0.7} \mathrm{Gd}_{0.3}$ | $\mathrm{Pr}_{0.5} \mathrm{Sm}_{0.5}$ | $\mathrm{Pr}_{0.5} \mathrm{Eu}_{0.5}$ | $\mathrm{Pr}_{0.7} \mathrm{Gd}_{0.3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{RT}^{1}$ | $\mathrm{RT}^{1}$ | $\mathrm{RT}^{1}$ | $\mathrm{RT}^{1}$ | $\mathrm{RT}^{1}$ | $85 \mathrm{~K}^{2}$ | $1173 \mathrm{~K}^{2}$ | $\mathrm{RT}^{3,4}$ | $\mathrm{RT}^{3, \#}$ | $\mathrm{RT}^{3,4}$ | $\mathrm{RT}^{3, \#}$ | $\mathrm{RT}^{3,4}$ |
|  | $a(\AA)$ | 5.43538(3) | 5.44260(3) | 5.44952(4) | 5.41432(3) | 5.40273(6) | 5.4046(2) | 5.46918(5) | 5.38898(7) | 5.39919(5) | 5.41059(5) | 5.39991(8) | 5.41515(9) |
|  | $b(\AA)$ | 5.49590(3) | 5.49397(3) | 5.49245(4) | 5.50183(3) | 5.50661(5) | 5.4971(2) | 5.52593(6) | 5.50924(7) | 5.51199(4) | 5.50076(5) | 5.50677(8) | 5.50717(9) |
| Atom: sites | $c(\AA)$ | 7.71310(4) | 7.71809(5) | 7.72349(7) | 7.69379(4) | 7.68118(8) | 7.6779(3) | 7.76915(8) | 7.6681(1) | 7.68188(6) | 7.68599(7) | 7.6771(1) | 7.6934(1) |
| R, 4 c | $x$ | -0.0087(2) | -0.0087(2) | -0.0073(3) | -0.0106(2) | -0.0107(3) | -0.0099(5) | -0.0079(6) | -0.0089(2) | -0.0104(2) | -0.0071(3) | -0.0078(4) | -0.0089(3) |
|  | $y$ | 0.0414(1) | 0.0392(1) | 0.0379(1) | 0.0450(1) | 0.0467(2) | 0.0458(3) | 0.0362(2) | 0.0485(1) | 0.0474(1 | 0.0433(1) | 0.0457(2) | 0.0446(1) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.52(2) | 0.32(2) | 0.29(2) | 0.34(2) | 0.48(3) | 0.27(3) | 1.19(2) | 0.840(8) | 0.85(1) | 0.944(8) | 0.79(1) | 0.88(2) |
| Ga, $4 b$ | $x$ | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|  | $y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.89(5) | 0.64(3) | 0.58(3) | 0.96(5) | 0.55(4) | 0.47(7) | 0.55(4) | 0.79(2) | 0.71(3) | 0.86(2) | 0.71(3) | 0.55(2) |
| O1, 4 c | $x$ | 0.0860(15) | 0.0796(15) | 0.074(2) | 0.0794(13) | 0.094(3) | 0.085(5) | 0.085(3) | 0.094(2) | 0.085(2) | 0.076(2) | 0.081(2) | 0.091(2) |
|  | $y$ | 0.4771(13) | 0.4793(13) | 0.471(2) | 0.4755(12) | 0.463(3) | 0.488(4) | 0.482(3) | 0.482(2) | 0.4738(15) | 0.4813(14) | 0.467(2) | 0.476(2) |
|  | $z$ | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 | 1/4 |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ | 0.95(15) | 0.86(12) | 0.77(13) | 0.68(12) | 1.4(3) | 0.6(5) | 3.3(5) | 0.7(2) | 1.4(2) | 0.26(13) | 1.1(3) | 1.6(2) |
| O2, 8d | $x$ | -0.2866(12) | -0.2867(13) | -0.272(2) | -0.2878(11) | -0.292(2) | -0.289(4) | -0.291(2) | -0.2925(15) | -0.2975(11) | -0.2866(14) | -0.298(2) | -0.2876(15) |
|  | $y$ | 0.2801(12) | 0.2837(13) | 0.279(2) | 0.2811(11) | 0.287(2) | 0.295(3) | 0.295(2) | 0.2979(14) | 0.2974(11) | $0.2996(13)$ | 0.299(2) | 0.2903(14) |
|  | $z$ | 0.0451(8) | 0.0443(8) | 0.0498(9) | 0.0457(7) | 0.0488(15) | 0.045(3) | 0.040(2) | 0.0444(11) | 0.0490(8) | 0.0479(10) | 0.0467(13) | 0.0468(10) |
|  | $B_{\text {iso }}\left(\AA^{2}\right)$ |  | 0.86(12) | 0.77(13) | 0.68(12) | 0.8(2) | 0.2(3) | 1.0(3) | 0.70(13) | 0.83(11) | 0.82(12) | 0.6(2) | 0.72(15) |
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FIGURE 68 Lattice parameters of $\mathrm{Nd}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ and $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solutions versus average radius of R-cation (Vasylechko et al., 2002d).


FIGURE 69 Interatomic distances $\mathrm{R}-\mathrm{R}$ and $\mathrm{R}-\mathrm{Ga}$ in $\mathrm{Nd}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ and $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solutions versus average radius of $R$-cation (Vasylechko, 2005).

Structural peculiarities of solid solutions existing in $\mathrm{NdGaO}_{3}-\mathrm{PrGaO}_{3}$ and $\mathrm{NdGaO}_{3}-$ $\mathrm{SmGaO}_{3}$ have been analysed by Vasylechko et al. (2002d). A continuous solid solution has been found in the $\mathrm{NdGaO}_{3}-\mathrm{PrGaO}_{3}$ system, whereas the homogeneity range of the $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solution is limited to $75-80 \mathrm{at} . \%$. of Sm . The $\mathrm{GdFeO}_{3}$ structure type is typical for all samples studied at RT. Structural parameters are listed in Table 46. Concentration dependencies of the lattice parameters and cell volumes in structures of $\mathrm{Nd}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ and $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solutions are shown in Figure 68. In order to scale the lattices parameters for both systems, they are given as a function of the average rare earth cation radius $r\left(\mathrm{R}^{3+}\right)$ for CN 9 .

The lattice parameters of $\mathrm{Nd}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ and $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solutions change smoothly when the average rare earth ionic radius $r\left(\mathrm{R}^{3+}\right)$ varies from Sm
to Pr through Nd. An increase in $r\left(\mathrm{R}^{3+}\right)$ leads to an increase of the $a$ and $c$ lattice parameters and a decrease of the $b$ lattice parameter. Simultaneously, the cell volume shows a characteristic linear behaviour in accordance with the Vegard's low. The structural data (Table 46) and the concentration dependencies of selected interatomic distances (Figure 69) confirm the decrease of the orthorhombic deformation in $\mathrm{Nd}_{1-x} \mathrm{Pr}_{x} \mathrm{GaO}_{3}$ and $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solutions, when $r\left(\mathrm{R}^{3+}\right)$ increases. Increasing of tolerance factors results in a respective decrease of the $(\mathrm{RGa})_{\max } /(\mathrm{RGa})_{\min }$ and $(\mathrm{RR})_{6} /(\mathrm{GaGa})_{6}$ interatomic distances ratio, as well as bond-length distortions of polyhedra (Vasylechko et al., 2002d).

In order to broaden our knowledge about the structural properties of solid solutions in $\mathrm{NdGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Eu}$ and Gd$)$ and $\mathrm{PrGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Sm}$, Eu , and Gd ) pseudo-binary systems, samples with nominal compositions $\mathrm{Nd}_{0.5} \mathrm{R}_{0.5} \mathrm{GaO}_{3}$ and $\mathrm{Pr}_{0.5} \mathrm{R}_{0.5} \mathrm{GaO}_{3}$ have been prepared by solid state reactions and subsequent arc melting (Basyuk and Vasylechko, unpublished data). X-ray phase analysis confirms pure perovskite phases in $\mathrm{Nd}_{0.5} \mathrm{Eu}_{0.5} \mathrm{GaO}_{3}, \operatorname{Pr}_{0.5} \mathrm{Sm}_{0.5} \mathrm{GaO}_{3}$, and $\operatorname{Pr}_{0.5} \mathrm{Eu}_{0.5} \mathrm{GaO}_{3}$ specimens, whereas in the samples with nominal composition $\mathrm{Nd}_{0.5} \mathrm{Gd}_{0.5} \mathrm{GaO}_{3}$ and $\mathrm{Pr}_{0.5} \mathrm{Gd}_{0.5} \mathrm{GaO}_{3}$, a mixture of perovskite, garnet, and $\mathrm{R}_{4} \mathrm{Ga}_{2} \mathrm{O}_{9}$ phases was detected. From the lattice parameters and cell volumes of the perovskite phases, it may be concluded that the extent of $\mathrm{R}_{1-x} \mathrm{Gd}_{x} \mathrm{GaO}_{3}$ solid solutions in Pr and Nd systems does not exceed 0.4 and 0.5 mole fractions of Gd , respectively. Refined values of structural parameters for $\mathrm{Nd}_{0.5} \mathrm{Eu}_{0.5} \mathrm{GaO}_{3}, \operatorname{Pr}_{0.5} \mathrm{Sm}_{0.5} \mathrm{GaO}_{3}$, and $\mathrm{Pr}_{0.5} \mathrm{Eu}_{0.5} \mathrm{GaO}_{3}$ are listed in Table 46.

Temperature-resolved structural studies of $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solutions are reported by Senyshyn et al. (2004c), where the thermal behaviour of $\mathrm{Nd}_{0.75} \mathrm{Sm}_{0.25} \mathrm{GaO}_{3}$ has been studied in the temperature range $85-1200 \mathrm{~K}$ using HRPD and SR as well as theoretical simulations. Isostructural behaviour of $\mathrm{Nd}_{0.75} \mathrm{Sm}_{0.25} \mathrm{GaO}_{3}$ to $\mathrm{GdFeO}_{3}$ has been confirmed for the whole temperature region. Thermal dependencies of the lattice parameters and cell volume of $\mathrm{Nd}_{0.75} \mathrm{Sm}_{0.25} \mathrm{GaO}_{3}$ are shown in Figure 70.


FIGURE 70 Thermal dependencies of the lattice parameters in $\mathrm{Nd}_{0.75} \mathrm{Sm}_{0.25} \mathrm{GaO}_{3}$. The dashed lines are polynomial fits: $a_{\mathrm{p}}(T)=5.4040(2)+1.26(4) \times 10^{-7} T-1.14(8) \times 10^{-10} T^{2}+4.0(4) \times 10^{-14} T^{3}$; $b_{\mathrm{p}}(T)=5.4964(2)+0.48(4) \times 10^{-7} T-0.36(8) \times 10^{-10} T^{2}+1.2(4) \times 10^{-14} T^{3} ; c_{\mathrm{p}}(T)=7.6738(3)+$ $0.87(6) \times 10^{-7} T-0.7(1) \times 10^{-10} T^{2}+2.3(6) \times 10^{-14} T^{3}$ for the temperature range $85-1173 \mathrm{~K}$.

### 3.4 Room temperature crystal structures of $\mathrm{RGaO}_{3}$ and stoichiometric solid solutions: Patterns of consistence

As it was shown in a previous section, at RT, all rare earth gallates and their stoichiometric solid solutions have an orthorhombically distorted perovskite structure with different ratios of the normalized lattice parameters $a_{\mathrm{p}}, b_{\mathrm{p}}$, and $c_{\mathrm{p}}$ within the $\mathrm{GdFeO}_{3}$ type. In $\mathrm{LaGaO}_{3}, a_{\mathrm{p}}>c_{\mathrm{p}}>b_{\mathrm{p}}$; in $\mathrm{CeGaO}_{3}, a_{\mathrm{p}}>b_{\mathrm{p}}>c_{\mathrm{p}}$, whereas in other rare earth gallates, this relationship is $b_{\mathrm{p}}>c_{\mathrm{p}}>a_{\mathrm{p}}$. Normalized lattice parameters for all $\mathrm{RGaO}_{3}$ perovskites and $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Ce}-\mathrm{Gd})$ and $\mathrm{Nd}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\operatorname{Pr}$ and Sm$)$ solid solutions are presented as a function of the R-cation radius in Figure 71.

From the variation of the lattice parameters, two regions in the rare earth gallate systems (see Figure 71A) with ionic radii lying either between Lu and $\mathrm{Tb}(\mathrm{Gd})$ or between $\mathrm{Tb}(\mathrm{Gd})$ and La can be distinguished. For gallates that belong to the $\mathrm{Lu}-\mathrm{Tb}(\mathrm{Gd})$ group, all of the lattice parameters increase with increasing rare earth ionic radius. In contrast, in the $\mathrm{Tb}(\mathrm{Gd})-$ La group, the increase of the $a$ - and $c$-parameters is accompanied by a decreasing $b$ parameter.

By analogy with the $\mathrm{RFeO}_{3}$ ferrite series, Marezio et al. (1968) suggested that the anomalous behaviour of the $b$-parameter in the $\mathrm{RGaO}_{3}$ family can be associated with anisotropic variations of the nearest $\mathrm{R}-\mathrm{O}$ distances when the R -cation radius increases. As the size of the R -cation radius increases in the $\mathrm{RFeO}_{3}$ series, the average $\mathrm{R}-\mathrm{O}$ distances to the first nearest neighbour oxygen atoms increase, whereas the corresponding values for the second nearest neighbour oxygen atoms decrease. The first effect dominates from Lu to Gd and the $b$-parameter increases. The $b$ unit cell dimension begins to decreases from Gd to La, which is explained by the second effect becoming dominant in this region (Marezio et al., 1968, 1970).


FIGURE 71 Lattice parameters of $\mathrm{RGaO}_{3}$ phases and $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}, \mathrm{Nd}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions as a function of the average ionic radius of the rare earth cation. Panel $(B)$ is an expanded view of the region highlighted by a rectangular box in (A). Data for $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Sm}-\mathrm{Lu}, \mathrm{Y})$ are from Marezio et al. (1968). The vertical dotted lines separate regions with different ratios of the normalized lattice parameters. The dashed lines are guides for the eye.

The cell volumes increase steadily with increasing R-cation radius, although relative changes in the cell volumes are more pronounced for $\mathrm{RGaO}_{3}$ perovskites with heavy lanthanides. The lattice parameters of solid solutions $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ and $\mathrm{Nd}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ are in good agreement with those of the pure RGaO 3 compounds (Figure 71B). An increase of $r\left(\mathrm{R}^{3+}\right)$ minimizes differences between $a_{\mathrm{p}}, b_{\mathrm{p}}$, and $c_{p}$ and the difference practically disappears in $\mathrm{CeGaO}_{3}$. A further increase of $r\left(\mathrm{R}^{3+}\right)$ causes a change in the relationships between the perovskite lattice parameters. For most $\mathrm{RGaO}_{3}$ compositions, the relationship is $b_{\mathrm{p}}>c_{\mathrm{p}}>a_{\mathrm{p}}$, but for $\mathrm{R}_{1-x} \mathrm{R}_{x}^{\prime} \mathrm{GaO}_{3}$ with ionic radius larger than $1.19 \AA$, it may be $b_{\mathrm{p}}>a_{\mathrm{p}}>c_{\mathrm{p}}, a_{\mathrm{p}}>b_{\mathrm{p}}>$ $c_{\mathrm{p}}$, or $a_{\mathrm{p}}>c_{\mathrm{p}}>b_{\mathrm{p}}$ (Figure 71B).

The variations of individual interatomic distances in the crystal structures of $\mathrm{La}, \mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}$, and Gd gallates together with those in $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=$ $\mathrm{Ce}-\mathrm{Gd})$ and $\mathrm{Nd}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Pr}$ and Sm$)$ solid solutions are shown in Figure 72 as functions of the average rare earth ionic radius.

Interatomic distances $R-G a, R-R, G a-G a$, and $R-O$ show a tendency to merge when the rare earth cation radius $r\left(\mathrm{R}^{3+}\right)$ increases. The variation of $\mathrm{R}-\mathrm{O}$ interatomic distances from $\mathrm{GdGaO}_{3}$ to $\mathrm{LaGaO}_{3}$ illustrates a redistribution due to the reduction of deformation of the perovskite cell and the impending transformation from the orthorhombic to rhombohedral structure. All $\mathrm{RGaO}_{3}$ structures,


FIGURE 72 Interatomic distances $\mathrm{R}-\mathrm{Ga}(\mathrm{A}), \mathrm{R}-\mathrm{R}(\mathrm{B}), \mathrm{Ga}-\mathrm{Ga}(\mathrm{C})$, and $\mathrm{R}-\mathrm{O}(\mathrm{D})$ for $\mathrm{RGaO}_{3}$, $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$, and $\mathrm{Nd}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions as functions of the average ionic radius of the rare earth cation.
however, remain orthorhombic at RT, though the distribution of the 12 nearest $\mathrm{R}-\mathrm{O}$ distances in $\mathrm{LaGaO}_{3}$ and solid solutions with similar R-cation radius is close to the typical $\mathrm{R}-\mathrm{O}$ bonding (3-6-3) in the rhombohedral perovskite. The lack of structural data for $\mathrm{RGaO}_{3}$ perovskites with R-cations heavier than Gd does not allow to establish the relations between the interatomic distances and lattice parameter behaviour in the whole $\mathrm{RGaO}_{3}$ series, similar to the picture given for rare earth ferrites by Marezio et al. (1968).

Similar to the above-described $\mathrm{RAlO}_{3}$ aluminates (Section 2.4), the average interatomic distances $(\mathrm{RR})_{6},(\mathrm{RGa})_{8}$, and $(\mathrm{RO})_{8-12}$ in $\mathrm{RGaO}_{3}$ perovskites increase with increasing $r\left(\mathrm{R}^{3+}\right)$ (Figure 73). Simultaneously, some shortenings of the mean distances $(\mathrm{GaO})_{6}$ and $(\mathrm{OO})_{8}$ occur in the structures of the $\mathrm{RGaO}_{3}$ series. The observed shortening of interatomic bonds within the octahedra can be


FIGURE 73 Mean interatomic distances $(R R)_{6},(R G a)_{8}$, and $(G a G a)_{6}$ in panel $(A)$ and $(R O)_{8-12}$, $(\mathrm{GaO})_{6}$, and $(\mathrm{OO})_{8}$ in panel $(\mathrm{B})$ in $\mathrm{RGaO}_{3}$ and $R_{1-x} R_{x}{ }^{\prime} \mathrm{GaO}_{3}$ as functions of the average ionic radius of the rare earth cation.
explained by a densification of the crystal structure with increasing $\mathrm{R}^{3+}$ ionic radius, when the size of the $\mathrm{R}^{3+}$ cation approaches the effective radius of the oxygen anion.

The distribution of the interatomic distances in $\mathrm{RGaO}_{3}$ and their solid solutions indicates a decreasing deformation of the perovskite structure from $\mathrm{GdGaO}_{3}$ to $\mathrm{LaGaO}_{3}$, which is also supported by the decrease of the average angles describing tilts of $\mathrm{GaO}_{6}$ octahedra (Figure 74).

The perovskite structural deformation parameters, which are presented in Figure 75, show that the deformation steadily decreases in the series of rare earth gallates, when the average ionic radius of the R-cation increases. As one can see in Figure 75A and B, the systematic decrease of the $(\mathrm{RO})_{9-12,}(\mathrm{RGa})_{8},(\mathrm{RR})_{6}$, and $(\mathrm{GaGa})_{6}$ bond strain is related to the increase of $r\left(\mathrm{R}^{3+}\right)$. No changes in the $(\mathrm{RO})_{8}$ and $(\mathrm{AlO})_{6}$ bond-length distortion is observed. The ratio of the cation/ cation distances decreases in the $\mathrm{RGaO}_{3}$ series (Figure 75C), whereas the observed tolerance factors systematically increase (Figure 75D).

### 3.5 Stability of the perovskite structure in rare earth gallates

$\mathrm{RGaO}_{3}$ perovskites with $\mathrm{R}^{3+}$ ionic radii smaller than $\mathrm{Nd}(1.163 \AA)$ could not bee obtained by conventional synthesis routes. Therefore, $\mathrm{R}_{1-\mathrm{x}} \mathrm{R}^{\prime}{ }_{x} \mathrm{GaO}_{3}$ solid solutions have limited homogeneity ranges. The extent of solid solutions formed in $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}$ pseudo-binary systems is shown as a function of the difference of the ionic radius between the end members $\mathrm{LaGaO}_{3}$ and $\mathrm{RGaO}_{3}$ (Figure 76). Continuous solid solutions $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ are formed when $\Delta r<0.06 \mathrm{~A}$ ( $\mathrm{R}=\mathrm{Ce}-\mathrm{Nd}$ ). When $0.085<\Delta r<0.11 \AA$, the homogeneity range of the solid solutions becomes limited to $0.5-0.8$ atomic fractions of the R-component, and


FIGURE 74 Mean octahedral tilt angles at RT in $\mathrm{RGaO}_{3}$ and $\mathrm{R}_{1-\mathrm{x}} \mathrm{R}_{\mathrm{x}} \mathrm{GaO}_{3}$ versus average rare earth ionic radius. The values are calculated from the $\mathrm{Ga}-\mathrm{O} 1-\mathrm{Ga}$ and $\mathrm{Ga}-\mathrm{O} 2-\mathrm{Ga}$ interatomic angles in the corresponding structures.


FIGURE 75 Degree of bond-strain (A-B), ratio of cation-cation distances ( $C$ ), and observed tolerance factors ( $D$ ) in the rare earth gallates as functions of the average ionic radius of the rare earth cation.


FIGURE 76 Plot of homogeneity ranges of perovskite-type solid solutions in $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}$ pseudobinary systems versus the difference of the rare earth ionic radius $\Delta r=r(\mathrm{La})-r(\mathrm{R})$.
when $\Delta r>0.11 \AA(\mathrm{R}=\mathrm{Tb}-\mathrm{Lu}$ and Y$)$, substitution of the R -cation for La cannot exceed $0.02-0.06$ mole fraction. There is not a smooth decrease in the homogeneity range: a rather sudden stop occurs between gadolinium and terbium. This stop prints to two different mechanisms for the limited solubility of perovskites when $0.085<\Delta r<0.11 \AA$ and when $\Delta r>0.11 \AA$.

It is well known that if a solute differs in its atomic size by more than $15 \%$ from the host, then limited or no solubility is likely (Hume-Rothery, 1955). Perovskitetype materials crystallize with close-packed structures, whose main feature is a presence of frameworks of tilted and distorted octahedra. Even minor substitutions on the A-site would lead to strained octahedral frameworks, and further increase may result in its destruction. Therefore, in perovskites, the conventional ' $15 \%$ limit' initially established for metals should be reduced to the level of $10 \%$ or even less. This agrees well with the observed value $\Delta \mathrm{r} \approx 0.11 \AA$. The analysis of the critical contents via the perovskite cell deformation reveals radius limitations at 1.213, $1.212,1.210,1.208$, and $1.209 \AA$ corresponding to $x=0.06,0.06,0.04,0.03$, and 0.02 for Er , Ho, Y, Dy , and Tb -containing $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$, respectively. Observed radii corresponding to limitations in solubility for different $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Tb}-\mathrm{Er}$ and Y ) are very close to each other.

The diagram shown in Figure 76 cannot explain limited solid solubility in other $\mathrm{RGaO}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ pseudo-binary systems. For instance, solid solutions of $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ are limited when $x \approx 0.9$; for $\operatorname{Pr}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}, \mathrm{Pr}_{1-x} \mathrm{Eu}_{x} \mathrm{GaO}_{3}$, and $\mathrm{Nd}_{1-x} \mathrm{Eu}_{x} \mathrm{GaO}_{3}$ solid solutions, it is already known that the limit is above $x \approx 0.5$, whereas for $\mathrm{PrGaO}_{3}-\mathrm{GdGaO}_{3}$ and $\mathrm{NdGaO}_{3}-\mathrm{GdGaO}_{3}$ systems, the limiting amount of gadolinium is less than $50 \mathrm{at} . \%$. Moreover, the difficulties in obtaining $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Sm}-\mathrm{Lu})$ at ambient pressure may be directly related to such limitations.

The average rare earth cationic radius is a measure of the structural deformation for an interlanthanide substitution in the $\mathrm{RGaO}_{3}$ perovskite series. Therefore, an attempt to rephrase relevant discussions in terms of the average rare earth cationic radius has been made in Senyshyn et al. (2005b). A generalized stability diagram has been constructed (Figure 77), where $\mathrm{R}^{3+}$ radii corresponding to observed limitations in solubility for $\mathrm{La}_{1-x} \mathrm{Gd}_{x} \mathrm{GaO}_{3}, \mathrm{La}_{1-x} \mathrm{Eu}_{x} \mathrm{GaO}_{3}, \mathrm{La}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$, and $\mathrm{Nd}_{1 x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ solid solutions are presented by solid symbols as a function of $\Delta r$, whereas the open symbols illustrate the critical radii in the $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}$ ( $\mathrm{R}=\mathrm{Tb}-\mathrm{Er}$ and Y ) systems. Radii corresponding to solubility limitations in $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Tb}-\mathrm{Er}$ and Y$)$ systems are nearly constant with the mean value of about $1.210(2) \AA$, whereas for those in the $\mathrm{LaGaO}_{3}-\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{Sm}-\mathrm{Gd})$ and $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ systems, a linear behaviour was observed.

Three regions can be distinguished in Figure 77. In $\mathrm{RGaO}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ pseudobinary systems with $\Delta r>0.11 \AA$, a continuous solid solution with perovskite structure is not formed due to the large difference in the rare earth cationic radii of the constituents; for $\mathrm{RGaO}_{3}$ and solid solutions in $\mathrm{RGaO}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ with average radius $r(\mathrm{R})<1.128(3)+0.32(3) \Delta r$, the perovskite structure is most probably not obtainable using a solid-state reaction synthesis, but the thermobaric technique can be used instead. Only compounds with $r(\mathrm{R})$ and $\Delta r$ fulfilling the following inequalities (also shown as the hashed region in Figure 77) may be obtained at ambient pressure in pure perovskite form:

$$
r(R)>1.128(3)+0.32(3) \Delta r, \quad \Delta r<0.11 \AA
$$

Senyshyn et al. (2005b) applied one more criterion, that is, the boundary ( $1.177 \AA$ ) separating $\mathrm{RGaO}_{3}$ and their solid solutions with and without first-order ortho-rhombic-to-rhombohedral phase transformation below their melting point, which


FIGURE 77 Generalized stability diagram for $\mathrm{RGaO}_{3}$ and solid solutions in $\mathrm{RGaO}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ pseudobinary systems. $\Delta r$ is the difference of $r(\mathrm{R})-r\left(\mathrm{R}^{\prime}\right)$.
can lead to damaging or breaking of single crystals. The phase transformations occurring in $\mathrm{RGaO}_{3}$ and their solid solutions are described in Chapter 243.

### 3.6 Phase transitions and thermal expansion

### 3.6.1 Phase diagram

In contrast to rare earth aluminates, only one type of the phase transformation, namely, $\mathrm{Pbnm}-R \overline{3} c$ is observed in the corresponding gallates. In $\mathrm{LaGaO}_{3}$, this transition occurs at ca. 420 K ; in cerium gallate, at 1228 K ; and in $\mathrm{PrGaO}_{3}$, at about 1850 K . The same phase transformation occurs in $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions. With increasing R-content in $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$, the temperature of the Pbnm-R $\overline{3} c$ phase transition increases in the $\mathrm{Ce}-\mathrm{Pr}-\mathrm{Nd}-\mathrm{Sm}-\mathrm{Gd}-\mathrm{Ho}-\mathrm{Er}$ series (Figure 78A). The variation of the transition temperatures in $\mathrm{RGaO}_{3}$ perovskites and their solid solutions shows linear behaviour (Figure 78B), when it is plotted versus the average rare earth ionic radius (Vasylechko et al., 2001a, 2002b).

From experimental data regarding the $\mathrm{Pbnm}-R \overline{3} c$ phase transformation occurring in $\mathrm{RGaO}_{3}$ and their solid solutions as well as other available data about the melting points of $\mathrm{RGaO}_{3}$ (Nicolas et al., 1983; Mizuno and Yamada, 1985, 1988, 1989; Mizuno et al., 1985; Portnoj and Timofeeva, 1986; Bondar et al., 1988; Sasaura and Miyazawa, 1992; Miyazawa et al., 1993b), a generalized phase diagram may be constructed (Figure 79).

Melting and phase transformation temperatures were fitted by the linear functions of average rare earth ionic radius. The value of $1.177 \AA$ has been determined from the intercept of two lines separating compositions with and without the $\operatorname{Pbnm}-R \overline{3} c$ phase transformation below the melting point.

O'Bryan et al. (1990) proposed a set of criteria for good substrate materials. One of them is the absence of structural phase transitions not only in the


FIGURE 78 Orthorhombic-to-rhombohedral phase transition temperatures in $\mathrm{RGaO}{ }_{3}$ and $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}$ solid solutions as functions of composition (A) and average R -cation radius (B).


FIGURE 79 The generalized phase diagram of $R \mathrm{RaO}_{3}$ and solid solutions of $R \mathrm{RaO}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ pseudobinary systems. The letters L, O, and Rh designate liquid, orthorhombic, and rhombohedral phase fields, respectively. Linear fits of the observed critical temperatures: $T_{\mathrm{O}-\mathrm{Rh}}(r)=47(1) \times 10^{3}-$ $38.0(9) \times 10^{3} \times r ; T_{\mathrm{L}}(r)=0.3(7) \times 10^{3}+1.8(6) \times 10^{3} \times r$.
temperature region of film deposition but also below the melting point of the substrate material in order to fully suppress the formation of micro-twins and reduce roughness of the substrate surface (Miyazawa, 1989). Detailed studies of $\mathrm{RGaO}_{3}$ with respect to meeting the criteria by $\mathrm{O}^{\prime}$ Bryan et al. were given by Senyshyn et al. (2005b). Thus, for those $\mathrm{RGaO}_{3}$ and their solid solutions that have the average ionic radius in a ninefold coordination sphere greater than $1.177 \AA$, the Pbnm-R $\overline{3} c$ phase transition is expected to occur, resulting in strong tendency to twinning. Twin-free neodymium gallate was already described in the literature (Sasaura and Miyazawa, 1993), whereas to the best of our knowledge, twin-free $\mathrm{LaGaO}_{3}, \mathrm{CeGaO}_{3}$, or $\mathrm{PrGaO}_{3}$ single crystals could not be obtained so far. Therefore, the stability diagram shown in Figure 77 has been redrawn (see Figure 80). A narrow region of $\mathrm{RGaO}_{3}$ and solid solutions $\mathrm{RR}^{\prime} \mathrm{GaO}_{3}$, with $r(\mathrm{R})$ and $\Delta r$ satisfying conditions $r(\mathrm{R})>1.128(3)+0.32(3) \Delta r, \Delta r<0.11 \AA$, and $r(\mathrm{R})<$ $1.177 \AA$, may used as a guide for selecting potential substrates.

### 3.6.2 Thermal expansion

The $\operatorname{Pbnm}-R \overline{3} c$ phase transformation which occurs in rare earth gallates is first order in nature, and in addition to chemical composition and temperature, it influences the thermal expansion. Thermal behaviour of the cell volume of $\mathrm{RGaO}_{3}$ and some selected compositions of the $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Ce}-\mathrm{Gd})$ and $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ systems is shown in Figure 81. HT structural data of lanthanum gallate were taken from Slater et al. (1998a) and Howard and Kennedy (1999). The observed cell dimensions were normalized to their RT values according to Eq. (7).

Neglecting LT structural anomalies that occur in praseodymium-containing gallates, in the whole temperature range $12-1200 \mathrm{~K}$, the cell volumes increase


FIGURE 80 The generalized stability diagram of $\mathrm{RGaO}_{3}$ and solid solutions of $\mathrm{RGaO} \mathrm{O}_{3}-\mathrm{R}^{\prime} \mathrm{GaO}_{3}$ pseudobinary systems. The hatched region indicates materials potentially suitable for twin-free substrates.
systematically in $\mathrm{NdGaO}_{3}-\mathrm{PrGaO}_{3}-\mathrm{CeGaO}_{3}-\mathrm{LaGaO}_{3}$, whereas the cell volumes for the respective $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Ce}, \mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}, \mathrm{Gd}$, and Eu ) and $\mathrm{Nd}_{0.75} \mathrm{Sm}_{0.25} \mathrm{GaO}_{3}$ solid solutions have intermediate values in accordance with the average R-cation radius. The normalized cell volumes display almost identical temperature behaviour for all $\mathrm{RGaO}_{3}$ compounds and their solid solutions (see Figure 81B).

The temperature behaviour of the lattice parameters in $\mathrm{RGaO}_{3}$ as well as in some compositions of $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Ce}-\mathrm{Gd})$ and $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ are shown in Figure 82A, C, and E. In contrast to similarities in the thermal evolution of the volume, discrepancies in the thermal expansion along different crystallographic directions are pronounced. The analysis of the thermal expansion reveals the largest elongation along the $a(0.94-1.08 \%$ at 1200 K$)$ and $c(0.79-1.01 \%$ at 1200 K ) directions in the orthorhombic lattice (Figure 82B and F). The elongation of the lattice in the $b$-direction (Figure 82D) is less pronounced ( $0.49-0.69 \%$ ).

The linear thermal expansion coefficient $\alpha$ can be determined from the derive of the temperature dependence of the cell dimension as $\alpha=\partial \ln \{L(T)\} / \partial T$. Here, $L(T)$ is the cell dimension at the corresponding temperature $T$. The volumetric TEC can be expressed via fundamental parameters, such as the Grüneisen parameter $\gamma_{\mathrm{V}}$, the bulk modulus $K$, the molar volume $V_{\mathrm{m}}$, the heat capacity $C$, phonon frequencies $\omega$, and the internal energy $U$ :

$$
\begin{equation*}
\alpha_{\mathrm{v}}=\frac{1}{K V_{\mathrm{m}}}\left(C_{\gamma_{\mathrm{v}}}+\left(\frac{\partial \omega}{\partial T}\right)_{\mathrm{V}} U\right) \tag{9}
\end{equation*}
$$

At LT, the crystal behaves like a harmonic solid and the dependence of the phonon frequencies on temperature is negligibly small allowing one to ignore the


FIGURE 81 Thermal variation of cell volumes $(A)$ and volumetric thermal expansion $\eta(B)$ for $\mathrm{RGaO}_{3}, \mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Ce}-\mathrm{Gd})$, and $\mathrm{Nd}_{0.75} \mathrm{Sm}_{0.25} \mathrm{GaO}_{3}$ solid solutions.
second term in Eq. (9). This is a principle of the quasi-harmonic approximation and its application leads to the following expression:

$$
\begin{equation*}
\alpha_{V}=\frac{\gamma_{V} \rho C_{V}}{K_{T}}=\frac{\gamma_{V} \rho C_{P}}{K_{S}}, \tag{10}
\end{equation*}
$$

where $\gamma_{\mathrm{V}}$ is the Grüneisen parameter, $\rho$ is the density of the material, $K_{\mathrm{T}}$ and $K_{\mathrm{S}}$ are isothermal and adiabatic bulk moduli, and $C_{V}$ and $C_{P}$ are the heat capacities at constant volume and pressure, respectively.

Senyshyn et al. (2005b) calculated the above-mentioned properties and determined the thermal expansion coefficient of rare earth gallates using a semiclassical approach. Ideal (X-ray) density, Grüneisen parameter, isohoric heat capacity $C_{V}$, bulk and shear moduli, and thermal expansion coefficient were calculated for $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{La}-\mathrm{Gd})$ at 300 K are listed in Table 47.

In most cases, phonon-phonon interactions dominate the thermal expansion coefficient $\alpha$ in a solid. The heat capacity and thermal expansion coefficient can be described by the sum of different contributions, for example, lattice, magnetic, electronic etc. Rare earth gallates are wide-band dielectrics, and above liquid helium temperature, they possess paramagnetism, therefore both electronic and magnetic contributions occurring in these materials can be neglected. However, thermal and magnetic properties of $4 f$-element containing materials display anomalies caused by interactions between crystal electric field and the electronic subsystem. Unfortunately, the approach employed by Senyshyn et al. (2005b) is not suitable to simulate such kinds of interactions, which are presumably the reasons for the LT anomalies in cerium and praseodymium containing aluminates as well as in the praseodymium containing gallates. Furthermore, the quasiharmonic approximation is valid only at LT, which may be the reason for the


FIGURE 82 Thermal dependencies of lattice parameters (A, C, E) and their relative expansion ( $B, D, F$ ) of orthorhombic rare earth gallates.

TABLE 47 Ideal ( $X$-ray) density ( $\rho$ ), Grüneisen parameter $\left(\gamma_{V}\right)$, isohoric heat capacity ( $C_{V}, Z=4$ ), entropy $(S)$, bulk $\left(K_{T}\right)$ and shear $\left(G_{T}\right)$ moduli, and volumetric thermal expansion coefficient ( $\alpha_{\mathrm{v}}$ ) calculated for $\mathrm{RGaO}_{3}(\mathrm{R}=\mathrm{La}-\mathrm{Gd})$ at 300 K using semi-classical approach (Senyshyn et al., 2005b)

|  | $\rho\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | $\gamma_{v}$ <br> (arb. units) | $C_{V}$ <br> $(\mathrm{~J} / \mathrm{mole} / \mathrm{K})$ | $S$ <br> $(\mathrm{~J} / \mathrm{mole} / \mathrm{K})$ | $K_{T}$ <br> $(\mathrm{GPa})$ | $G_{T}$ <br> $(\mathrm{GPa})$ | $\alpha_{V} \times 10^{6}$ <br> $\left(\mathrm{~K}^{-1}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{LaGaO}_{3}$ | 7.247 | 1.433 | 401.3 | 424.0 | 182.7 | 104.5 | 22.8 |
| $\mathrm{CeGaO}_{3}$ | 7.364 | 1.408 | 399.4 | 417.3 | 186.4 | 104.1 | 22.2 |
| $\mathrm{PrGaO}_{3}$ | 7.429 | 1.373 | 398.3 | 413.7 | 187.7 | 104.9 | 21.6 |
| $\mathrm{NdGaO}_{3}$ | 7.564 | 1.317 | 397.3 | 411.0 | 188.7 | 105.8 | 21.0 |
| $\mathrm{PmGaO}_{3}$ | 7.646 | 1.281 | 395.7 | 405.8 | 190.8 | 106.9 | 20.3 |
| $\mathrm{SmGaO}_{3}$ | 7.843 | 1.235 | 394.7 | 403.8 | 192.2 | 107.7 | 19.9 |
| $\mathrm{EuGaO}_{3}$ | 7.934 | 1.198 | 393.4 | 400.4 | 193.7 | 108.6 | 19.3 |
| $\mathrm{GdGaO}_{3}$ | 8.143 | 1.177 | 392.1 | 397.3 | 195.8 | 109.6 | 19.2 |

slightly underestimated thermal expansion coefficients. Hence, in order to simulate structural properties at HT, other techniques should be applied, for example molecular dynamics simulations, that have been successfully used to predict HT/ high-pressure structural behaviour of $\mathrm{NdGaO}_{3}$ (Senyshyn et al., 2004a) showing fair agreement with experimental data.

The experimentally observed temperature evolution of lattice parameters and cell volumes of rare earth gallates at LT displays a highly non-linear behaviour, whereas at temperatures above RT, it can be extrapolated linearly within little uncertainty. Thermal expansion coefficients are determined from the slope of the curve. The linear thermal expansion coefficients of $\mathrm{RGaO}_{3}$ as well as for some compositions from $\mathrm{La}_{1-x} \mathrm{R}_{x} \mathrm{GaO}_{3}(\mathrm{R}=\mathrm{Ce}-\mathrm{Gd})$ and $\mathrm{Nd}_{1-x} \mathrm{Sm}_{x} \mathrm{GaO}_{3}$ systems are listed in Table 48 for different crystallographic directions and are shown in Figure 83 as functions of the average rare earth ionic radius. In the temperature range $300-1200 \mathrm{~K}$, the linear thermal expansion coefficients of orthorhombic rare earth gallates lie within the limits $\alpha_{a}=(10.3-12.6) \times 10^{-6} \mathrm{~K}^{-1}, \alpha_{b}=(5.3-7.7) \times 10^{-6}$ $\mathrm{K}^{-1}$, and $\alpha_{c}=(9.3-11.65) \times 10^{-6} \mathrm{~K}^{-1}$. Increasing rare earth ionic radius causes a weak reduction of $\alpha_{c}$ and, respectively, an increase of $\alpha_{b}$, whereas $\alpha_{a}$ remains almost constant. The volumetric thermal expansion coefficient of orthorhombic gallates (Figure 83B) shows a weak decrease when the average ionic radii of the rare earth elements increases. Similar to aluminates, $\alpha_{V}$ of the rhombohedral structures is larger than that of the orthorhombic structures.

### 3.7 Dielectric properties of rare earth gallates

In contrast to rare earth aluminates, the microwave dielectric properties (dielectric permittivities and losses) of rare earth orthogallates were studied less. The relative dielectric permittivity in $\mathrm{LaGaO}_{3}$ has been reported to be 25 (Sandstrom et al., 1988), in $\mathrm{PrGaO}_{3}, \varepsilon_{\mathrm{r}}$ is 24 (Sasaura et al., 1990a), whereas in neodymium gallate, $\varepsilon_{\mathrm{r}}$ from 20 to 23 were given by different authors (Konaka et al., 1991; Konopka and

TABLE 48 Thermal expansion coefficients of rare earth gallates $\left(\mathrm{K}^{-1}\right)$

|  | Space <br> group | Temperature <br> $(\mathrm{K})$ | $\alpha_{a} \times$ <br> $10^{6}$ | $\alpha_{b} \times$ <br> $10^{6}$ | $\alpha_{c} \times$ | $\alpha_{\mathrm{v}} \times$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Compound | Pbnm | $210-400$ | 11.16 | 6.98 | 7.66 | 25.78 |
| $\mathrm{LaGaO}_{3}$ | $R-3 c$ | $420-1200$ | 8.49 | - | 15.30 | 32.62 |
| $\mathrm{LaGaO}_{3}{ }^{1}$ | Pbnm | $298-1200$ | 10.35 | 7.69 | 11.04 | 29.32 |
| $\mathrm{CeGaO}_{3}$ | Pbnm | $298-1200$ | 11.26 | 6.25 | 11.13 | 29.21 |
| $\mathrm{PrGaO}_{3}$ | Pbnm | $298-1200$ | 11.94 | 5.62 | 11.34 | 29.06 |
| $\mathrm{NdGaO}_{3}$ | Pbnm | $301-923$ | 11.3 | 2.3 | 9.1 | 22.7 |
| $\mathrm{NdGaO}_{3}{ }^{2}$ | Pbnm | $298-1273$ | 12.5 | 4.2 | 9.8 | 26.5 |
| $\mathrm{NdGaO}_{3}{ }^{3}$ | Pbnm | $298-1000$ | 12.6 | 7.05 | 9.33 | 29.22 |
| $\mathrm{La}_{0.4} \mathrm{Ce}_{0.6} \mathrm{GaO}_{3}$ | $R-3 c$ | $1000-1200$ | 12.57 | - | 5.20 | 30.97 |
| $\mathrm{La}_{0.4} \mathrm{Ce}_{0.6} \mathrm{GaO}_{3}$ | Pbnm | $298-1200$ | 11.34 | 6.78 | 10.21 | 28.56 |
| $\mathrm{La}_{0.2} \mathrm{Pr}_{0.8} \mathrm{GaO}_{3}$ | Pbnm | $298-1200$ | 11.03 | 7.27 | 9.70 | 28.26 |
| $\mathrm{La}_{0.4} \mathrm{Pr}_{0.6} \mathrm{GaO}_{3}$ | Pbnm | $298-1200$ | 11.22 | 7.43 | 9.60 | 28.42 |
| $\mathrm{La}_{0.63} \mathrm{Nd}_{0.37} \mathrm{GaO}_{3}$ | Pbnm | $298-1200$ | 11.9 | 6.75 | 8.54 | 27.32 |
| $\mathrm{La}_{0.6} \mathrm{Sm}_{0.4} \mathrm{GaO}_{3}$ | Pbnm | $298-1200$ | 10.71 | 6.82 | 10.62 | 28.38 |
| $\mathrm{La}_{0.6} \mathrm{Eu}_{0.4} \mathrm{GaO}_{3}$ | Pbnm | $298-800$ | 11.57 | 6.78 | 8.68 | 28.13 |
| $\mathrm{La}_{0.9} \mathrm{Gd}_{0.1} \mathrm{GaO}_{3}$ | $R-3 c$ | $800-1200$ | 10.32 | - | 13.89 | 35.11 |
| $\mathrm{La}_{0.9} \mathrm{Gd}_{0.1} \mathrm{GaO}_{3}$ | Pbnm | $298-1200$ | 11.78 | 5.30 | 11.50 | 28.84 |
| $\mathrm{Nd}_{0.75} \mathrm{Sm}_{0.25} \mathrm{GaO}_{3}$ | Pbm |  |  |  |  |  |

${ }^{1}$ Calculated from the lattice parameters given in Howard and Kennedy (1999).
${ }^{2}$ Data from Chaix-Pluchery et al. (2005).
${ }^{3}$ Data from Sandiumenge et al. (1994).


FIGURE 83 Components of the thermal expansion tensor ( $A$ ) and volumetric thermal expansion coefficient (B) versus rare earth cation radius in rare earth gallates. The dashed lines are guides for the eye.

Wolff, 1992; Krupka et al., 1994; Savytskii et al., 1999; Kim et al., 2002). Using a semi-classical approach and analytical form for an interatomic interactions, Senyshyn et al. (2005b) calculated the RT dielectric constants for $\mathrm{RGaO}_{3}$ orthogallates with perovskite structure $(\mathrm{R}=\mathrm{La}-\mathrm{Gd})$ being equal to $26.5(\mathrm{R}=\mathrm{La}), 25.0$ $(\mathrm{R}=\mathrm{Ce}), 23.9(\mathrm{R}=\mathrm{Pr}), 22.9(\mathrm{R}=\mathrm{Nd}), 21.6(\mathrm{R}=\mathrm{Pm}), 20.8(\mathrm{R}=\mathrm{Sm}), 20.0(\mathrm{R}=\mathrm{Eu})$, and $19.2(\mathrm{R}=\mathrm{Gd})$. The obtained values are in good agreement with experimental data, whereas the dependence of $\varepsilon_{\mathrm{r}}$ for rare earth substitution is consistent with the behaviour of $\mathrm{RTiNbO}_{6}$ (Sebastian et al., 2001), RTiTaO 6 (Surendran et al., 2002), and $\mathrm{RAlO}_{3}$ (Cho et al., 1999a).

Among all rare earth orthogallates with perovskite structure, the dielectric losses have been studied precisely only for neodymium gallate. At 6.5 GHz and temperatures above ca. 100 K , the $\tan \delta$ has been found to be about $10^{-4}$, and further cooling results in an increase of $\tan \delta\left(7 \times 10^{-4}\right.$ at $\left.T<50 \mathrm{~K}\right)$ (Konaka et al., 1991). A similar trend was observed by Konopka and Wolff (1992) in the dielectric properties of $\mathrm{NdGaO}_{3}$ at microwave frequencies from 4 to 40 GHz and at temperatures from 10 to 300 K . The authors suggested that collective interactions of $\mathrm{Nd}^{3+}$ magnetic moments and microwave fields are responsible for the increase of losses at LT. Krupka et al. (1994) observed an increase of $\tan \delta$ in $\mathrm{NdGaO}_{3}$ upon cooling from ca. $6 \times 10^{-4}$ at RT to ca. $10^{-3}$ at 70 K and no influence of an applied static magnetic field was observed.

The atomistic approach used by Senyshyn et al. (2005b) has been found inadequate to simulate anomalies of $\tan \delta$ observed in neodymium gallate, which could be the indicator of an electronic effects involved. A similar kind of a rather atypical behaviour of dielectric properties has been observed in Nd-doped $\mathrm{YAlO}_{3}$ (Konaka et al., 1991) and in NdSrGaO 4 (Konopka and Wolff, 1992; Konopka et al., 1992). This could be attributed to intrinsic nature of $\mathrm{Nd}^{3+}$.

Unfortunately, there is no information available on the dielectric losses of lanthanum and praseodymium gallates; however, the work performed by Sasaura et al. (1990a) and Dube et al. (1994) allows one to expect them to be reasonably low.

Recent progress in the field of wireless telecommunications has resulted in demand for temperature-stable materials ( $\left.t_{\mathrm{f}} \approx 0 \mathrm{ppm} / \mathrm{K}\right)$ with $\varepsilon_{r}>40$ and $Q \times f_{\mathrm{r}}>$ 40000. As has been mentioned in Section 2.6, compensation of $t_{\mathrm{f}}$ can be achieved by combining two compatible compounds with opposite $t_{\mathrm{f}}$. Typical for rare earth perovskites, the temperature coefficient of the resonant frequency is negative, which makes them suitable to be used in combination with alkaline-earth titanates. For instance, for the orthorhombic perovskite calcium titanate $\mathrm{CaTiO}_{3}, \varepsilon_{\mathrm{r}}=$ $170, Q \times f_{\mathrm{r}}=3500 \mathrm{GHz}$, and it has a high positive temperature coefficient of the resonant frequency ( $\left.t_{\mathrm{f}} \approx+800 \mathrm{ppm} / \mathrm{K}\right)$. This property makes pure $\mathrm{CaTiO}_{3}$ useless for most applications. Combining $\mathrm{CaTiO}_{3}$ with perovskite-type rare earth gallates may lead to the suppression of the large positive $t_{\mathrm{f}}$ and to the reduction of the dielectric loss ( $\tan \delta$ ). Dielectric properties in $\mathrm{LaGaO}_{3}-\mathrm{CaTiO}_{3}, \mathrm{La}_{0.50} \mathrm{Nd}_{0.50} \mathrm{GaO}_{3}-$ $\mathrm{CaTiO}_{3}, \quad \mathrm{NdGaO}_{3}-\mathrm{CaTiO}_{3}$, and $\mathrm{NdGaO}_{3}-\mathrm{CaTiO}_{3}$ pseudo-binary systems were studied in Suvorov et al. (2001) and Nenasheva et al. (2003) and these are listed in Table 49. The $\varepsilon_{\mathrm{r}}$ increases with increasing content of calcium

TABLE 49 Dielectric properties of microwave dielectric materials based on $\mathrm{RGaO}_{3}$

| Composition | Sample, sintering conditions ${ }^{7}$ | $\varepsilon_{r}$ | Q $\times$ ( GHz ) | $f(\mathrm{GHz})$ | $t_{\text {f }}(\mathrm{ppm} / \mathrm{K})$ | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{LaGaO}_{3}$ | single crystal | 26.0 | 600000 | 500 | - | Sobolewski et al. (1991) |
| $\left(\mathrm{LaGaO}_{3}\right)_{0.4}\left(\mathrm{CaTiO}_{3}\right)_{0.6}$ | 1450/12 | 45 | 34000 | - | -20 | Suvorov et al. (2001) |
| $\left(\mathrm{LaGaO}_{3}\right)_{0.35}\left(\mathrm{CaTiO}_{3}\right)_{0.65}$ | 1450/12 | 48 | 32000 | - | 2 |  |
| $\left(\mathrm{LaGaO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | 1450/12 | 52 | 27000 | - | 40 |  |
| $\left(\mathrm{LaGaO}_{3}\right)_{0.36}\left(\mathrm{CaTiO}_{3}\right)_{0.64}$ | - | 46.5 | 48000 | 8 | -2.9 | Nenasheva et al. (2003) |
| $\left(\mathrm{LaGaO}_{3}\right)_{0.34}\left(\mathrm{CaTiO}_{3}\right)_{0.66}$ | - | 47.5 | 46000 | 8 | 3.6 |  |
| $\left(\mathrm{La}_{0.50} \mathrm{Nd}_{0.50} \mathrm{GaO}_{3}\right)_{0.34}\left(\mathrm{CaTiO}_{3}\right)_{0.66}$ | - | 43.6 | 43000 | 8 | -9.5 |  |
| $\left(\mathrm{La}_{0.50} \mathrm{Nd}_{0.50} \mathrm{GaO}_{3}\right)_{0.33}\left(\mathrm{CaTiO}_{3}\right)_{0.67}$ | - | 44.7 | 41000 | 8 | 6.3 |  |
| $\left(\mathrm{LaGaO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | - | 49.4 | 29000 | 8 | 21.5 |  |
| $\mathrm{NdGaO}_{3}$ | - | 22 | 85000 | - | - | Kim et al. (2002) |
| $\mathrm{NdGaO}_{3}$ | single crystal | 21.9 | 44000 | 18.5 | 183 | Krupka et al. (1994) |
| $\left(\mathrm{NdGaO}_{3}\right)_{0.4}\left(\mathrm{CaTiO}_{3}\right)_{0.6}$ | 1450/12 | 44 | 30000 | - | -18 | Suvorov et al. (2001) |
| $\left(\mathrm{NdGaO}_{3}\right)_{0.35}\left(\mathrm{CaTiO}_{3}\right)_{0.65}$ | 1450/12 | 45 | 38000 | - | 1 |  |
| $\left(\mathrm{NdGaO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | 1450/12 | 49 | 32000 | - | 35 |  |
| $\left(\mathrm{SmGaO}_{3}\right)_{0.4}\left(\mathrm{CaTiO}_{3}\right)_{0.6}$ | 1450/12 | 42 | 35000 | - | -11 |  |
| $\left(\mathrm{SmGaO}_{3}\right)_{0.35}\left(\mathrm{CaTiO}_{3}\right)_{0.65}$ | 1450/12 | 45 | 34000 | - | 1 |  |
| $\left(\mathrm{SmGaO}_{3}\right)_{0.3}\left(\mathrm{CaTiO}_{3}\right)_{0.7}$ | 1450/12 | 51 | 18000 | - | 41 |  |

[^35]titanate, which occurs at the expense of the high-quality factor $Q \times f_{\mathrm{r}}$. It is now possible to prepare ceramics with a temperature-stable resonant frequency with $\varepsilon_{\mathrm{r}}>40$ and $Q \times f_{\mathrm{r}}>40000$.
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| 1 | $\mathrm{Na}_{9}\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 32 \mathrm{H}_{2} \mathrm{O}$ |
| :---: | :---: |
| 1a | $\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]^{9-}$ |
| 2 | $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{Eu}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}$ |
| 2a | $\left[\mathrm{Eu}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right]^{18-}$ |
| 3 | $\mathrm{Na}_{2} \mathrm{H}_{19}\left\{\left[\mathrm{Eu}_{3} \mathrm{O}(\mathrm{OH})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\right]_{2} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}$ |
| 3 a | $\left\{\left[\mathrm{Eu}_{3} \mathrm{O}(\mathrm{OH})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\right]_{2} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\}^{21-}$ |
| 4 | $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{Eu}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ |
| 4a | $\left[\mathrm{Eu}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right]^{14-}$ |
| 5 | $\left[\mathrm{Eu}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{12}\right]\left[\mathrm{Mo}_{8} \mathrm{O}_{27}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}$ |
| 5a | $\left[\mathrm{Mo}_{8} \mathrm{O}_{27}\right]^{6-}$ |
| 6 | $\mathrm{K}_{2} \mathrm{H}_{3}\left\{\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{3}\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]\right\} \cdot 13 \mathrm{H}_{2} \mathrm{O}$ |
| 6a | $\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]^{14-}$ |
| 7 | $\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{2}\left[\mathrm{~V}_{10} \mathrm{O}_{28}\right] \cdot 8 \mathrm{H}_{2} \mathrm{O}$ |
| 8 | $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{1.4} \mathrm{Eu}_{1.6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}$ |
| 9 | $\mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{4.3} \mathrm{Eu}_{1.7} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}\right.$ |
| 10 | $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{3.1} \mathrm{Eu}_{0.9}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ |
| 11 | $\begin{aligned} & {\left[{ }^{i} \mathrm{PrNH}_{3}\right]_{24}\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{122}^{\mathrm{VI}} \mathrm{O}_{452} \mathrm{H}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{66}\left\{\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{2}\right]} \\ & \cdot 156 \pm 5 \mathrm{H}_{2} \mathrm{O} \end{aligned}$ |
| 11a | $\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{122}^{\mathrm{VI}} \mathrm{O}_{452} \mathrm{H}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{66}\left\{\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{2}\right]^{24-}$ |
| 12 | $\begin{aligned} & {\left[\mathrm{NH}_{3}\right]_{4}\left[\mathrm{Mo}_{24} \mathrm{Mo}_{96} \mathrm{O}_{366} \mathrm{H}_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{48}\left\{\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{6}\right] \cdot 180 \pm} \\ & 20 \mathrm{H}_{2} \mathrm{O} \end{aligned}$ |
| 12a | $\left[\mathrm{Mo}_{24}^{\mathrm{V}} \mathrm{Mo}_{96}^{\mathrm{VI}} \mathrm{O}_{366} \mathrm{H}_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{48}\left\{\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{6}\right]^{4-}$ |
| 13 | $\left.{ }^{i} \mathrm{PrNH}_{3}\right]_{8}\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{126}^{\mathrm{VI}} \mathrm{O}_{458} \mathrm{H}_{12}\left(\mathrm{H}_{2} \mathrm{O}\right)_{66}\right] \cdot 127 \mathrm{H}_{2} \mathrm{O}$ |
| 13a | $\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{126}^{\mathrm{VI}} \mathrm{O}_{458} \mathrm{H}_{12}\left(\mathrm{H}_{2} \mathrm{O}\right)_{66}\right]^{8-}$ |
| $\Phi$ | quantum yield of photoluminescence |
| $\Phi_{\text {et }}$ | quantum yield of overall energy transfer from $\mathrm{O} \rightarrow \mathrm{M}$ lmct to ${ }^{5} \mathrm{D}_{0}$ states |
| $\Phi_{\text {triplet }}$ | quantum yield of ${ }^{3} \mathrm{~T}_{1 \mathrm{u}} \mathrm{O} \rightarrow \mathrm{M}$ lmct triplet emission |
| $\alpha$ | donor-acceptor interaction parameter |
| $\eta_{\text {rad }}$ | ratio of radiation of the ${ }^{5} \mathrm{D}_{0}$ state of $\mathrm{Eu}^{3+}$ $\left\{=k_{\mathrm{rad}} /\left(k_{\mathrm{rad}}+k_{\mathrm{nr}}\right)\right\}$ |
| $\lambda$ | wavelength of light |
| $\tau_{\text {triplet }}$ | exponential decay time of ${ }^{3} \mathrm{~T}_{1 \mathrm{u}} \mathrm{O} \rightarrow \mathrm{M}$ lmct states |
| $\tau_{\mathrm{H}_{2} \mathrm{O}}^{-1}$ | reciprocal lifetime in $\mathrm{H}_{2} \mathrm{O}$ in $(\mathrm{ms})^{-1}$ |
| $\tau_{\tau_{\mathrm{D}_{2} \mathrm{O}}^{-1}}^{\tau_{\mathrm{D}}}$ | reciprocal lifetime in $\mathrm{D}_{2} \mathrm{O}$ in $(\mathrm{ms})^{-1}$ intrinsic lifetime of donor |
| $\omega_{1}$ | central Mo-O-Mo bond angle of $\left\{\mathrm{Mo}_{14}\right\}$-typed framework |
| $\omega_{2}$ | central Mo-O-Mo bond angle of the half-moiety of $\left\{\mathrm{Mo}_{14}\right\}$ |
| $\omega_{3}$ | $\mathrm{O}-\mathrm{Mo}-\mathrm{O}$ bond angle for linking the above two central O atoms |
| $a$ | hyperfine coupling constant in mT (militesla) unit |
| $k_{\text {ET }}$ | nearest-neighbour energy-transfer rate between donor-acceptor pair |


| $k_{\mathrm{nr}}$ | non-radiative rate of the ${ }^{5} \mathrm{D}_{0}$ state of $\mathrm{Eu}^{3+}$ |
| :---: | :---: |
| $k_{\text {rad }}$ | radiative rate of the ${ }^{5} \mathrm{D}_{0}$ state of $\mathrm{Eu}^{3+}$ |
| $l_{1}$ | Mo-O bond distance (in $\AA$ unit) at central Mo-O-Mo linkage with $\omega_{1}$ |
| $l_{2}$ | Mo-O bond distances (in A unit) at the above Mo-O-Mo linkage with $\omega_{2}$ |
| lmct | ligand-to-metal charge transfer |
| $n$ | number of aqua ligands in $\mathrm{Ln}^{3+}$ co-ordination sphere |
| $n^{\prime}$ | total number of aqua and hydroxo ligands in $\mathrm{Ln}^{3+}$ co-ordination sphere |
| $n_{\text {A }}$ | density of acceptor ( $\mathrm{Eu}^{3+}$ ) |
| $r_{\text {DA }}$ | donor-acceptor separation (in A ) |
| $s$ | 6,8 , or 10 for multi-polar nature interactions |
| A | acceptor |
| CIDEP | chemically induced dynamic electron polarization |
| D | donor |
| D | ring diameter of nano-ring Mo-blue |
| DH | proton and electron donor |
| ESP | electron-spin polarization |
| J | inner quantum number (total angular momentum) |
| $\mathrm{Ln}^{3+}$ | trivalent lanthanide ion |
| $R_{0}$ | critical radius for donor-acceptor energy transfer |
| Z | number of molecules in unit cell |
| ${ }^{3}(\mathrm{O} \rightarrow$ Mo lmct) | $\mathrm{O} \rightarrow$ Mo lmct excited triplet states |
| ${ }^{1}(\mathrm{O} \rightarrow$ Mo lmct) | $\mathrm{O} \rightarrow$ Mo lmct singlet state |
| ${ }^{3} \mathrm{~T}$ | electron-spin triplet state |
| ${ }^{2} \mathrm{D}$ | electron-spin doublet state |
| Mo | Molybdenum |
| $\left\{\mathrm{Mo}_{2}\right\}$--linker | $\left[\mathrm{Mo}\left(\mathrm{H}_{2} \mathrm{O}\right) \mathrm{O}_{2}(\mu-\mathrm{O}) \mathrm{Mo}\left(\mathrm{H}_{2} \mathrm{O}\right) \mathrm{O}_{2}\right]^{2+}$ |
| $\left\{\mathrm{Mo}_{14}\right\}$ | $\left[\left(\mathrm{Mo}_{7} \mathrm{O}_{23}\right)_{2}\right]^{10-}$ |
| $\left\{\mathrm{Mo}_{22}\right\}$ | $\left[\mathrm{Mo}_{22} \mathrm{O}_{70}\left(\mathrm{H}_{2} \mathrm{O}\right)_{10}\right]^{10-}$ |
| $\left\{\mathrm{Mo}_{36}\right\}$ | $\left[\mathrm{Mo}_{36} \mathrm{O}_{112}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\right]^{8-}$ |
| $\left\{\mathrm{Mo}_{142}\right\}$ | $\begin{aligned} & {\left[\mathrm{Mo}_{142} \mathrm{O}_{432}(\mathrm{OH})_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{58}\right]^{26-}} \\ & {\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{114}^{\mathrm{VI}} \mathrm{O}_{404}(\mathrm{OH})_{28}\left(\mathrm{H}_{2} \mathrm{O}\right)_{58}\right]^{12-}} \end{aligned}$ |
| \{ $\mathrm{Mo}_{144}$ \} | $\mathrm{Na}_{24}\left[\mathrm{Mo}_{144} \mathrm{O}_{437} \mathrm{H}_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{56}\right] \cdot$ ca. $250 \mathrm{H}_{2} \mathrm{O}$ |
| $\left\{\mathrm{Mo}_{146}\right\}$ | $\mathrm{Na}_{22}\left[\mathrm{Mo}_{146} \mathrm{O}_{442} \mathrm{H}_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{58}\right] \cdot \mathrm{ca} .250 \mathrm{H}_{2} \mathrm{O}$ |
| $\left\{\mathrm{Mo}_{154}\right\}$ | $\left[\mathrm{Mo}_{154} \mathrm{O}_{448}(\mathrm{OH})_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{70}\right]^{14-},\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{126}^{\mathrm{VI}} \mathrm{O}_{462}\left(\mathrm{H}_{2} \mathrm{O}\right)_{70}\right]^{28-}$ |
| $\left\{\mathrm{Mo}_{176}\right\}$ | $\left[\mathrm{M}_{176} \mathrm{O}_{512}(\mathrm{OH})_{16}\left(\mathrm{H}_{2} \mathrm{O}\right)_{80}\right]^{16-}$ |

## 1. INTRODUCTION

In the recent past, polyoxometalate chemists have made many notable contributions to the general knowledge of the molecular design for construction of catalytic, electric, magnetic, electrochemical, photochemical, and biological materials (Hill, 1998; Pope and Müller, 2001; Yamase and Pope, 2002; Borrás-Alamenar
et al., 2003). In this chapter, we focus on the chemistry of polyoxolanthanoates, a special class of metal-oxide cluster compounds. Moreover, we put the emphasis on the understanding of the molecular mechanisms of energy transfer processes in metal-oxide phosphors. Indeed, this aspect remains often unclear, despite many investigations, mainly because the luminescence centres are insufficiently characterized. When several energy levels on acceptor such as a luminescent site overlap with $\mathrm{O} \rightarrow \mathrm{M}$ lmct in a metal-oxide phosphor doped with luminescent impurities, energy transfer from the $\mathrm{O} \rightarrow \mathrm{M}$ lmct excited states to these levels occurs and results in the sensitized luminescence of the acceptor. Such a process has been recognized for trivalent lanthanide ion $\left(\mathrm{Ln}^{3+}\right)$ in many non-molecular metal-oxides such as $\mathrm{YVO}_{4}: \mathrm{Eu}^{3+}$ (Bril and Wanmaker, 1964), $\mathrm{CdNb}_{2} \mathrm{O}_{6}: \mathrm{Eu}^{3+}$ (Brittain and McAllister, 1985), $\mathrm{La}_{2} \mathrm{O}_{3}: \mathrm{Ce}^{3+}$ (Blasse et al., 1991), and $\mathrm{La}_{2} \mathrm{MoO}_{8}$ $\left(\mathrm{LaNbO}_{4}, \mathrm{NaGdO}_{2}\right.$, or $\left.\mathrm{NaYW}_{2} \mathrm{O}_{6}\right): \mathrm{Yb}^{3+}, \mathrm{Er}^{3+}$ (Sommerdijk and Bril, 1974). The dopant atoms in the metal-oxide lattice are located as single ions or aggregates at interstitial or/and host-metal sites, resulting in luminescence from a variety of dopant sites in the lattice, since it is difficult to control the nature of dopant sites during the preparation of the phosphor (Blasse and Grabmaier, 1994). On the other hand, polyoxometalates are stoichiometric compounds and provide structurally defined luminescent sites so that their characterization with respect to the crystal structure and local symmetry of the emitting centres is easy. One of the models used for rare-earth metal-oxide phosphors is decatungstoeuropate, $\left[\mathrm{EuW}_{10} \mathrm{O}_{36}\right]^{9-}$, first reported as its sodium salt in 1976 (Stillman and Thompson, 1976). Figure 1 shows the structure of $\left[\mathrm{EuW}_{10} \mathrm{O}_{36}\right]^{9-}\left(=\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]^{9-}\right)$ indicating that four O atoms from the $\mathrm{W}_{5} \mathrm{O}_{18}$ group [corresponding to one $(\mathrm{W}=\mathrm{O})$ lacunary ligand derived from $\left[\mathrm{W}_{6} \mathrm{O}_{19}\right]^{2-}$ with $O_{h}$-symmetric Lindqvist-type structure] of


FIGURE 1 Structure of $\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]^{9-}$. The $\mathrm{W}_{5} \mathrm{O}_{18}$ group of the half anion corresponds to the mono-lacunary ligand derived from $\mathrm{O}_{h}$-symmetrical $\left[\mathrm{W}_{6} \mathrm{O}_{19}\right]^{2-}$ with Lindqvist-type structure.
the half anion are bonded to the Eu atom, resulting in eightfold co-ordination with idealized $D_{4 d}$ symmetry. Thus, the generally termed 'polyoxometallolanthanoates' may be leaflet models for lanthanide-doped metal-oxide phosphors, although there yet seems to be no molecular model for the defect-operative up-conversion phosphors. The purpose of this chapter is to outline energy transfer processes in polyoxometallolanthanoates, particularly polyoxometalloeuropates as well as the $\mathrm{Ln}^{3+}$-assisted photochemical synthesis of Mo-blue nano-rings. These Mo-blue species showing an extreme variety of complicated structures are $\mathrm{Mo}^{\mathrm{V}} / \mathrm{Mo}^{\mathrm{VI}}$ mixed-valence-typed polyoxomolybdates and favour the highly delocalized systems with characteristic dark-blue colour due to the inter-valence charge-transfer transitions. Lanthanide ions not only opened a novel method for the preparation of Mo-blue nano-ring derivatives but also provided a good tool for the mechanistic investigation of the self-assembly of Mo-blue nano-rings. Since the interaction between conducting electrons and paramagnetic $\mathrm{Ln}^{3+}$ ions contributes to the electronic structure of Mo-blue nano-ring derivatives, their $\mathrm{Ln}^{3+}-$ assisted design strongly contributes to both nano-science and nano-technology.

## 2. ENERGY TRANSFER FROM O $\rightarrow$ M LMCT TO LN ${ }^{3+}$ SITES

### 2.1 Polyoxometalates containing a single lanthanide cation

Earlier studies of energy-transfer processes in polyoxometallolanthanoates have been conducted for decatungstolanthanoates, $\left[\operatorname{Ln}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]^{9-}$ (Stillman and Thompson, 1976; Blasse et al., 1981a,b; Ballardini et al., 1984b; Darwent et al., 1986; Sugeta and Yamase, 1993; Ozeki and Yamase, 1993). Table 1 shows quantum yields of $\mathrm{Ln}^{3+}$ emission induced by the $\mathrm{O} \rightarrow \mathrm{W}$ lmct photoexcitation ( $\lambda<330 \mathrm{~nm}$ ) of $\left[\mathrm{Ln}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]^{9-}(\mathrm{Ln}=\mathrm{Sm}, \mathrm{Tb}, \mathrm{Dy}$, and Eu$)$ solids. Decatungstoeuropate $[\mathrm{Eu}$ $\left.\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]^{9-}$ is the most luminescent among these compounds: low yields for the other decatungstolanthanoates are due to radiationless losses via charge-transfer $\mathrm{Ln}^{4+}-\mathrm{W}^{5+}$ states in $\mathrm{Pr}^{3+}$ and $\mathrm{Tb}^{3+}$ complexes and cross-relaxation based on the concentration quenching with a large critical distance (about $13 \AA$ ) in $\mathrm{Sm}^{3+}, \mathrm{Dy}^{3+}$, and $\mathrm{Ho}^{3+}$ complexes (Blasse et al., 1981a; Stillman and Thompson 1976). Interestingly, $\mathrm{Gd}^{3+}$ complex $\left[\mathrm{Gd}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]^{9-}$ displays the broad green emission of the [ $\left.\mathrm{W}_{5} \mathrm{O}_{18}\right]^{6-}$ ligands, which is similar to the emission band of tungstate groups in non-molecular solids such as $\mathrm{MgWO}_{4}$ and $\mathrm{CdWO}_{4}$ (Blasse et al., 1981b). Analysis of the $\mathrm{Eu}^{3+}$-luminescence in $\mathrm{Na} 9\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 18 \mathrm{H}_{2} \mathrm{O}$ based on the crystal

TABLE 1 Sensitized emission of $\mathrm{Ln}^{3+}$ for decatungstates

|  | $\Phi$ |  |
| :--- | :---: | :---: |
| Decatungstate | 4.2 K | 300 K |
| $\mathrm{Na}_{9}\left[\mathrm{Sm}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 18 \mathrm{H}_{2} \mathrm{O}$ | 0.30 | 0.25 |
| Na 9 | $\left[\mathrm{~Tb}\left(\mathrm{~W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 18 \mathrm{H}_{2} \mathrm{O}$ | 0.05 |
| $\mathrm{Na}_{9}\left[\mathrm{Dy}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 18 \mathrm{H}_{2} \mathrm{O}$ | 0.50 | 0.01 |
| $\mathrm{Na} 9\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 18 \mathrm{H}_{2} \mathrm{O}$ | 0.90 | 0.40 |

structure of $\mathrm{Na}_{6} \mathrm{H}_{2}\left[\mathrm{Ce}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 30 \mathrm{H}_{2} \mathrm{O}$ did not confirm the $D_{4 d}$ site symmetry of the metal ion evidenced for $\mathrm{Ce}^{4+}$ with square anti-prismatic $\mathrm{CeO}_{8}$ co-ordination (Ibal et al., 1974): the number of components, for each of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}(J=0-4)$ transition disagreed with the prediction made on the basis of $D_{4 d}$ symmetry (zero ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{0}$, two ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$, zero ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$, one ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{3}$, and two ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{4}$ lines). Thereafter, the crystal structure of $\mathrm{Na}_{9}\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 32 \mathrm{H}_{2} \mathrm{O}$ (1) revealed that the $\mathrm{Eu}^{3+}$ site in $\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]^{9-}$ has $C_{4 v}$ and not $D_{4 d}$ symmetry (Sugeta and Yamase, 1993). Figure 2(A) and (B) shows the co-ordination geometries of $\mathrm{Eu}^{3+}$ and $\mathrm{Ce}^{4+}$ with selected inter-atomic distances $(\AA)$ and bond angles $\left({ }^{\circ}\right)$ for $\mathrm{Na} 9\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]$ $32 \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{Na}_{6} \mathrm{H}_{2}\left[\mathrm{Ce}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 30 \mathrm{H}_{2} \mathrm{O}$, respectively. Figure 3 shows the sensitized photoluminescence spectrum of $\mathrm{Na}_{9}\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 32 \mathrm{H}_{2} \mathrm{O}$ at 4.2 K . Thus, the spectral pattern of photoluminescence recorded at 4.2 K , consisting in one ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{0}$, two ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$, two ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$, two ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{3}$, and four ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{4}$ lines, with relative intensities of 1:50:17:5:27 is in good agreement with the $C_{4 v}$ site symmetry of square anti-prismatic $\mathrm{EuO}_{8}$ co-ordination. The most notable result from the sensitized luminescence of $\mathrm{Na}_{9}\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 32 \mathrm{H}_{2} \mathrm{O}$ is that its quantum yield is large: $0.8,0.9$, and 1 at 300,77 , and 4.2 K , respectively (Blasse et al., 1981a; Ballardini et al., 1984a; Sugeta and Yamase, 1993).

Similarly, the sensitized luminescence of $\mathrm{Eu}^{3+}$ for potassium salts of [Eu $\left.\left(\mathrm{SiW}_{11} \mathrm{O}_{39}\right)_{2}\right]^{13-},\left[\mathrm{Eu}\left(\mathrm{BW}_{11} \mathrm{O}_{39}\right)_{2}\right]^{15-}$, and $\left[\mathrm{Eu}\left(\mathrm{P}_{2} \mathrm{~W}_{17} \mathrm{O}_{61}\right)_{2}\right]^{17-}$ was investigated


FIGURE 2 Co-ordination geometries of $\mathrm{Eu}^{3+}$ and $\mathrm{Ce}^{4+}$ with selected inter-atomic distances ( A ) and bond angles ( ${ }^{\circ}$ ) for $\mathrm{Na} 9\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 32 \mathrm{H}_{2} \mathrm{O}(\mathrm{A})$ and $\mathrm{Na}_{6} \mathrm{H}_{2}\left[\mathrm{Ce}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 30 \mathrm{H}_{2} \mathrm{O}$ (B), respectively. The frameworks of $\mathrm{EuO}_{8}$ and $\mathrm{CeO}_{8}$, projected on the square anti-prism square plane, are also represented. Figure is redrawn after Sugeta and Yamase (1993).


FIGURE 3 Sensitized-photoluminescence spectrum of $\mathrm{Na} 9\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 32 \mathrm{H}_{2} \mathrm{O}$ at 4.2 K . Figure is redrawn after Sugeta and Yamase (1993).
(Blasse et al., 1981b; Ballardini et al., 1984a) on the basis of the crystal structures of $\mathrm{Cs}_{12}\left[\mathrm{U}\left(\mathrm{GeW}_{11} \mathrm{O}_{39}\right)_{2}\right] \cdot 13-14 \mathrm{H}_{2} \mathrm{O}$ (Tourné et al., 1980) and $\mathrm{K}_{16}\left[\mathrm{Ce}\left(\mathrm{P}_{2} \mathrm{~W}_{17} \mathrm{O}_{61}\right)_{2}\right] \cdot$ $50 \mathrm{H}_{2} \mathrm{O}$ (Molchanov et al., 1979). Each anion, $\left[\mathrm{SiW}_{11} \mathrm{O}_{39}\right]^{8-},\left[\mathrm{BW}_{11} \mathrm{O}_{39}\right]^{9-}$, and $\left[\mathrm{P}_{2} \mathrm{~W}_{17} \mathrm{O}_{61}\right]^{10-}$ is a monovacant $(\mathrm{W}=\mathrm{O})$ lacunary ligand derived from $\left[\mathrm{SiW}_{12} \mathrm{O}_{40}\right]^{4-},\left[\mathrm{BW}_{12} \mathrm{O}_{40}\right]^{5-}$, and $\left[\mathrm{P}_{2} \mathrm{~W}_{18} \mathrm{O}_{62}\right]^{6-}$ known as $\alpha-K e g g i n(\mathrm{Si}, \mathrm{B})$ and Wells-Dawson (P) structures, respectively, which are shown on Figure 4A and B. The sensitized luminescence spectra are consistent with the $C_{4 v}$ symmetry of the distorted square anti-prismatic $\mathrm{EuO}_{8}$ co-ordination site. Quantum yields decrease with the shift of the first absorption band of polyoxotungstate ligands to lower energy in the sequence $\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right]^{9-},\left[\mathrm{Eu}\left(\mathrm{SiW}_{11} \mathrm{O}_{39}\right)_{2}\right]^{13-}$, and $\left[\mathrm{Eu}\left(\mathrm{P}_{2} \mathrm{~W}_{17}\right.\right.$ $\left.\left.\mathrm{O}_{61}\right)_{2}\right]^{17-}$ : the efficiency for the $\left[\mathrm{Eu}\left(\mathrm{SiW}_{11} \mathrm{O}_{39}\right)_{2}\right]^{13-}$ solids was estimated to be twofold lower than for $\mathrm{Na}_{9}\left[\mathrm{EuW}_{10} \mathrm{O}_{36}\right] \cdot 32 \mathrm{H}_{2} \mathrm{O}$ at 4.2 K , and the luminescence intensity for the $\left[\mathrm{Eu}\left(\mathrm{P}_{2} \mathrm{~W}_{17} \mathrm{O}_{61}\right)_{2}\right]^{17-}$ solid was extremely low even at 4.2 K , suggesting that the excitation energy of the $\mathrm{O} \rightarrow \mathrm{W}$ lmct band for this compound is quenched by the non-radiative transition within $\left[\mathrm{P}_{2} \mathrm{~W}_{17} \mathrm{O}_{61}\right]^{10-}$ (Blasse et al., 1981b). Figure 4C also shows the structure of $\mathrm{Eu}^{3+}$-encrypted Preyssler complex, $\left[\mathrm{EuP}_{5} \mathrm{~W}_{30} \mathrm{O}_{110}\right]^{12-}$, which consists of a cyclic dehydrated condensation arrangement of five A-type hexa-vacant $\left[\mathrm{PW}_{6} \mathrm{O}_{26}\right]^{11-}$ fragments with $D_{5 h}$ symmetry. Solid samples of $\mathrm{K}_{12}\left[\mathrm{EuP}_{5} \mathrm{~W}_{30} \mathrm{O}_{110}\right] \cdot 54 \mathrm{H}_{2} \mathrm{O}$, prepared by substituting $\mathrm{Eu}^{3+}$ in $\mathrm{K}_{12.5} \mathrm{Na}_{1.5}\left[\mathrm{NaP}_{5} \mathrm{~W}_{30} \mathrm{O}_{110}\right] \cdot 15 \mathrm{H}_{2} \mathrm{O}$, showed $\mathrm{Eu}^{3+}$ emission from two different sites (with decays of 0.29 and 0.40 ms for the ${ }^{5} \mathrm{D}_{0}$ level and 12 and $8 \mu$ s for the ${ }^{5} \mathrm{D}_{1}$ level at 4.3 K ) upon direct excitation of the ${ }^{5} \mathrm{D}_{1,2} \leftarrow{ }^{7} \mathrm{~F}_{0}$ transitions; these lifetimes are consistent with the co-ordination of two or three aqua ligands per Eu ${ }^{3+}$ (Alizadeh et al., 1985; Creaser et al., 1993; Soderholm et al., 1995). Interestingly, the excitation energy of the $\mathrm{O} \rightarrow \mathrm{W}$ lmct bands within the $\left[\mathrm{P}_{5} \mathrm{~W}_{30} \mathrm{O}_{110}\right]^{15-}$ ring is effectively quenched, resulting in a weakly sensitized luminescence for the inner $\mathrm{Eu}^{3+}$ ion. Such deactivation within the polyoxometalate ligands $\left[\mathrm{P}_{2} \mathrm{~W}_{17} \mathrm{O}_{61}\right]^{10-}$ and $\left[\mathrm{PW}_{6} \mathrm{O}_{26}\right]^{11-}$ is due to electron delocalization through the corner-shared $\mathrm{W}-\mathrm{O}-\mathrm{W}$


FIGURE 4 Structures of $\alpha$-Keggin (A)-, Wells-Dawson (B)-, and Preyssler (C)-typed frameworks. $\mathrm{Eu}^{3+}$ is co-ordinated by oxygen atoms of mono-lacunary ligands for $\alpha$-Keggin and Wells-Dawson frameworks, in contrast with the case of the Preyssler framework where $\mathrm{Eu}^{3+}$ is encapsulated in the centre of the anion.
bonds with bond angles larger than $150^{\circ}$ which leads to a small cross-section for the excitation of the $\mathrm{Eu}^{3+}$ site, as discussed below.

### 2.2 Structures of polyoxometalates containing multiple $\mathrm{Eu}^{3+}$ cations

As exemplified above, photoexcitation of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct bands of the polyoxometalloeuropates containing a single luminescent centre induces emission from both ${ }^{5} \mathrm{D}_{0}$ and ${ }^{5} \mathrm{D}_{1}$ excited states as a result of the intra-molecular transfer of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct-band excitation energy. The narrow features of the intra-4f-electronic transitions are allowed due to mixing with vibrations and/or other electronic states of opposite parity. In addition to the single $\mathrm{Eu}^{3+}$-containing complex $\mathrm{Na}_{9}\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 32 \mathrm{H}_{2} \mathrm{O}(\mathbf{1})$, other polyoxometalloeuropates containing multiple $\mathrm{Eu}^{3+}$ centres such as $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{Eu}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}$ (2) (Yamase et al., 1990), $\mathrm{Na}_{2} \mathrm{H}_{19}\left\{\left[\mathrm{Eu}_{3} \mathrm{O}(\mathrm{OH})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\right]_{2} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}$ (3) (Ozeki et al., 1994), $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{Eu}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ (4) (Naruke and Yamase, 1991), $\left[\mathrm{Eu}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{12}\right]\left[\mathrm{Mo}_{8} \mathrm{O}_{27}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}(5)$ (Yamase and Naruke, 1991), and $\mathrm{K}_{2} \mathrm{H}_{3}\{[\mathrm{Eu}$ $\left.\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{3}\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]\right\} \cdot 13 \mathrm{H}_{2} \mathrm{O}(6)$ (Sugeta and Yamase, 1997) were prepared for investigation of the aggregation motifs and of the sensitized emission of the $\mathrm{Eu}^{3+}$ centres in the oxide lattice. The polyoxometalate ligands in 2-6 affect the local co-ordination symmetry of the $\mathrm{Eu}^{3+}$ ions. In addition, they induce changes in
the $\mathrm{Eu}^{3+}$-aggregates, leading to modification of the $\mathrm{Eu}^{3+}$ emission properties, such as spectrum pattern, lifetime, and yield of energy transfer from the $\mathrm{O} \rightarrow \mathrm{M}$ lmct states. The approximate co-ordination polyhedra around $\mathrm{Eu}^{3+}$ are square anti-prisms for 1 and 2, a bicapped trigonal prism for 3, and tricapped-trigonal prisms for 4-6. The total numbers of aqua and hydroxo ligands co-ordinated to $\mathrm{Eu}^{3+}$ are $0,2,3,4,6$, and 8 for $\mathbf{1 - 6}$, respectively. The only observed luminescence upon excitation in the $\mathrm{O} \rightarrow \mathrm{M}$ lmct band of each complex was the ${ }^{5} \mathrm{D}_{0}$ (and ${ }^{5} \mathrm{D}_{1}$ ) $\rightarrow{ }^{7} \mathrm{~F}_{J}$ ( $J=0-4$ ) emission with a single-exponential decay. The decay rate of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission increases with the increasing number of aqua ligands co-ordinating the $\mathrm{Eu}^{3+}$ ion due to the weak vibronic coupling of the ${ }^{5} \mathrm{D}_{0}$ state with vibrational states of the high-frequency OH oscillators of the aqua ligand (Horrocks and Sudnick, 1979, 1981). The absence of broad $\mathrm{O} \rightarrow \mathrm{M}(\mathrm{M}=\mathrm{W}$, Mo) lmct emission from the polyoxometalate ligands suggests that the energy transfer from these states

 $\left.\left.(\mathrm{OH})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\right]_{2} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right)^{21-}(3 \mathrm{a}),\left[\mathrm{Eu}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right]^{14-}(4 \mathrm{a})$, $\left[\mathrm{Eu}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{12}\right]\left[\mathrm{Mo}_{8} \mathrm{O}_{27}\right]$ (5a), and $\left\{\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{3}\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]\right]^{5-}(6 \mathrm{a})$ as assemblies of linked $\mathrm{MO}_{6}$ octahedra for 1-6. Figure is redrawn after Yamase (1998).
to $\mathrm{Eu}^{3+}$ occurs with a much higher rate $\left(>10^{6} \mathrm{~s}^{-1}\right)$ than the radiative process of the lmct states (Yamase and Sugeta, 1993).

Figure 5 shows the structures of six assemblies (1a-6a) of linked $\mathrm{MO}_{6}$ octahedra in 1-6. As indicated above, the structure of the anion (1a) for $\mathbf{1}$ is distorted from its ideal $D_{4 d}$ symmetry in a way that the $S_{8}$ axis collinear with a $C_{4}$ axis is lost, and four terminal oxygen atoms in the $\mathrm{W}_{5} \mathrm{O}_{18}$ group of the half anion are bonded to the $\mathrm{Eu}^{3+}$ ion, leading to a distorted square anti-prismatic eightfold co-ordination for $\mathrm{Eu}^{3+}$ (Figures 1 and 2). It is noteworthy that there is no aqua ligand co-ordinated to $\mathrm{Eu}^{3+}$.

Figure 6 shows the details of the co-ordination motif of $\mathrm{Eu}^{3+}$ in 2a in which a central trinuclear $\mathrm{Eu}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}$ core with approximately $C_{3 v}$ point symmetry is linked tetrahedrally by three $\left[\mathrm{W}_{5} \mathrm{O}_{18}\right]^{6-}$ groups and one B- $\alpha$-type $\left[\mathrm{SbW}_{9} \mathrm{O}_{33}\right]^{9-}$ anion. The $\mathrm{SbW}_{9} \mathrm{O}_{33}$ group is the trivacant Keggin-structured B - $\alpha$-type ligand which contains a threefold co-ordinated $\mathrm{Sb}^{\mathrm{III}}$ and three corner-sharing $\mathrm{W}_{3} \mathrm{O}_{13}$ groups consisting in three edge-shared $\mathrm{WO}_{6}$ octahedra. Each $\mathrm{Eu}^{3+}$ ion in the $\mathrm{Eu}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}$ ring achieves a distorted square anti-prismatic eightfold co-ordination by binding to four oxygen atoms from one $\mathrm{W}_{5} \mathrm{O}_{18}$ group, two oxygen atoms from one $\mathrm{SbW}_{9} \mathrm{O}_{33}$ group, and two oxygen atoms from two aqua ligands.

Figure 7 shows the co-ordination motif of $\mathrm{Eu}^{3+}$ for 3a which consists in two $\left[\mathrm{Eu}_{3} \mathrm{O}(\mathrm{OH})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\right]^{4+}$ clusters, two $\mathrm{Al}^{3+}$ cations, and five Lindqvist-type


FIGURE 6 Co-ordination motif of $\mathrm{Eu}^{3+}$ (black circles) in $\left[\mathrm{Eu}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right]^{18-}$ (2a). Grey circles in the central $\mathrm{Eu}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}$ core represent O atoms of aqua ligands, and $\mathrm{Eu} \cdots \mathrm{Eu}$ distance of $5.05 \AA$ indicates the averaged distance.


FIGURE 7 Co-ordination motif of $\mathrm{Eu}^{3+}$ (heavily dark circles) and $\mathrm{Al}^{3+}$ (black circles) in $\left\{\left[\mathrm{Eu}_{3} \mathrm{O}(\mathrm{OH})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\right]_{2} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\}^{21-}$ (3a). dark grey, light grey, and white black circles represent O atoms of aqua O , hydoxo O , and niobate O , respectively. $3.74,4.65$, and $6.99 \AA$ indicate averaged values for three kinds of Eu $\cdots$ Eu distances.
$\left[\mathrm{Nb}_{6} \mathrm{O}_{19}\right]^{8-}$ anions (Figure 1). In each $\left[\mathrm{Eu} \mathrm{u}_{3} \mathrm{O}(\mathrm{OH})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\right]^{4+}$ cluster, the $\mu_{3}-\mathrm{O}$ atom is shared by three $\mathrm{Eu}^{3+}$, and the hydroxo $\left(\mathrm{OH}^{-}\right)$oxygen atom is shared by two $\mathrm{Eu}^{3+}$ and one $\mathrm{Al}^{3+}$ ions. Each $\mathrm{Eu}^{3+}$ ion exhibits the eightfold co-ordination geometry of a bicapped-trigonal prism, one trigonal face being defined by three oxygen atoms from $\left[\mathrm{Nb}_{6} \mathrm{O}_{19}\right]^{8-}, \mathrm{OH}^{-}$, and aqua oxygen ligands, whereas the other trigonal face is defined by three oxygen atoms from two $\left[\mathrm{Nb}_{6} \mathrm{O}_{19}\right]^{8-}$ ligands (one oxygen for each) and one $\mu_{3}-\mathrm{O}$ ligand. Two approximately rectangular faces are capped each by an oxygen atom from $\left[\mathrm{Nb}_{6} \mathrm{O}_{19}\right]^{8-}$ and by another $\mathrm{OH}^{-}$anion.

The co-ordination motif of $\mathrm{Eu}^{3+}$ ion in $4 \mathbf{4}$ (Figure 8) consists in a central $\left[\mathrm{Eu}_{4}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\right]^{10+}$ unit and four $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$ ligands, with an overall $D_{2 d}$ symmetry. Each $\mathrm{Eu}^{3+}$ ion achieves approximate tricapped-trigonal-prismatic ninefold co-ordination by nine oxygen atoms; one oxygen atom stems from the central $\left[\mathrm{MoO}_{4}\right]^{2-}$ tetrahedron, four oxygen atoms belong to three $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$ ligands (one, one, and two, respectively), and four oxygen atoms from four aqua ligands complete the co-ordination.


FIGURE 8 Co-ordination motif of $\mathrm{Eu}^{3+}$ (dark grey circles) in $\left[\mathrm{Eu}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right]^{14-}$
(4a). grey circles represent $O$ atoms of aqua ligands, and 6.17 and $7.51 \AA$ indicate averaged values for two kinds of Eu…Eu distances.


FIGURE 9 Co-ordination motif of $\mathrm{Eu}^{3+}$ (dark grey circles) in $\left[\mathrm{Eu}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{12}\right]\left[\mathrm{Mo}_{8} \mathrm{O}_{27}\right]$ (5a). grey circles represent $O$ atoms of aqua ligands.

The co-ordination motif of $\mathrm{Eu}^{3+}$ in $\mathbf{5 a}$ (Figure 9) is isostructural with the anion in $\left[\mathrm{NH}_{4}\right]_{6}\left[\mathrm{Mo}_{8} \mathrm{O}_{27}\right] \cdot 4 \mathrm{H}_{2} \mathrm{O}$. The $\mathrm{Eu}^{3+}$ ion is linked by six aqua oxygen atoms, two oxygen atoms of the $\mathrm{Mo}_{8} \mathrm{O}_{27}$ group, and one oxygen atom belonging to an $\mathrm{MoO}_{6}$ octahedron of a neighbouring $\mathrm{Mo}_{8} \mathrm{O}_{27}$ group, resulting in the formation of an infinite belt of the octamolybdate $\left\{\left[\mathrm{Mo}_{8} \mathrm{O}_{27}\right]^{6-}\right\}_{\infty}$ with approximate tricapped-trigonal-prismatic $\mathrm{EuO}_{9}$ ninefold co-ordination geometry.

Figure 10 shows the co-ordination motif of $\mathrm{Eu}^{3+}$ in $\mathbf{6 a}$ which is a double $\alpha$-Keggin-structural compound, $\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]^{14-}$; each $\mathrm{Eu}^{3+}$ site exhibits an approximate tricapped-trigonal-prismatic $\mathrm{EuO}_{9}$ co-ordination geometry achieved by one terminal oxygen from $\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]^{14-}$ and eight oxygen atoms from eight aqua ligands. The former is the capping atom of one of the trigonal faces.

The mean Eu-O distances for Eu-polyoxometalate, -aqua ( $\mathrm{O}_{\mathrm{w}}$ ), and -hydroxo $\left(\mathrm{O}_{\mathrm{H}}\right)$ oxygen atoms for $\mathbf{1 - 6}$ are in the range of 2.4-2.5 $\AA$. The Eu-O-M bond angles can be classified into two categories: less than $130^{\circ}$ and more than $140^{\circ}$. It should be noted that $\mathbf{2 a}$ and 6a possess distinguishably long mean $\mathrm{Eu}-\mathrm{O}_{\mathrm{w}}$ distance (more than $2.6 \AA$ ) which suggests a decrease weakening in the interaction of the ${ }^{5} \mathrm{D}_{0}$ state with the vibrational states of the high-frequency $\mathrm{O}_{\mathrm{w}}-\mathrm{H}$ oscillators as discussed below. Table 2 lists $\mathrm{Eu}-\mathrm{O}$ (and $\mathrm{O}_{\mathrm{w}}$ or $\mathrm{O}_{\mathrm{H}}$ ) and $\mathrm{Eu}-\mathrm{O}-\mathrm{M}$ bond angles together with the shortest $\mathrm{Eu} \cdots \mathrm{Eu}$ distances in the lattice.


FIGURE 10 Co-ordination motif of $\mathrm{Eu}^{3+}$ (dark grey circles) in $\left\{\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{3}\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]\right\}^{5-}$ (6a). Grey circles represent O atoms of aqua ligands, and light grey octahedra and white tetrahedra indicate six $\mathrm{TiO}_{6}$ octahedra in the centre of anion and two $\mathrm{GeO}_{4}$ tetrahedra in the tri-lacunary $\mathrm{GeW}_{9} \mathrm{O}_{34}$ groups, respectively.

TABLE 2 Eu-O and the shortest Eu $\cdots$ Eu distances (in $\AA$ ) and Eu-O-M bond angles (in degrees) for 1-6 ${ }^{a}$

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Eu-O | 2.39(3)-2.46(3) | 2.29(3)-2.51(3) | 2.28(4)-2.51(3) | 2.38(1)-2.48(2) | 2.41(1)-2.58(1) | 2.42(3)-2.43(3) |
| average value | 2.43(1) |  | 2.39(1) | 2.43(1) | 2.46(1) | 2.43(1) |
| Eu-O ${ }_{\text {w }}$ |  |  | 2.41(3)-2.54(3) | 2.43(2)-2.59(2) | 2.43(2)-2.61(1) | 2.40 (3)-2.59(3) |
| average value |  |  | 2.48(2) | 2.49(1) | 2.48(1) | 2.44 (1) |
|  |  | 2.51(3)-2.64(3) |  |  |  | 2.59(3)-2.88(5) |
| average value |  | 2.56(2) |  |  |  | 2.78(3) |
| Eu- $\mathrm{O}_{\mathrm{H}}$ |  |  | 2.41(3)-2.54(3) |  |  |  |
| average value |  |  | 2.47(1) |  |  |  |
| Eu $\cdots$ - ${ }^{\text {u }}$ | 11.484(5) | 5.015(5) | 3.740(7) | 6.158(2) | 6.251(3) | 7.631(3) |
| Eu-O-M | 128(1)-132(1) | 122(2)-127(2) | 98(1)-106(1) ${ }^{\text {b }}$ |  |  |  |
|  |  | 149(2)-153(2) | $140(2)-143(2)^{b}$ | 147(1)-157(8) | 147(1)-158(1) |  |
|  |  |  |  |  |  | 160(2)-171(1) |

${ }^{a} \mathrm{O}_{\mathrm{w}}$, aqua oxygen; OH , hydroxo oxygen.
${ }^{b}$ In 3, the Eu-O-Nb bond angles of about $100^{\circ}$ are for $\mu_{3}$ - and $\mu_{4}$-atoms originated from bridging oxygen atoms in $\left[\mathrm{Nb}_{6} \mathrm{O}_{19}\right]^{8-}$ ligands, and those of about $142^{\circ}$ are for $\mu_{3}-$ and $\mu_{2}$-atoms originated from terminal oxygen atoms.

### 2.3 Crystal-field splitting and sensitized emission of $\mathrm{Eu}^{3+}$

The crystal-field splitting of the ${ }^{7} \mathrm{~F}$ and ${ }^{5} \mathrm{D}$ Russell-Saunders terms can be unravelled from high-resolution emission spectra of both ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ and ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{J}$ transitions and excitation spectra of the ${ }^{5} \mathrm{D}_{J}(J=0-2) \leftarrow{ }^{7} \mathrm{~F}_{J}(J=0$ and 1) transitions. In the case of 5 where $C_{1}$ symmetry predicted for the $\mathrm{Eu}^{3+}$ site, the predicted maximum number of components has been effectively observed for each transition. Energies for all the crystal-field sublevels of the ${ }^{7} \mathrm{~F}_{J}(J=0-4)$ and ${ }^{5} \mathrm{D}_{J}(J=1-2)$ states are sketched in Figure 11 (Yamase and Naruke, 1991). The excitation spectrum of 5 recorded at 300 K by monitoring the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$ emission also exhibits weak and broadened lines at $487.5,511.2$, and 555.5 nm which are due to a coupling of the ${ }^{7} \mathrm{~F}_{J}(J=0$ and 1) states with the $\mathrm{Mo}=\mathrm{O}$ and $\mathrm{Mo}-\mathrm{O}-\mathrm{Mo}$ stretching vibration modes.

1-6 show the intense broad bands of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct absorption and the sharp lines corresponding to the transitions within the $4 f^{6}$ shell of $\mathrm{Eu}^{3+}$. Figure 12 gives typical examples of diffuse reflectance spectra for 3 and 6 at 300 K (Yamase et al., 1997). The optical absorption edges for the $\left[\mathrm{Nb}_{6} \mathrm{O}_{19}\right]^{8-}$ and $\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]^{14-}$ ligands lie at $350 \pm 10 \mathrm{~nm}$ and $380 \pm 10 \mathrm{~nm}$, respectively. Thus, the diffuse reflectance spectrum of 3 contains more lines corresponding to $\mathrm{f}-\mathrm{f}$ transitions than that of 6 . For 3 , the ${ }^{5} \mathrm{D}_{0,1,2,3} \leftarrow{ }^{7} \mathrm{~F}_{0}$ transitions occur at about $581,527,466$, and 416 nm , respectively. Each line is accompanied by a satellite transition due to the population of the ${ }^{7} F_{1}$ state, with a separation of about $300 \mathrm{~cm}^{-1}$ at 300 K ; ${ }^{5} \mathrm{D}_{0,1,2,3} \leftarrow{ }^{7} \mathrm{~F}_{1}$ transitions occur at about $590,536,473$, and 420 nm , respectively. The sharp lines at $396,384,377,363$, and 320 nm may be assigned to the ${ }^{5} \mathrm{~L}_{6,7,8,9}$ and ${ }^{5} \mathrm{H} \leftarrow{ }^{7} \mathrm{~F}_{0}$ multiplet transitions, respectively (Ofelt, 1963). In 6 , the ${ }^{5} \mathrm{D}_{1,2} \leftarrow{ }^{7} \mathrm{~F}_{0}$, ${ }^{5} \mathrm{D}_{1,2} \leftarrow{ }^{7} \mathrm{~F}_{1}$, and ${ }^{5} \mathrm{~L}_{6} \leftarrow{ }^{7} \mathrm{~F}_{0}$ lines appear at about $526,466,538,472$, and 395 nm , respectively. Figure 13 displays the low-resolution emission spectra of 3 and $\mathbf{6}$ at 4.2 K under excitation by the $248-\mathrm{nm}$ light corresponding to the $\mathrm{O} \rightarrow \mathrm{Nb}$ (or W) lmct bands; it also shows the high-resolution emission spectra of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{0}$ transitions (Yamase et al., 1997). The ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{0,1,2,3,4}$ lines are clearly visible in the range $580-710 \mathrm{~nm}$. In 6 , the ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{0,1,2,3}$ transitions are observed on the 4.2 K spectrum in the range $526-585 \mathrm{~nm}$, whereas the weak ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{4}$ transitions overlap with the strong ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$ transitions.

The relative intensities of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ transitions at 4.2 K are listed in Table 3 for compounds 1-6 (Yamase et al., 1990; Naruke and Yamase, 1991; Yamase and Naruke, 1991; Sugeta and Yamase, 1993). The anhydrous $\mathrm{Eu}^{3+}$ site in $\mathbf{1}$ exhibits the highest intensity of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$ emission which appears as a doublet (Figure 2). Such a ${ }^{5} \mathrm{D}_{0}$ emission pattern is different from that of the hydrated $\mathrm{Eu}^{3+}$ site in 2-6, for which the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$ electric-dipole transition exhibits the highest intensity and features a multiplet structure. This implies that the presence of the aqua ligand in the first co-ordination sphere causes a dramatic increase in the magnitude of the hypersensitive ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$ transition. An increase in temperature resulted in no significant change in the relative intensity of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission. The ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{0,1,2,3}$ transitions for 6 , in which the relative intensity of the ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{1}$ transition is the highest, have very weak intensities, and their integrated intensity is about $9 \%$ of the total ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission at 4.2 K . In 3 where six


FIGURE 11 Energy-level diagram of the Stark splitting of ${ }^{7} F_{J}(J=0-4)$ and ${ }^{5} \mathrm{D}_{J}(J=0-2)$ states of $\mathrm{Eu}^{3+}$ for 5. Figure is redrawn after Yamase and Naruke (1991).


FIGURE 12 Diffuse reflectance spectra of $\mathbf{3}$ and $\mathbf{6}$ at 300 K . Figure is redrawn after Yamase et al. (1997).
crystallographically different $\mathrm{Eu}^{3+}$ sites exist, the observation of a broad asymmetric peak for the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{0}$ transition indicates that at least three Eu ${ }^{3+}$ sites (see inset in Figure 13) are responsible for the series of observed luminescence transitions, since the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{0}$ transition cannot be split by any crystal field. In contrast, an observable single ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{0}$ peak at 579.6 nm for 6 (see inset in Figure 13) suggests that the two crystallographically different $\mathrm{Eu}^{3+}$ sites are almost equivalent spectroscopically. This is supported by the observation of three ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$ peaks, seven ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{3}$ peaks, and nine ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{4}$ peaks, in good agreement with a crystallographic site symmetry $C_{s}$ or $C_{1}$ (Sugeta and Yamase, 1997; Yamase et al., 1997). Figure 14 shows the high-resolution emission spectra of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{3}$ transition for 3 and 6 . The observable ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{3}$ line at 646 nm in 3 corresponds to an energy difference $\Delta E\left({ }^{7} \mathrm{~F}_{3}{ }^{-}{ }^{7} \mathrm{~F}_{0}\right)$ of about $1755 \mathrm{~cm}^{-1}$, which is very close to the energy difference of about $1750 \mathrm{~cm}^{-1}$ between the ${ }^{5} \mathrm{D}_{1}$ and ${ }^{5} \mathrm{D}_{0}$ states (Yamase et al., 1997). In contrast, no ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{3}$ line could be detected for 6 in the range $645-646 \mathrm{~nm}$. Thus, the absence of ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission for 3 (Figure 13) was attributed to the quenching of the higher level emission by cross-relaxation between the ${ }^{5} D_{1}$ and ${ }^{7} F_{0}$ states, as denoted by Eq. (1).

$$
\begin{equation*}
\mathrm{Eu}^{3+}\left({ }^{5} \mathrm{D}_{1}\right)+\mathrm{Eu}^{3+}\left({ }^{7} \mathrm{~F}_{0}\right) \rightarrow \mathrm{Eu}^{3+}\left({ }^{5} \mathrm{D}_{0}\right)+\mathrm{Eu}^{3+}\left({ }^{7} \mathrm{~F}_{3}\right) \tag{1}
\end{equation*}
$$



FIGURE 13 Emission spectra under the 248-nm light exposure of $\mathbf{3}$ and 6 at 4.2 K . Figure is redrawn after Yamase et al. (1997).

TABLE 3 Relative intensities of the ${ }^{5} \mathrm{D}_{\mathrm{O}} \rightarrow{ }^{7} \mathrm{~F}_{\mathrm{J}}$ emissions of $\mathrm{Eu}^{3+}$ at 4.2 K for 1-6

| Terminal level | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |
| :--- | :--- | :--- | ---: | :--- | :--- | ---: |
| ${ }^{7} \mathrm{~F}_{0}$ | $\sim 0$ | 2 | 1.3 | 1 | $\sim 0$ | 0.3 |
| ${ }^{7} \mathrm{~F}_{1}$ | 50 | 18 | 9.9 | 13 | 15 | 17.2 |
| ${ }^{7} \mathrm{~F}_{2}$ | 18 | 69 | 78.2 | 74 | 72 | 71.4 |
| ${ }^{7} \mathrm{~F}_{3}$ | 5 | 3 | 1.0 | 1 | 2 | 1.0 |
| ${ }^{7} \mathrm{~F}_{4}$ | 27 | 8 | 9.6 | 11 | 11 | 10.1 |

Relative intensities of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emissions for $\mathbf{4}$ were those at 77 K because of its degradation at 4.2 K .
The occurrence of such a cross-relaxation leads to the preponderance of the emission from ${ }^{5} \mathrm{D}_{0}$.

Both the quantum yield ( $\Phi$ ) of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ luminescence and the lifetime ( $\tau$ ) of the ${ }^{5} \mathrm{D}_{0}$ state under 248 -nm photoexcitation at $4.2,77$, and 300 K are listed in Table 4 (Yamase et al., 1997). The temperature dependence of the $\mathrm{Eu}^{3+}$ emission intensity for compounds 1-6 upon excitation into the $\mathrm{O} \rightarrow \mathrm{M}$ lmct bands is always larger than under the $\mathrm{f}-\mathrm{f}$ bands excitation. The strong temperature dependence of


FIGURE 14 High-resolution emission spectra of the ${ }^{5} D_{0} \rightarrow{ }^{7} F_{3}$ transition for $\mathbf{3}$ and 6 at 4.2 K . Figure is redrawn after Yamase et al. (1997).
the luminescence intensity under the $\mathrm{O} \rightarrow \mathrm{M}$ lmct excitation is associated with the thermal relaxation of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct states competing with the energy transfer to $\mathrm{Eu}^{3+}$ in the lattice. On the other hand, the small temperature dependence of the luminescence intensity under the $\mathrm{f}-\mathrm{f}$ excitation reflects the absence of thermal expansion of the ${ }^{5} \mathrm{D}_{0}$ state, preventing non-radiative deactivation. The ${ }^{5} \mathrm{D}_{1}$ luminescence decay is similar for compounds $4-6$ and strongly temperaturedependent [e.g., $\tau(4.2 \mathrm{~K})=14 \pm 2 \mu \mathrm{~s}$ and $\tau(77 \mathrm{~K})=8 \pm 1 \mu \mathrm{~s}$ ].

### 2.4 Co-ordination of aqua and hydroxo ligands to $\mathrm{Eu}^{3+}$

Based on the linear plots of the reciprocal lifetimes of the ${ }^{5} \mathrm{D}_{0}$ state versus number $(n)$ of aqua ligands in $\mathrm{Eu}^{3+}$ complexes for a variety of structurally wellcharacterized aminopolycarboxylatoeuropate complexes, a phenomenological method to estimate $n$ in aqueous solutions was given at first with an uncertainty of 0.5 by

$$
\begin{equation*}
n=1.05\left(\tau_{\mathrm{H}_{2} \mathrm{O}}^{-1}-\tau_{\mathrm{D}_{2} \mathrm{O}}^{-1}\right) \tag{2}
\end{equation*}
$$

where $\tau_{\mathrm{H}_{2} \mathrm{O}}^{-1}$ and $\tau_{\mathrm{D}_{2} \mathrm{O}}^{-1}$ are the reciprocal experimental lifetimes in $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{D}_{2} \mathrm{O}$ solutions in $(\mathrm{ms})^{-1}$, respectively (Horrocks and Sudnick, 1979, 1981). Thereafter, a refined equation in its simplest form with an uncertainty of 0.1 has been presented in Eq. (3), and has allowed the prediction of the number ( $q$ ) of water molecules in the first co-ordination sphere of an $\mathrm{Eu}^{3+}$ complex in aqueous solution (Supkowski and Horrocks, 2002).

TABLE 4 Approximate co-ordination geometry (CG) around Eu ${ }^{3+}$, average (TC) of the total charge of ligands bound to $\mathrm{Eu}^{3+}$, total number ( $n^{\prime}$ ) of aqua and hydroxo ligands bound to $\mathrm{Eu}^{3+}$, ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{0}$ energy ( $0-0$ in $\mathrm{cm}^{-1}$ ), and $\tau$ (in ms) and $\Phi$ of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}$, emission upon $\mathrm{O} \rightarrow \mathrm{M}$ Imct band excitation for 1-6

|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CG | $\mathrm{sa}^{a}$ | sa | $\mathrm{bt}^{a}$ | $\mathrm{tt}^{a}$ | tt | tt |
| TC | 12 | 9 | 7.3 | 6.5 | 3 | 4.7 |
| $n^{\prime}$ | 0 | 2 | 3 | 4 | 6 | 8 |
| $0-0$ | 17212 | 17247 | $17231-17220$ | $\sim 17241$ | 17259 | 17256 |
| $\tau$ |  |  |  |  |  |  |
| 4.2 K | 3.7 | $1.1 \pm 0.2$ | $0.32 \pm 0.01$ | $b$ | 0.16 | $0.15 \pm 0.01$ |
| 77 K | 3.3 | $1.1 \pm 0.2$ | $0.31 \pm 0.01$ | $0.24 \pm 0.02$ | $0.17 \pm 0.01$ | $0.14 \pm 0.01$ |
| $\quad 300 \mathrm{~K}$ | 2.8 | $1.1 \pm 0.2$ | $0.31 \pm 0.02$ | $0.20 \pm 0.01$ | $0.17 \pm 0.01$ | $0.14 \pm 0.01$ |
| $\Phi$ |  |  |  |  |  |  |
| 4.2 K | 0.99 | 0.55 | $0.085 \pm 0.001$ | $b$ | 0.034 | $(7 \pm 1) \times 10^{-4}$ |
| 77 K | 0.90 | 0.51 | $0.042 \pm 0.001$ | 0.12 | 0.029 | $(2 \pm 1) \times 10^{-4}$ |
| 300 K | 0.80 | 0.25 | $0.009 \pm 0.001$ | 0.07 | 0.013 |  |

[^37]\[

$$
\begin{equation*}
q=1.11\left(\tau_{\mathrm{H}_{2} \mathrm{O}}^{-1}-\tau_{\mathrm{D}_{2} \mathrm{O}}^{-1}-0.31\right) \tag{3}
\end{equation*}
$$

\]

Since $\tau_{\mathrm{D}_{2} \mathrm{O}}$ corresponds to the lifetime of ${ }^{5} \mathrm{D}_{0}$ of the complex with $n=0$, it is reasonable to use $\tau_{\mathrm{D}_{2} \mathrm{O}}=3.7 \mathrm{~ms}$, the ${ }^{5} \mathrm{D}_{0}$ lifetime at 4.2 K for $\mathbf{1}$ (Sugeta and Yamase, 1993). The revised Eq. (3) was applied to $\mathbf{1 - 6}$ (at 4.2 K ) solids with square anti-, bicapped trigonal-, and tricapped-trigonal-prismatic co-ordination geometries of $\mathrm{Eu}^{3+}$. Table 4 lists the approximate co-ordination geometry, total number ( $n^{\prime}$ ) of aqua and hydroxo ligands, total charge from ligands, and the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{0}$ energy ( $0-0 \mathrm{in} \mathrm{cm}^{-1}$ ) for the $\mathrm{Eu}^{3+}$ sites of $\mathbf{1}-\mathbf{6}$. Figure 15 shows a plot of $q$ values calculated by the difference $\left(\Delta \tau^{-1}\right)$ in reciprocal ${ }^{5} \mathrm{D}_{0}$ lifetimes at 4.2 K between $\mathbf{2 - 6}$ and $\mathbf{1}$ versus the crystallographically determined number of aqua ligands in the first coordination spheres, $n$. The solid line in Figure 15A indicates the $q=n$ relationship [given by Eq. (3)] obtained for various aminopolycarboxylatoeuropate complexes (Supkowski and Horrocks, 2002). As shown in Figure 15A, $q$ values for 2, 3, and 6 suggest $n$ values of $0.5,3$, and 7 [Eq. (3)], respectively. Such a deviation from $q=n$ for 2 and $\mathbf{6}$ arises from the existence of elongated $\mathrm{Eu}-\mathrm{O}_{\mathrm{w}}$ distances which makes the $\mathrm{Eu}^{3+}-\mathrm{H}_{2} \mathrm{O}$ coupling per $\mathrm{H}_{2} \mathrm{O}$ molecule weakened with, as a result, a low estimate of $q$ : in 2, the Eu- $\mathrm{O}_{\mathrm{w}}$ distances of 2.51(3) - 2.64(3) $\AA$ [average 2.56(2) $\AA$ ] for two $\mathrm{O}_{\mathrm{w}}$ molecules are slightly longer than the average $\mathrm{Eu}-\mathrm{O}_{\mathrm{w}}$ distances [2.49 (1) and 2.48(1) $\AA$ ] observed for 3-5 (Table 2), which results in estimating $q \approx 0.4$ (Figure 15B). Similarly, in 6, one (capping) of eight $\mathrm{O}_{\mathrm{w}}$ atoms is lying at a very long distance from the central $\mathrm{Eu}^{3+}$ atom, namely 2.59(3)-2.88(5) $\AA$ [average 2.78(3) $\AA$ ] compared with other $\mathrm{O}_{\mathrm{w}}$ atoms with $\mathrm{Eu}-\mathrm{O}_{\mathrm{w}}$ distances of 2.40(3)-2.59(3) $\AA$


FIGURE 15 Plots of $q$ values calculated by the difference ( $\Delta \tau^{-1}$ ) in reciprocal ${ }^{5} D_{0}$ lifetimes at 4.2 K between 2-6 and $\mathbf{1}$, against number ( $n$ ) of aqua ligands ( A ) and total number ( $n^{\prime}$ ) of aqua and hydroxo ligands (B) in the first co-ordination spheres. A plot of $q$ value of 4 at 4.2 K was replaced with the one at 77 K because of its degradation at 4.2 K .
[average $2.44(1) \AA$ ] (Figure 10), resulting in $q \approx 6.8$ (Figure 15B). Furthermore, a large deviation from $q=n$ for 3, where two hydroxo ligands co-ordinate $\mathrm{Eu}^{3+}$ with Eu-O distances of 2.41(3)-2.54(3) Å [average 2.47(1) Å] (Figure 7 and Table 2), reveals a strong contribution of vibrational states of the high-frequency OH oscillators for two hydroxo ligands to the lifetime of ${ }^{5} \mathrm{D}_{0}$ as well as the case of aqua ligands. Although Eq. (3) should be used with care for the case of the long $\mathrm{Eu}-\mathrm{O}_{\mathrm{w}}$ distances of more than $2.6 \AA$, the $q=1.11\left(\Delta \tau^{-1}-0.31\right)$ value for the polyoxometalloeuropate solids is sufficiently useful to predict the total number $\left(n^{\prime}\right)$ of aqua and hydroxo ligands around $\mathrm{Eu}^{3+}$ (Figure 15B), irrespective of the co-ordination geometry of $\mathrm{Eu}^{3+}$ site, for compounds not amenable to study by single-crystal X-ray methods. As shown in Table 4, the Eu ${ }^{3+}$ site for high values $(\geq 9)$ of the total charge of the ligands favours a square anti-prismatic geometry


FIGURE 16 Crystal structure of $\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{2}\left[\mathrm{~V}_{10} \mathrm{O}_{28}\right] \cdot 8 \mathrm{H}_{2} \mathrm{O}(7)$ and the co-ordination of eight aqua ligands (with $\mathrm{Eu}-\mathrm{O}_{\mathrm{w}}$ distances of $2.34-2.54 \AA$ A) for two crystallographically different Eu sites of 1 and 2. Figure is redrawn after Yamase et al. (1998).
with $n \leq 2$, while lower charges ( $\leq 6.5$ ) favour a tricapped-trigonal-prismatic geometry with $n \geq 4$. This could be explained by the contraction of the coordination sphere due to the nephelauxetic effect. However, in [Eu $\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{2}\left[\mathrm{~V}_{10} \mathrm{O}_{28}\right] \cdot 8 \mathrm{H}_{2} \mathrm{O}$ (7), which exhibits no Eu-O bonds involving the $\left[\mathrm{V}_{10} \mathrm{O}_{28}\right]^{6-}$ ligands, each $\mathrm{Eu}^{3+}$ ion is co-ordinated only by eight aqua ligands with a zero total charge in an approximate square anti-prismatic geometry (Yamase et al., 1999), suggesting that the co-ordination geometry of the $\mathrm{Eu}^{3+}$ site is not necessarily determined by the nephelauxetic effect. Figure 16 shows the crystal structure of 7 and the co-ordination of eight aqua ligands (with $\mathrm{Eu}-\mathrm{O}_{\mathrm{w}}$ distances of $2.34-2.54 \AA$ ) for two crystallographically different Eu sites with approximately $D_{4 d}$ square anti-prismatic geometry. The low-resolution photoluminescence spectrum recorded at 4 K under excitation of the weak ${ }^{5} \mathrm{D}_{1} \leftarrow{ }^{7} \mathrm{~F}_{0}$ absorption band at 525.6 nm is reproduced in Figure 17. It consists in zero ${ }^{5} \mathrm{D}_{0} \rightarrow$ ${ }^{7} \mathrm{~F}_{0}$, two ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$, three ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$, weak one ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{3}$, and four (two peaks and two shoulders) ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{4}$ transitions. We note that for 7 , the efficient excitation bands of $\mathrm{Eu}^{3+}$ are completely obscured by the intense and broad $\mathrm{O} \rightarrow \mathrm{V}$ charge transfer band of $\left[\mathrm{V}_{10} \mathrm{O}_{28}\right]^{6-}$ extending from the UV up to 500 nm .


FIGURE 17 Low-resolution photoluminescence spectrum of 7 at 4.2 K under excitation of a weak ${ }^{5} \mathrm{D}_{1} \leftarrow{ }^{7} \mathrm{~F}_{0}$ absorption band. Figure is redrawn after Yamase et al. (1998).

The validity of $q=n^{\prime}$ is confirmed by plotting $q$ values (with $\tau_{0}=0.13 \pm 0.01 \mathrm{~ms}$ at 4.2 K ) against $n^{\prime}$ (Figure 15B).

The average value of $\mathrm{Ln}-\mathrm{O}_{\mathrm{w}}$ distances for the approximately square antiprismatic $\mathrm{Ln}^{3+}$ sites of lanthanide decavanadate decreases with increasing Ln atomic number: 2.45(4), 2.36(3), and 2.33(5) $\AA$ for $\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{2} \mathrm{~V}_{10} \mathrm{O}_{28} \cdot 8 \mathrm{H}_{2} \mathrm{O}$ (Yamase et al., 1998), $\left[\mathrm{Er}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{2}\left[\mathrm{~V}_{10} \mathrm{O}_{28}\right] \cdot 9 \mathrm{H}_{2} \mathrm{O}$ (Rivero et al., 1984), and $\left[\mathrm{Yb}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{2}\left[\mathrm{~V}_{10} \mathrm{O}_{28}\right] \cdot$ $8 \mathrm{H}_{2} \mathrm{O}$ (Rivero et al., 1985), respectively, which is attributable to the lanthanide contraction of the ionic radius. Interestingly, $\left[\mathrm{Nd}\left(\mathrm{H}_{2} \mathrm{O}\right)_{9}\right]_{2}\left[\mathrm{~V}_{10} \mathrm{O}_{28}\right] \cdot 10 \mathrm{H}_{2} \mathrm{O}$ and $\left[\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{7}\right]_{2}\left[\mathrm{~V}_{10} \mathrm{O}_{28}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}$ exhibit tricapped-trigonal-prismatic $\mathrm{Nd}\left(\mathrm{H}_{2} \mathrm{O}\right)_{9}$ and $\mathrm{LaO}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{7}$ sites (Saf'yanov and Belov, 1976; Saf'yanov et al., 1978). Other examples for the $\mathrm{Eu}^{3+}$ centres bound only to aqua ligands are tricapped-trigonal-prismatic $\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{9}$ sites in $\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{9}\left(\mathrm{C}_{2} \mathrm{H}_{5} \mathrm{SO}_{4}\right)_{3}$ (Albertsson and Elding, 1977; Gerkin and Reppart, 1984) and $\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{9}\right]\left[\left(\mathrm{BrO}_{3}\right)_{3}\right]$ (Albertsson and Elding, 1977). High-resolution spectra of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1,2}$ emission observed under the ${ }^{5} \mathrm{D}_{1} \leftarrow{ }^{7} \mathrm{~F}_{0}$ excitation were carefully compared for $0.1 \mathrm{M} \mathrm{EuCl}_{3}(\mathrm{aq})$ and crystals of $\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{2}\left[\mathrm{~V}_{10} \mathrm{O}_{28}\right] \cdot 8 \mathrm{H}_{2} \mathrm{O}$, $\mathrm{Eu}\left(\mathrm{C}_{2} \mathrm{H}_{5} \mathrm{SO}_{4}\right)_{3} \cdot 9 \mathrm{H}_{2} \mathrm{O}$, and $\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{9}\right]\left[\left(\mathrm{BrO}_{3}\right)_{3}\right]$, in order to investigate the equilibrium between eight- and nine-co-ordinate $\mathrm{Eu}^{3+}(\mathrm{aq})$ species. Such a modelling of the $0.1 \mathrm{M} \mathrm{EuCl}_{3}(\mathrm{aq})$ spectra showed that approximately two-thirds of $\mathrm{Eu}^{3+}$ ions exist as $\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}{ }^{3+}$ in aqueous solution (Tilkens et al., 2004).

### 2.5 Kinetics of the sensitized luminescence of $\mathrm{Eu}^{3+}$

The single exponential decay and its small dependence on temperature for the ${ }^{5} \mathrm{D}_{0}$ emission of $\mathrm{Eu}^{3+}$ in compounds 1-6 (Table 4) suggests that the energy migration between the $\mathrm{Eu}^{3+}$ sites at polyoxometalloeuropate lattices is negligible, although the shortest Eu‥Eu distance in 3 was $3.74 \AA$ (Ozeki et al., 1994). The magneticdipole character of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$ transition implies the radiative rate of this transition to be almost independent of the $\mathrm{Eu}^{3+}$ chemical environment, as long as the mixing of electric-dipole character into this transition is small (Verweg et al.,
1988). Therefore, it is meaningful to use the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$ magnetic-dipole transition as a standard in order to estimate the radiative rate for $\mathbf{1 - 6}$ (Blasse, 1991). We take 1 as a reference since it features an anhydrous $\mathrm{Eu}^{3+}$ site exhibiting a high quantum yield ( $\sim 1.0$ ). In addition, the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$ transition has a sizeable intensity (Tables 1 and 4, Figure 3) and the optical absorption edge of the $\mathrm{O} \rightarrow \mathrm{W}$ lmct excitation band ( $\sim 3.2 \mathrm{eV}$ ) is similar to the one of the other complexes. The radiative rate ( $k_{\mathrm{rad}}$ ) for $\mathrm{Eu}^{3+}$ in 1 amounts to $2.7 \times 10^{2} \mathrm{~s}^{-1}(=1 / 3.7 \mathrm{~ms})$ at 4.2 K , and the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$ transition represents $50 \%$ of the total emission intensity (Table 2). Therefore, the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$ decay rate was evaluated to be $1.35 \times 10^{2} \mathrm{~s}{ }^{-1}$. Thus, $k_{\text {rad }}$ values for 2-6 were simply estimated from the relative intensities of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$ emission: for example, in $3, k_{\mathrm{rad}}=1.4 \times 10^{3}\left(=1.35 \times 10^{2} / 0.099\right) \mathrm{s}^{-1}$. Since the experimental decay rate constant of the emission for 3 was $(3.1 \pm 0.1) \times 10^{3} \mathrm{~s}^{-1}[=1 /(0.32 \pm 0.01)$ ms ], we could estimate a non-radiative rate constant $\left(k_{\mathrm{nr}}\right)$ of $(1.7 \pm 0.1) \times 10^{3}$ and therefore the ratio ( $\eta_{\mathrm{rad}}$ ) of the ${ }^{5} \mathrm{D}_{0}$ radiative emission is $0.45 \pm 0.01$. With these data, the yield $\left(\Phi_{\text {et }}\right)$ of the overall energy transfer from the $\mathrm{O} \rightarrow \mathrm{M}$ lmct state to the ${ }^{5} \mathrm{D}_{0}$ state (partially through the ${ }^{5} \mathrm{D}_{1}$ state) is calculated to be $0.18 \pm 0.01$. Table 5 lists values of $k_{\mathrm{rad}}, k_{\mathrm{nr}}, \eta_{\mathrm{rad}}$, and $\Phi_{\text {et }}$ at $4.2,77$, and 300 K for $\mathbf{1 - 6}$ (Yamase et al., 1997), which were obtained from the quantum yields ( $\Phi$ ) of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission and emission decay rates $(1 / \tau)$ of the ${ }^{5} \mathrm{D}_{0}$ state under $248-\mathrm{nm}$ light excitation (Table 4). The decrease in $\Phi_{\text {et }}$ with an increase in temperature was assigned to the $\mathrm{d}^{1}$ hopping delocalization in the polyoxometalate ligand, which depends on the configuration of both $\mathrm{M}-\mathrm{O}-\mathrm{M}$ and Eu-O-M linkages (Yamase et al., 1990, 1997). The thermal deactivation of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct states due to the $\mathrm{d}^{1}$ hopping is based on the small disparity in the electronic configurations between the excited and ground states, which is reflected by the bond angles of the $\mathrm{M}-\mathrm{O}-\mathrm{M}$ or Eu-O-M linkage. Photoexcitation into the $\mathrm{O} \rightarrow \mathrm{M}$ lmct bands allows the hopping of the $\mathrm{d}^{1}$ electron to the $\mathrm{Eu}^{3+}$ site through the Eu-O-M linkage involving the 2 p orbital of the bridging oxygen atom, provided the Eu-O-M bond angles are about $150^{\circ}$, since the $f \pi-p \pi-\mathrm{d} \pi$ orbital mixing on the Eu-O-M linkage would be possible, similarly to the $\mathrm{d} \pi-\mathrm{p} \pi-\mathrm{d} \pi$ orbital mixing observed for the corner-sharing $\mathrm{MO}_{6}$ octahedra with similar M-O-M bond angles (Yamase and Naruke, 1991; Yamase et al., 1997). The polyoxometalate ligands consisting of only edge-sharing $\mathrm{MO}_{6}$ octahedra with $\mathrm{M}-\mathrm{O}-\mathrm{M}$ bond angles of about $100^{\circ}$ give a small temperature dependence of $\Phi_{\text {et }}$ (with its high value) due to the localization of the $d^{1}$ electron on the $\mathrm{MO}_{6}$ octahedron, as exemplified by 1. An Eu-O-M bond angle larger than $150^{\circ}$ results in a strong temperature dependence of $\Phi_{\text {et }}$ for compounds 2-6 (Tables 2 and 5). The low value of $\Phi_{\text {et }}(0.24 \pm 0.01$ at 4.2 K$)$ for 5 compared with $4(0.48 \pm 0.04$ at 77 K$)$ is ascribed to the additional factor of the small disparity between the excited and ground $\mathrm{O} \rightarrow \mathrm{M}$ lmct states, which arises from the nearly linear Mo-O-Mo linkage [179.9(1) ${ }^{\circ}$ with an Mo-O distance of $1.88(1) \AA$, see Table 2] joining two $\gamma-\left[\mathrm{Mo}_{8} \mathrm{O}_{26}\right]^{4-} \mathrm{MoO}_{5}$ square-pyramids (Niven et al., 1991) through the twofold O atom (Yamase and Naruke, 1991). As described below, the quantum yield of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet luminescence for the highly symmetrical polyoxometalates with Lindqvist or Keggin structures is extremely small due to the small disparity between excited and ground state electronic configuration, as demonstrated in $\left[\mathrm{NBu}_{4}\right]_{2}\left[\mathrm{M}_{6} \mathrm{O}_{19}\right](\mathrm{M}=\mathrm{W}$ and Mo$)$ and $\mathrm{K}_{5}\left[\mathrm{BW}_{12} \mathrm{O}_{40}\right] \cdot 15 \mathrm{H}_{2} \mathrm{O}$

TABLE 5 Radiative rate ( $\left(k_{\text {rad }}\right.$ in s ${ }^{-1}$ ), non-radiative rate ( $k_{\mathrm{nt}}$ in $\mathrm{s}^{-1}$ ), and ratio ( $\eta_{\mathrm{rad}}$ ) of radiation of the ${ }^{5} \mathrm{D}_{0}$ state of Eu ${ }^{3+}$ and quantum yield ( $\Phi_{\text {et }}$ ) of the overall energy transfer from $\mathrm{O} \rightarrow \mathrm{M}$ Imct states to the ${ }^{5} \mathrm{D}_{0}$ state (through the ${ }^{5} \mathrm{D}_{1}$ state in part) for ${ }^{1-6^{a}}$

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k_{\text {rad }}$ | $2.7 \times 10^{2}$ | $7.5 \times 10^{2}$ | $1.4 \times 10^{3}$ | $1.1 \times 10^{3}$ | $9.0 \times 10^{2}$ | $7.9 \times 10^{2}$ |
| $k_{\mathrm{nr}}$ |  |  |  |  |  |  |
| 4.2 K | $\sim 0$ | $(1.9 \pm 1.7) \times 10^{2}$ | $(1.7 \pm 0.1) \times 10^{3}$ |  | $5.4 \times 10^{3}$ | $(5.9 \pm 0.4) \times 10^{3}$ |
| 77 K | $3 \times 10$ | $(1.9 \pm 1.7) \times 10^{2}$ | $(1.8 \pm 0.1) \times 10^{3}$ | $(3.2 \pm 0.3) \times 10^{3}$ | $(5.0 \pm 0.3) \times 10^{3}$ | $(6.4 \pm 0.5) \times 10^{3}$ |
| 300 K | $9 \times 10$ | $(1.9 \pm 1.7) \times 10^{2}$ | $(1.8 \pm 0.2) \times 10^{3}$ | $(4.0 \pm 0.2) \times 10^{3}$ | $(5.0 \pm 0.3) \times 10^{3}$ | $(6.4 \pm 0.5) \times 10^{3}$ |
| $\eta_{\text {rad }}$ |  |  |  |  |  |  |
| 4.2 K | 1.0 | $0.83 \pm 0.15$ | $0.45 \pm 0.01$ |  | $0.14 \pm 0.01$ | $0.15 \pm 0.01$ |
| 77 K | 0.90 | $0.83 \pm 0.15$ | $0.43 \pm 0.01$ | $0.25 \pm 0.02$ | $0.15 \pm 0.01$ | $0.14 \pm 0.01$ |
| 300 K | 0.75 | $0.83 \pm 0.15$ | $0.44 \pm 0.03$ | $0.21 \pm 0.01$ | $0.15 \pm 0.01$ | $0.14 \pm 0.01$ |
| $\Phi_{\text {et }}$ |  |  |  |  |  |  |
| 4.2 K | 1.0 | $0.69 \pm 0.12$ | $0.19 \pm 0.01$ |  | $0.24 \pm 0.01$ | $(6 \pm 1) \times 10^{-3}$ |
| 77 K | 1.0 | $0.64 \pm 0.12$ | $0.09 \pm 0.01$ | $0.48 \pm 0.04$ | $0.19 \pm 0.01$ | $(2 \pm 1) \times 10^{-3}$ |
| 300 K | 0.94 | $0.31 \pm 0.06$ | 0.02 | $0.33 \pm 0.02$ | $0.08 \pm 0.01$ |  |

[^38]

FIGURE 18 Green emission of the $\mathrm{O} \rightarrow \mathrm{W}$ Imct triplet states under 248-nm light excitation of $\mathrm{K}_{9} \mathrm{H}_{5}\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right] \cdot 16 \mathrm{H}_{2} \mathrm{O}$ at $T<150 \mathrm{~K}$. Figure is redrawn after Yamase et al. (1997).
(Yamase and Sugeta, 1993). Both the extremely low value of $\Phi_{\text {et }}\left(\leq 6 \times 10^{-3}\right)$ and the strong temperature dependence of the luminescence quantum yield (Table 5) for 6 are attributed to a strong temperature-dependent deactivation through the $\mathrm{O} \rightarrow \mathrm{M}$ lmct states. In 6, the condensed double Keggin structure for the $\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]^{14-}$ component with approximate $D_{3 h}$ symmetry (Figure 10) involves large $\mathrm{W}-\mathrm{O}-\mathrm{W}, \mathrm{Ti}-\mathrm{O}-\mathrm{W}$, and $\mathrm{Eu}-\mathrm{O}-\mathrm{W}$ bond angles of more than $150^{\circ}$ (viz $\mathrm{Eu}-\mathrm{O}-\mathrm{W} \approx 165^{\circ}$, cf. Table 2), which results in a strong deactivation generated by the $\mathrm{O} \rightarrow \mathrm{M}$ lmct states of $\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right]^{14-}$. This also leads to low values of both the quantum yield and the quenching temperature of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet emission in $\mathrm{K}_{9} \mathrm{H}_{5}\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right] \cdot 16 \mathrm{H}_{2} \mathrm{O}$ (Yamase et al., 1993; Sugeta and Yamase, 1997). Figure 18 shows a broad green emission peaking at 570 nm at low temperatures, $T<150 \mathrm{~K}$, under 248-nm light excitation of $\mathrm{K}_{9} \mathrm{H}_{5}\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right] \cdot 16 \mathrm{H}_{2} \mathrm{O}$ solid. The quantum yield of this emission from the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states is extremely low, $(4.9 \pm 0.2) \times 10^{-3}$ at 4.2 K and $(1.0 \pm 0.1) \times 10^{-3}$ at 100 K . The corresponding luminescence decay shows twoexponential behaviour (due to two ${ }^{3} \mathrm{~T}_{1 \mathrm{u}}$ triplet states), with associated lifetimes of $91 \pm 6$ and $140 \pm 10 \mu \mathrm{~s}$ at 4.2 K and $10 \pm 2$ and $30 \pm 4 \mu \mathrm{~s}$ at 100 K . Details are discussed in Section 2.6. On the other hand, a value (the energy transfer efficiency of $\Phi_{\text {et }}=0.19 \pm 0.01$ observed for 3 , which contains the highly symmetrical $\left[\mathrm{Nb}_{6} \mathrm{O}_{19}\right]^{8-}$ ligands as shown in Figure 7) at 4.2 K is not as low as expected, compared with 6, despite its strong temperature dependence of $\Phi_{\text {et }}$ (Table 5). This is associated with two factors. One is the distortion of the $\left[\mathrm{Nb}_{6} \mathrm{O}_{19}\right]^{8-}$ ligand co-ordinating $\mathrm{Eu}^{3+}$ in a heptadentate fashion, reducing the point symmetry of each $\left[\mathrm{Nb}_{6} \mathrm{O}_{19}\right]^{8-}$ ligands to $C_{2 v}$, from the idealized $O_{h}$ symmetry (Ozeki et al., 1994; Naruke and Yamase, 1996). The other is the slightly smaller bond angles (about $142^{\circ}$ ) of the $\mathrm{Eu}-\mathrm{O}\left(\mu_{2}\right)-\mathrm{Nb}$ linkages compared with other polyoxometalloeuropates (Table 2).

TABLE 6 Emission and excitation maxima at 4.2 K , emission decay ( $\tau_{\text {triplet }}$ ) and quantum yield ( $\Phi_{\text {triplet }}$ ) of the $\mathrm{O} \rightarrow \mathrm{M}$ Imct triplet emission for a variety of polyoxometalates

| Complexes | Emission maximum (nm) | Excitation maximum (nm) | $\tau_{\text {triplet }}{ }^{a}(\mu \mathrm{~s})$ |  | $\Phi_{\text {triplet }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 4.2 K | 77 K | 4.2 K | 77 K | 300 K |
| $\mathrm{K}_{5.5} \mathrm{H}_{1.5}\left[\mathrm{SbW}_{6} \mathrm{O}_{24}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}$ | 520 | 280 | $176+245$ | $143+160$ | 0.61 | 0.43 | $4.2 \times 10^{-2}$ |
| $\mathrm{Na}_{5}\left[\mathrm{IMo}_{6} \mathrm{O}_{24}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$ | 670 | 280, 330(sh) | $133+246$ | $110+189$ | $2.6 \times 10^{-2}$ | $1.5 \times 10^{-2}$ |  |
| $\begin{aligned} & \mathrm{Na}_{3} \mathrm{H}_{6}\left[\mathrm{CrMo}_{6} \mathrm{O}_{24}\right] \cdot \\ & 8 \mathrm{H}_{2} \mathrm{O}^{b} \end{aligned}$ | 703.0, 704.4 | 300, 400, 540 | 143 | 87 | $5.0 \times 10^{-3}$ | $1.0 \times 10^{-3}$ |  |
| $\begin{aligned} & {\left[\mathrm{NH}_{4}\right]_{3} \mathrm{H}_{6}\left[\mathrm{FeMo}_{6} \mathrm{O}_{24}\right] \cdot} \\ & \quad 7 \mathrm{H}_{2} \mathrm{O} \end{aligned}$ | - | - | - | - | - | - |  |
| $\mathrm{K}_{4} \mathrm{H}_{5}\left[\mathrm{CoMo}_{6} \mathrm{O}_{24}\right] \cdot 7 \mathrm{H}_{2} \mathrm{O}$ | - | - | - | - | $-$ | - |  |
| $\mathrm{K}_{6}\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right] \cdot 4 \mathrm{H}_{2} \mathrm{O}$ | 700 | 280, 350 | $169+209$ | $142+190$ | $9.4 \times 10^{-2}$ | $3.1 \times 10^{-2}$ | $7.0 \times 10^{-4}$ |
| $\left[\mathrm{NH}_{4}\right]_{6}\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right] \cdot 4 \mathrm{H}_{2} \mathrm{O}$ | 700 | - | $6+17$ | $6+15$ | $1.9 \times 10^{-2}$ | $3.0 \times 10^{-3}$ |  |
| $\mathrm{K}_{5} \mathrm{H}_{2}\left[\mathrm{SbMo}_{6} \mathrm{O}_{24}\right] \cdot 7 \mathrm{H}_{2} \mathrm{O}$ | 700 | 280, 355 | $97+140$ | $92+172$ | $3.5 \times 10^{-2}$ | $2.5 \times 10^{-2}$ |  |
| $\mathrm{K}_{5}\left[\mathrm{BW}_{12} \mathrm{O}_{40}\right] \cdot 15 \mathrm{H}_{2} \mathrm{O}$ | 520 | - | $134+185$ | $105+140$ | $4.0 \times 10^{-4}$ | $2.0 \times 10^{-4}$ |  |
| $\mathrm{K}_{5}\left[\mathrm{PTiW}_{11} \mathrm{O}_{40}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$ | 560 | 285, 315(sh) | $112+142$ | $59+97$ | 0.12 | $2.5 \times 10^{-2}$ |  |
| $\mathrm{K}_{7}\left[\mathrm{PTi}_{2} \mathrm{~W}_{10} \mathrm{O}_{40}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}$ | 580 | 280, 340(sh) | $158+202$ | 80 | 0.14 | $1.5 \times 10^{-2}$ |  |
| $\mathrm{K}_{3}\left[\mathrm{PMo}_{12} \mathrm{O}_{40}\right] \cdot 44 \mathrm{H}_{2} \mathrm{O}$ | 510 | - | $64+190$ | $43+87$ | $2.0 \times 10^{-4}$ | $1.0 \times 10^{-4}$ |  |
| A- $\beta-\mathrm{Na}_{8} \mathrm{H}\left[\mathrm{PW}_{9} \mathrm{O}_{34}\right]$ - | 540 | 280, 310(sh) | $113+173$ | $133+171$ | 0.14 | 0.11 |  |
| $24 \mathrm{H}_{2} \mathrm{O}$ |  |  |  |  |  |  |  |

TABLE 6 (continued)

|  | Emission <br> maximum <br> $(\mathrm{nm})$ | Excitation <br> maximum <br> $(\mathrm{nm})$ |  | $\tau_{\text {triplet }}{ }^{a}(\mu \mathrm{~s})$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

[^39]${ }^{5} \mathrm{R}$-line emission.


FIGURE 19 Structure of Anderson-type anion given by polyhedral representation and luminescence spectra observed under the $\mathrm{O} \rightarrow \mathrm{M}(=\mathrm{W}$ or Mo$)$ lmct-bands photoexcitation of three complexes, $\mathrm{K}_{5.5} \mathrm{H}_{1.5}\left[\mathrm{SbW}_{6} \mathrm{O}_{24}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}, \mathrm{Na}_{5}\left[\mathrm{IMo}_{6} \mathrm{O}_{24}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$, and $\mathrm{Na}_{3} \mathrm{H}_{6}\left[\mathrm{CrMo}_{6} \mathrm{O}_{24}\right] \cdot 8 \mathrm{H}_{2} \mathrm{O}$. The grey octahedron in the anion structure indicates a central $\mathrm{XO}_{6}\left(\mathrm{X}=\mathrm{Sb}^{5+}, \mathrm{I}^{7+}, \mathrm{Cr}^{3+}\right)$ octahedron. Figure is redrawn after Yamase (1998).


FIGURE 20 A schematic configuration co-ordinate model for the ${ }^{3} \mathrm{~T}_{1 \mathrm{u}} \rightarrow{ }^{1} \mathrm{~A}_{1 \mathrm{~g}}$ emission of the polyoxometalates. Figure is redrawn after Yamase and Sugeta (1993).

### 2.6 Involvement of the $\mathrm{O} \rightarrow \mathrm{M}$ Imct triplet states in energy transfer

Table 6 lists emission and excitation maxima, lifetimes associated with the two exponential decays ( $\tau_{\text {triplet }}$ ), and quantum yields ( $\Phi_{\text {triplet }}$ ) of the ${ }^{3} \mathrm{~T}_{1 \mathrm{u}} \mathrm{O} \rightarrow \mathrm{M} 1 \mathrm{mct}$ triplet emission at 4.2 K for a variety of polyoxometalates (Yamase and Sugeta,
1993). One notes that the $\Phi_{\text {et }}$ value at $77 \mathrm{~K}(0.48 \pm 0.04)$ for the edge-sharing $\mathrm{MoO}_{6}$ octahedral polyoxomolybdoeuropate 4 is small compared with the same edgesharing $\mathrm{WO}_{6}$ octahedral polyoxotungstoeuropate $\mathbf{1}$ (Table 4). This difference could be explained by two factors: the deactivation of the $\mathrm{O} \rightarrow$ Mo lmct states in part due to larger Eu-O-Mo bond angles (of about $150^{\circ}$ ) and a smaller spin-orbit coupling in the $\mathrm{MoO}_{6}$ octahedra (Yamase et al., 1997). The extent of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet energy transfer in polyoxometalate lattices has been investigated with three isostructural Anderson complexes $\mathrm{K}_{5.5} \mathrm{H}_{1.5}\left[\mathrm{SbW}_{6} \mathrm{O}_{24}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}, \mathrm{Na}_{5}\left[\mathrm{IMo}_{6} \mathrm{O}_{24}\right]$. $3 \mathrm{H}_{2} \mathrm{O}$, and $\mathrm{Na}_{3} \mathrm{H}_{6}\left[\mathrm{CrMo}_{6} \mathrm{O}_{24}\right] \cdot 8 \mathrm{H}_{2} \mathrm{O}$. Figure 19 shows the structure of the anions and the luminescence spectra observed under $\mathrm{O} \rightarrow \mathrm{M}(=\mathrm{W}$ or Mo) lmct photoexcitation. Such photoexcitation for the former two complexes leads to the broad ${ }^{3} \mathrm{~T}_{1 \mathrm{u}} \rightarrow{ }^{1} \mathrm{~A}_{1 \mathrm{~g}}$ emission originating from the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states (Yamase and Sugeta, 1993). A schematic configuration co-ordinate model for this emission is shown in Figure 20 where the excited state parabola is offset relative to that of the ${ }^{1} \mathrm{~A}_{1 g}$ ground state due to the charge-transfer character of the transition. The emission behaviour of the polyoxometalates can be rationalized by two ${ }^{3} \mathrm{~T}_{1 \mathrm{u}}$ triplet levels, $\left(\mathrm{t}_{1 \mathrm{u}}\right)^{5}\left(\mathrm{t}_{2 \mathrm{~g}}\right)^{1}$ and $\left(\mathrm{t}_{2 \mathrm{u}}\right)^{5}\left(\mathrm{t}_{2 \mathrm{~g}}\right)^{1}$, each of which is further split into four levels by spin-orbit coupling: $\mathrm{A}_{1 \mathrm{u}}, \mathrm{E}_{\mathrm{u}}, \mathrm{T}_{1 \mathrm{u}}$, and $\mathrm{T}_{2 \mathrm{u}}$ (Blasse, 1980), which are considerably mixed (Van Oosterhout, 1977a, 1977b). The green emission of $\mathrm{K}_{5.5} \mathrm{H}_{1.5}\left[\mathrm{SbW}_{6} \mathrm{O}_{24}\right] \cdot$ $6 \mathrm{H}_{2} \mathrm{O}$ is intense and observed even at room temperature (with $\Phi_{\text {triplet }}=4.2 \times$ $10^{-4}$ ), in contrast to $\mathrm{Na}_{5}\left[\mathrm{IMo}_{6} \mathrm{O}_{24}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$ which gives orange emission only at temperatures below 100 K . The small quantum yield of the emission for $\mathrm{Na}_{5}\left[\mathrm{IMo}_{6} \mathrm{O}_{24}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$, compared with $\mathrm{K}_{5.5} \mathrm{H}_{1.5}\left[\mathrm{SbW}_{6} \mathrm{O}_{24}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}$, is attributed to a smaller spin-orbit coupling in the former, with a resulting increase in the non-radiative ${ }^{1} \mathrm{~T}_{1 \mathrm{u}} \rightarrow{ }^{1} \mathrm{~A}_{1 \mathrm{~g}}$ transition probability. On the other hand, $\mathrm{Na}_{3} \mathrm{H}_{6}\left[\mathrm{CrMo}_{6} \mathrm{O}_{24}\right] \cdot 8 \mathrm{H}_{2} \mathrm{O}$, in which a central $\mathrm{Cr}^{3+}$ provides several energy levels within the $\mathrm{O} \rightarrow$ Mo lmct emission bands, does not show any $\mathrm{O} \rightarrow$ Mo lmct triplet emission, but instead sharp ${ }^{2} \mathrm{~T}_{1},{ }^{2} \mathrm{E} \rightarrow{ }^{4} \mathrm{~A}_{2} \mathrm{Cr}^{3+}$ emission lines (Henderson and Inbusch, 1989), known as the R-lines with a single-exponential decay as a result of the energy transfer from the ${ }^{3} \mathrm{~T}_{1 \mathrm{u}} \mathrm{O} \rightarrow$ Mo lmct states. If the energy transfer from the ${ }^{1} \mathrm{~T}_{1 \mathrm{u}} \mathrm{O} \rightarrow$ Mo lmct states into $\mathrm{Cr}^{3+}$ were operative in this case, one would expect the co-existence of both $\mathrm{O} \rightarrow$ Mo lmct triplet and $\mathrm{Cr}^{3+}$ luminescence, the rate of the inter-system crossing ${ }^{1} \mathrm{~T}_{1 \mathrm{u}} \rightarrow{ }^{3} \mathrm{~T}_{1 \mathrm{u}}$ being high enough to compete with the rate of the energy transfer. The rate of the energy transfer from the ${ }^{3} \mathrm{~T}_{1 \mathrm{u}} \mathrm{O} \rightarrow$ Mo lmct states into $\mathrm{Cr}^{3+}$ in $\mathrm{Na}_{3} \mathrm{H}_{6}\left[\mathrm{CrMo}_{6} \mathrm{O}_{24}\right] \cdot 8 \mathrm{H}_{2} \mathrm{O}$ was estimated to be larger than $10^{6} \mathrm{~s}^{-1}$; otherwise, the $\mathrm{O} \rightarrow$ Mo lmct triplet emission with a non-exponential long decay lasting several hundred microseconds at temperatures lower than 100 K should be observed. The same is true for the polyoxometallomanganates such as $\mathrm{K}_{6} \mathrm{Na}_{2}\left[\mathrm{MnW}_{6} \mathrm{O}_{24}\right] \cdot 12 \mathrm{H}_{2} \mathrm{O}, \mathrm{K}_{6}\left[\mathrm{MnMo}_{6} \mathrm{O}_{32}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}$, and $\mathrm{Na}_{12}\left[\mathrm{Mn}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{2}\right]$ $50 \mathrm{H}_{2} \mathrm{O}$, in which intra-molecular energy transfer from the $\mathrm{O} \rightarrow \mathrm{M}(=\mathrm{W}, \mathrm{Mo}$, or Nb ) lmct triplet states into $\mathrm{Mn}^{4+}$ occurs, resulting in emission of the $\mathrm{Mn}^{4+} \mathrm{R}$-line only (Yamase et al., 1996). The $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states were identified for the non-molecular oxides of transition metal ions with an empty d shell by ESR studies of the luminescent states in $\mathrm{K}_{2} \mathrm{Cr}_{2} \mathrm{O}_{7}, \mathrm{YVO}_{4}$, and $\mathrm{CaMoO}_{4}$ crystals at 1.2 K (van der Poel et al., 1984a, 1984b; Barendswaads and van der Waals, 1986; Barendswaads et al., 1989; Van Tol and van der Waals, 1992; Van Tol et al., 1992).


FIGURE 21 Scheme of the energy transfer processes from the $O \rightarrow M$ lmct triplet states in both Anderson-typed polyoxometalates and polyoxometalloeuropates. Figure is redrawn after Yamase (1998).


FIGURE 22 Luminescence spectra of $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{K}_{6}\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right] \cdot 4 \mathrm{H}_{2} \mathrm{O}$ under $\mathrm{O} \rightarrow$ Mo Imct-band excitation at 77 and at 4.2 K , respectively. Figure is redrawn after Yamase et al. (1997).

Since the $\mathrm{Eu}\left({ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}\right)$ transition energy is close to the energy of the ${ }^{2} \mathrm{~T}_{1},{ }^{2} \mathrm{E} \rightarrow{ }^{4} \mathrm{~A}_{2}$ transitions of $\mathrm{Cr}^{3+}$ and $\mathrm{Mn}^{4+}$, the emission properties for Anderson-typed complexes strongly support the involvement of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states in the energy transfer processes of the corresponding polyoxometalloeuropate lattices. Figure 21 shows the energy transfer processes for the $\mathrm{O} \rightarrow \mathrm{M}$ lmct excitation in a variety of lattices.

For polyoxometalloterbates, the $\mathrm{Tb}^{3+}$ emission observed under $\mathrm{O} \rightarrow \mathrm{W}$ lmct-band excitation is much stronger than under $\mathrm{O} \rightarrow$ Mo lmct-band excitation. This is also consistent with energy transfer occurring from the $\mathrm{O} \rightarrow \mathrm{M}$ lmct
triplet states. The structures of the anions in $\mathrm{K}_{3} \mathrm{Na}_{4} \mathrm{H}_{2}\left[\mathrm{~Tb}\left(\mathrm{~W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 20 \mathrm{H}_{2} \mathrm{O}$ (Ozeki et al., 1992) and $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ are the same as for the corresponding $\mathrm{Eu}^{3+}$ complexes 1 and 4, respectively. The photoluminescence spectra of the two terbate compounds are almost the same. A typical luminescence spectrum at 77 K under $\mathrm{O} \rightarrow \mathrm{M}$ lmct-band excitation for $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ is shown in Figure 22, where the emission spectrum of the $\mathrm{O} \rightarrow$ Mo lmct triplet states of $\mathrm{K}_{6}\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right] \cdot 4 \mathrm{H}_{2} \mathrm{O}$ at 4.2 K is added for comparison with the $\mathrm{O} \rightarrow \mathrm{W}$ lmct triplet emission (Table 6 and Figures 18 and 19). The quantum yield of the $\mathrm{Tb}^{3+5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{J}(J=0-6)$ emission under the $\mathrm{O} \rightarrow \mathrm{M}$ lmct-band excitation (at 300 nm ) amounts to 0.05 at 77 K and $9 \times$ $10^{-3}$ at 300 K for $\mathrm{K}_{3} \mathrm{Na}_{4} \mathrm{H}_{2}\left[\mathrm{~Tb}\left(\mathrm{~W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 20 \mathrm{H}_{2} \mathrm{O}$ (Ozeki and Yamase, 1993), whereas it is equal to $7 \times 10^{-3}$ at 77 K and negligibly low at 300 K for $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ (Yamase et al., 1997). As shown in Figure 22, the spectral overlap between the broad orange emission (around 700 nm ) of the $\mathrm{O} \rightarrow$ Mo lmct triplet states and the f-f absorption ( ${ }^{5} \mathrm{D}_{4} \leftarrow{ }^{7} \mathrm{~F}_{6}$ transition at 486 nm ) of $\mathrm{Tb}^{3+}$ is smaller than for the broad green emission ( $\lambda_{\max }$ $\approx 520 \mathrm{~nm}$ ) of the $\mathrm{O} \rightarrow$ W lmct triplet states for $\mathrm{K}_{9} \mathrm{H}_{5}\left[\left(\mathrm{GeTi}_{3} \mathrm{~W}_{9} \mathrm{O}_{37}\right)_{2} \mathrm{O}_{3}\right] \cdot 16 \mathrm{H}_{2} \mathrm{O}$ in Figure 18 and $\mathrm{K}_{5.5} \mathrm{H}_{1.5}\left[\mathrm{SbW}_{6} \mathrm{O}_{24}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}$ in Figure 19). Thus, energy transfer from the triplet states explains why $\mathrm{O} \rightarrow \mathrm{W}$ lmct photoexcitation provides a much higher yield of the $\mathrm{Tb}^{3+}$ emission compared with the $\mathrm{O} \rightarrow$ Mo lmct photoexcitation (Yamase et al., 1997). It should be noted that the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states are reaction precursors for electron transfer to the $\mathrm{O} \rightarrow \mathrm{M}$ lmct excited states in a variety of polyoxometalates, from alkylammonium cations, alcohols, and carboxylic acids as electron donors, as established by the CIDEP technique for the photoredox reaction of $\left[\mathrm{V}_{4} \mathrm{O}_{12}\right]^{4-}$, $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$, and $\left[\mathrm{W}_{10} \mathrm{O}_{32}\right]^{4-}$ in solutions (Yamase and Ohtaka, 1994), as discussed below. Therefore, the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states participate in both electron transfer and energy transfer in the polyoxometalate lattices.

## 3. ENERGY TRANSFER AMONG LN ${ }^{\mathbf{3 +}}$ SITES (FROM TB ${ }^{\mathbf{3 +}} \mathrm{TO}^{\mathbf{~ E U}}{ }^{\mathbf{3 +}}$ )

### 3.1 Luminescence spectra

As discussed above, sensitized luminescence studies of polyoxometalloeuropates have provided the details of both the transfer and the relaxation of the excitation energy in the host lattices of $\mathrm{Eu}^{3+}$-doped metal-oxide phosphors such as $\mathrm{Gd}_{2}\left(\mathrm{WO}_{4}\right)_{3}: \mathrm{Eu}, \mathrm{Y}_{2} \mathrm{WO}_{6}: \mathrm{Eu}, \mathrm{YNbO}_{4}: \mathrm{Eu}$, and $\mathrm{CaMoO}_{4}: \mathrm{Eu}$ (Blasse, 1966; Powell and Blasse, 1980). It should be remarked that the Eu-multinuclear polyoxometalloeuropates such as $2-4$ exhibit a single-exponential decay of the ${ }^{5} \mathrm{D}_{0}$ emission with moderate values of the quantum yield, implying that the energy migration among $\mathrm{Eu}^{3+}$ sites due to exchange interaction is negligible (Yamase and Sugeta, 1993; Yamase et al., 1997; Yamase, 1998). Of particular interest is the investigation of the energy transport phenomena among lanthanide centres in the oxide lattices. This could be done by using mixed $\mathrm{Ln}^{3+}\left(\mathrm{Tb}^{3+} / \mathrm{Eu}^{3+}\right)$-containing polyoxometalate complexes based on the structures of $2-4, \mathrm{~K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{3-x} \mathrm{Eu}_{x}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\right.$
$\left.\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}, \mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{6-x} \mathrm{Eu}_{x} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}\right.$, and $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4-x} \mathrm{Eu}_{x}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ (where $x=0.9-1.7$ ), since the $\mathrm{Tb} /$ Eu-mixed complexes provide a favourable system for investigating the $\mathrm{Tb}^{3+} \rightarrow \mathrm{Eu}^{3+}$ energy transfer in the oxide lattices, where the emission lines of donor $\left(\mathrm{Tb}^{3+}\right)$ and acceptor $\left(\mathrm{Eu}^{3+}\right)$ are well separated and can be measured without much interference from each other. For these complexes, the ${ }^{5} \mathrm{D}_{0}$ state of $\mathrm{Eu}^{3+}$ builds up following excitation to $\mathrm{Tb}^{3+}\left({ }^{5} \mathrm{D}_{4}\right)$ with an accompanying emission of both the $\mathrm{Tb}^{3+}\left({ }^{5} \mathrm{D}_{4}\right)$ and $\mathrm{Eu}^{3+}\left({ }^{5} \mathrm{D}_{0}\right)$ ions, which provides strong evidence for the energy transfer from $\mathrm{Tb}^{3+}$ to $\mathrm{Eu}^{3+}$. A variety of the multiple $\mathrm{Ln}^{3+}$-containing polyoxometalates $(\mathrm{Ln}=\mathrm{Eu}, \mathrm{Er}$, and Lu$)$ with the same structural anions showed no significant change in the structure by the replacement of $\mathrm{Eu}^{3+}$ with other $\mathrm{Ln}^{3+}$, since the comparison of the crystallographic structure among three $\left\{\left[\mathrm{Ln}_{3} \mathrm{O}\right.\right.$ $\left.\left.(\mathrm{OH})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\right]_{2} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right)^{16-}(\mathrm{Ln}=\mathrm{Eu}, \mathrm{Er}$, and Lu$)$ anions exhibited only a small change (within $\sim 0.1 \AA$ ) in $\mathrm{Ln} \cdots \mathrm{Ln}$ distances due to the lanthanide contraction (Naruke and Yamase, 1996, 1997, 1998).

The sensitized emission of $\mathrm{Tb}^{3+}$ for three polyoxometalloterbates as pure Tb complexes, $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}, \mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{6} \mathrm{O}_{2}(\mathrm{OH})_{6}\right.\right.$ $\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}$, and $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot$ $13 \mathrm{H}_{2} \mathrm{O}$ was investigated first (Yamase and Naruke, 1999). The luminescence spectra of these pure Tb complexes under 355-nm light irradiation consist of ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{J}$ transition around $488,545,584,624,650,668$, and 682 nm for $J=6,5$, $4,3,2,1$, and 0 respectively, and the excitation spectra for the strongest ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ lines of the $\mathrm{Tb}^{3+}$ emission consist of ${ }^{5} \mathrm{D}_{4} \leftarrow{ }^{7} \mathrm{~F}_{6}$ lines (around 488 nm ), composite ${ }^{5} \mathrm{D}_{3,2}$ and ${ }^{5} \mathrm{~L}_{10} \leftarrow{ }^{7} \mathrm{~F}_{6}$ lines (in the range $320-380 \mathrm{~nm}$ ), and $\mathrm{O} \rightarrow \mathrm{M}(\mathrm{M}=\mathrm{W}, \mathrm{Nb}$, or Mo ) lmct bands (at $<330 \mathrm{~nm}$ ). Emission and excitation spectra at 4.2 and 300 K for $\mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{6} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}\right.$ are exemplified in Figure 23. The relative intensity ratios of the $\mathrm{f}-\mathrm{f}$ transitions for these three complexes hardly depend on temperature. In the excitation spectra of the pure Eu complexes, the ${ }^{5} \mathrm{D}_{0,1,2,3} \leftarrow{ }^{7} \mathrm{~F}_{1}$ lines due to the thermal population of the ${ }^{7} \mathrm{~F}_{1}$ state are more intense at temperatures $T \geq 77 \mathrm{~K}$ with an accompanying reduction in the intensity of the ${ }^{5} \mathrm{D}_{0,1}, 2,3 \leftarrow{ }^{7} \mathrm{~F}_{0}$ lines (Yamase et al., 1990, 1997). In contrast to the pure Eu complexes, none of excitation spectra of the pure Tb complexes exhibits hot lines ( ${ }^{5} \mathrm{D}_{3,2}$ and ${ }^{5} \mathrm{~L}_{10} \leftarrow{ }^{7} \mathrm{~F}_{5}$ ), since the large energy gap (about $2000 \mathrm{~cm}^{-1}$ ) between the ${ }^{7} \mathrm{~F}_{6}$ and ${ }^{7} \mathrm{~F}_{5}$ states for $\mathrm{Tb}^{3+}$ compared with the energy difference (about 300$400 \mathrm{~cm}^{-1}$ ) between the $\operatorname{Eu}\left({ }^{7} \mathrm{~F}_{0}\right)$ and $\operatorname{Eu}\left({ }^{7} \mathrm{~F}_{1}\right)$ states makes thermal population (at $T<300 \mathrm{~K}$ ) of the ${ }^{7} \mathrm{~F}_{5}$ state quite small (Figures 11 and 23).

We turn to the emission properties of $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{1.4} \mathrm{Eu}_{1.6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\right.$ $\left.\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O} \quad(8), \quad \mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{4.3} \mathrm{Eu}_{1.7} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}\right.$ (9), and $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{3.1} \mathrm{Eu}_{0.9}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right) 4\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ (10) as the $\mathrm{Tb} / E u-m i x e d ~ p o l y o x o m e t a l l o l a n t h a n o a t e s . ~ C o m p o u n d ~ 8 ~ i s ~ r e g a r d e d ~ a s ~ a ~ d i s o r-~$ dered mixture of $\mathrm{Tb} / \mathrm{Eu}=1 / 2$ and $2 / 1,9$ as the one of $\mathrm{Tb} / \mathrm{Eu}=4 / 2$ and $5 / 1$, and 10 as the one of $\mathrm{Tb} / \mathrm{Eu}=3 / 1$ and $4 / 0$. Thereby, it is reasonable to assume that the energy transfer from $\mathrm{Tb}^{3+}$ to $\mathrm{Eu}^{3+}$ for $\mathbf{8 - 1 0}$ occurs exclusively at the shortest average $\mathrm{Tb} \cdots$ Eu distance which is close to the shortest average Eu $\cdots$ Eu distance ( $5.05 \AA$ for $8,3.76 \AA$ for 9 , and $6.17 \AA$ for 10) for the corresponding pure Eu


FIGURE 23 Luminescence (A) and excitation (B) spectra of $\mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{6} \mathrm{O}_{2}\left(\mathrm{OH}_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\}\right.\right.$ $.47 \mathrm{H}_{2} \mathrm{O}$ at 4.2 and $300 \mathrm{~K} .4 \rightarrow J(=0-6)$ and $J(=2-4) \leftarrow 6$ transitions indicate ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{\mathrm{J}}$ and ${ }^{5} \mathrm{D}, \leftarrow$ ${ }^{7} \mathrm{~F}_{6}$ for luminescence and excitation spectra, respectively. Figure is redrawn after Yamase and Naruke (1999).
complex (Figures 6-8), although it is difficult to distinguish between Tb and Eu by X-ray crystallography. Upon $\mathrm{Tb}^{3+}$ excitation ( ${ }^{5} \mathrm{D}_{4} \leftarrow{ }^{7} \mathrm{~F}_{6}$ transition) at 488 nm , the $\mathrm{Tb} /$ Eu-mixed complexes 8-10 exhibit transitions from both $\mathrm{Tb}^{3+}\left({ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{J} J=5-\right.$ 0 ) and $\mathrm{Eu}^{3+}\left({ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J} J=0-4\right)$ in the spectral range $540-720 \mathrm{~nm} .{ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{J}$ lines of $\mathrm{Eu}^{3+}$ were observed under the $488-\mathrm{nm}$ light exposure. Figure 24 exemplifies the excitation spectra of 8 at 4.2 and 300 K for the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ (A) and ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$ (B) emission. The excitation spectrum for the $\mathrm{Eu}^{3+}$ emission displays the contributions of both the $\mathrm{O} \rightarrow \mathrm{M}(\mathrm{M}=\mathrm{W}, \mathrm{Nb}$, or Mo$)$ lmct states and the $\mathrm{f}-\mathrm{f}$ transitions of $\mathrm{Tb}^{3+}$, in addition to direct $\mathrm{f}-\mathrm{f}$ transitions of $\mathrm{Eu}^{3+}$ (Figure 24B), whereas the excitation spectrum for the $\mathrm{Tb}^{3+}$ emission shows little contribution of the $\mathrm{Eu}^{3+}$ $\mathrm{f}-\mathrm{f}$ transitions (Figure 24A). This proves that the energy transfer occurs from $\mathrm{Tb}^{3+}$ to $\mathrm{Eu}^{3+}$ and not from $\mathrm{Eu}^{3+}$ to $\mathrm{Tb}^{3+}$ in the polyoxometallolanthanoate lattices. The $300-\mathrm{K}$ excitation spectrum of the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$ emission shows very weak


FIGURE 24 Excitation spectra of $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{1.4} \mathrm{Eu}_{1.6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}(8)$ at 4.2 and 300 K for the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ emission of $\mathrm{Tb}^{3+}(\mathrm{A})$ and the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$ emission of Eu ${ }^{3+}(\mathrm{B})$. J $(=2-4) \leftarrow 6$ and $J(=0-3) \leftarrow J(=0-2)$ transitions indicate ${ }^{5} \mathrm{D}, \leftarrow^{7} \mathrm{~F}_{6}$ of $\mathrm{Tb}^{3+}$ and ${ }^{5} \mathrm{D} \leftarrow^{{ }^{7} \mathrm{~F}_{\mathrm{J}} \text { of Eu }{ }^{3+} \text {, respectively. }}$ Figure is redrawn after Yamase and Naruke (1999).
${ }^{5} \mathrm{D}_{1} \leftarrow{ }^{7} \mathrm{~F}_{2}$ lines at 554 nm , the intensity of which is very small at $T \leq 200 \mathrm{~K}$, in addition to the ${ }^{5} \mathrm{D}_{0,1,2,3} \leftarrow{ }^{7} \mathrm{~F}_{1}$ lines at 589.5 and $594.5,534.0$ and $539.0,471.0$ and 474.5 , and 415.0 and 418.5 nm , respectively. The observation of the hot lines due to the population of the ${ }^{7} \mathrm{~F}_{2}$ state is ascribed to the relatively small gap (about $1000 \mathrm{~cm}^{-1}$ ) between the ${ }^{7} \mathrm{~F}_{2}$ and ${ }^{7} \mathrm{~F}_{0}$ states (Figure 11).

### 3.2 Luminescence decay dynamics

The decay patterns of the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{J}(J=5-0)$ luminescence for $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{Na}_{7} \mathrm{H}_{19}\left[\left[\mathrm{~Tb}_{6} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\right.\right.$ $\left.\mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}$ are single exponentials at all temperatures, whereas the decay for $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ is a single exponential at low temperatures $(T \leq 50 \mathrm{~K})$ but non-exponential at $T>50 \mathrm{~K}$ (Yamase and

Naruke, 1999; Yamase, 2001). The intrinsic lifetimes ( $\tau_{\mathrm{D}}$ ) of the ${ }^{5} \mathrm{D}_{4}$ state for $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}, \quad \mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{6} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}-\right.\right.$ $\left.\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}$, and $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ at $T \leq 50 \mathrm{~K}$ are in the range $1.45-1.64,0.63-0.73$, and $0.46-0.50 \mathrm{~ms}$, respectively. The lifetime for $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}$ is slightly temperature dependent (e.g., $\tau_{\mathrm{D}}=1.59 \pm 0.05,1.42 \pm 0.05$, and $1.30 \pm 0.06 \mathrm{~ms}$, at $4.2,77$, and 300 K , respectively), and the lifetime for $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}{ }^{-}\right.$ $\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4} \mathrm{~J} \cdot 13 \mathrm{H}_{2} \mathrm{O}$ at $T>50 \mathrm{~K}$ strongly increases with non-exponentiality (Yamase and Naruke, 1999; Yamase, 2001). The decay behaviours for $\mathrm{K}_{15} \mathrm{H}_{3}$ $\left[\mathrm{Tb}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}$ and $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H} \quad{ }_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16^{-}}\right.$ $\left.\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ are associated with the non-radiative transition into the $\mathrm{Tb}^{3+} \rightarrow \mathrm{W}^{6+}$ (or $\mathrm{Mo}^{6+}$ ) charge-transfer state, as demonstrated for the significant temperature dependence of the ${ }^{5} \mathrm{D}_{4}$ lifetime for $\mathrm{K}_{3} \mathrm{Na}_{4} \mathrm{H}_{2}\left[\mathrm{~Tb}\left(\mathrm{~W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot 20 \mathrm{H}_{2} \mathrm{O}$ (with $\tau_{\mathrm{D}}=3.8,2.7$, and 1.7 ms at $4.5,77$, and 300 K , respectively) in contrast to the almost temperature-independent lifetime for $\mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{6} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\}\right.$ • $47 \mathrm{H}_{2} \mathrm{O}$ (Stuck and Fonger, 1976; Blasse et al., 1981; Ozeki and Yamase, 1993); $\tau_{\mathrm{D}}$ values for $\mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{6} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \quad \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}\right.$ and $\left[\mathrm{NH}_{4}\right]_{12^{-}}$ $\mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ are smaller than for $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3^{-}}\right.$ $\left.\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}$. The total number $\left(n^{\prime}\right)$ of aqua and hydroxo ligands in the $\mathrm{Tb}^{3+}$ co-ordination sphere for $\mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{6} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\}\right.$. $47 \mathrm{H}_{2} \mathrm{O}\left(n^{\prime}=3\right)$ and $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}\left(n^{\prime}=4\right)$ is larger than for $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3} \quad\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O} \quad\left(n^{\prime}=2\right)$, as expected from the corresponding $\mathrm{Eu}^{3+}$ complexes (Table 4). Therefore, the variation of $\tau_{\mathrm{D}}$ values for the $\mathrm{Tb}^{3+}$ complexes is explained by the radiationless deactivation of the ${ }^{5} \mathrm{D}_{4}$ state through weak coupling with the high-frequency OH oscillators of the aqua and hydroxo ligands, although the ${ }^{5} \mathrm{D}_{4}$ state of $\mathrm{Tb}^{3+}$ being approximately one OH -phonon energy (about $3000 \mathrm{~cm}^{-1}$ ) higher than the ${ }^{5} \mathrm{D}_{0}$ state of $\mathrm{Eu}^{3+}$ is less effective for the deactivation by OH oscillators (Horrocks


FIGURE 25 Decay curves of the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ line of $\mathrm{Tb}^{3+}$ and the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$ line of $\mathrm{Eu}^{3+}$ for $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{1.4} \mathrm{Eu}_{1.6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}(8)$ after pulsed excitation of the ${ }^{5} \mathrm{D}_{4} \leftarrow{ }^{7} \mathrm{~F}_{6}$ transition of $\mathrm{Tb}^{3+}$ at 4.2 K . Figure is redrawn after Yamase (2001).
and Sudnick, 1979, 1981). While the three pure Tb complexes display single exponential decays of the $\mathrm{Tb}^{3+}$ emission (at $T<50 \mathrm{~K}$ for $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{4}\left(\mathrm{MoO}_{4}\right)\right.$ $\left.\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}\right)$, the $\mathrm{Tb} /$ Eu-mixed complexes $\mathbf{8} \mathbf{- 1 0}$ exhibit more complicated decay patterns. Figure 25 exemplifies the decay curves of the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ line of $\mathrm{Tb}^{3+}$ and the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{2}$ line of $\mathrm{Eu}^{3+}$ for 8 after pulsed excitation of the Tb $\left({ }^{5} \mathrm{D}_{4} \leftarrow{ }^{7} \mathrm{~F}_{6}\right)$ transition (at 488 nm ) at 4.2 K . The Eu ${ }^{3+}$ emission at 4.2 K shows a slow rise from zero to a maximum and then decays, which demonstrates the population of the $\mathrm{Eu}\left({ }^{5} \mathrm{D}_{0}\right)$ state through energy transfer from the $\mathrm{Tb}\left({ }^{5} \mathrm{D}_{4}\right)$ state. At longer duration after the excitation pulse, the decay of the $\mathrm{Eu}\left({ }^{5} \mathrm{D}_{0}\right)$ state becomes a decreasing exponential function with an associated lifetime of $1.3 \pm$ 0.1 ms , in agreement with the value ( $1.1 \pm 0.2 \mathrm{~ms}$ ) for the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission of $\mathrm{Eu}^{3+}$ in the pure complex 4 (Yamase et al., 1997). The decays of the ${ }^{5} \mathrm{D}_{4}$ state for the $\mathrm{Tb} /$ Eu-mixed complexes $\mathbf{8 - 1 0}$ are non-exponential at all temperatures and increase with an accompanying faster buildup of the $\mathrm{Eu}\left({ }^{5} \mathrm{D}_{0}\right)$ population when the temperature increases. Figure 26 shows a semi-logarithmic representation of the luminescence decay for the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ emission of 8 under $488-\mathrm{nm}$ excitation. The decay curves give the most convincing demonstration that the $\mathrm{Tb}-\mathrm{Eu}$ transfer rate increases with increasing temperature.

### 3.3 Förster-Dexter-type energy transfer

The results of the luminescence decay for $8 \mathbf{- 1 0}$ were analysed in terms of the Förster-Dexter theory for multi-polar interaction between the donor (D) and the acceptor (A) (Yamase and Naruke, 1999). Since both the Tb-Tb transfer and the back transfer from $\mathrm{Eu}^{3+}$ to $\mathrm{Tb}^{3+}$ at 4.2 K are negligible, the intensity $[I(t)]$ of the $\mathrm{Tb}^{3+}$ emission after pulsed excitation can be described by the Inokuti-Hirayama


FIGURE 26 Semi-logarithmic decay curves of the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ line for $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\right.$ $\left.\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}$ (as a pure $\mathrm{Tb}^{3+}$ complex) and $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{1.4} \mathrm{Eu}_{1.6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right]$.
 the ${ }^{5} \mathrm{D}_{4} \leftarrow{ }^{7} \mathrm{~F}_{6}$ transision of $\mathrm{Tb}^{3+}$ ). Figure is redrawn after Yamase and Naruke (1999).


FIGURE 27 Plots of the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ emission decays of $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{1.4} \mathrm{Eu}_{1.6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right]$. $25.5 \mathrm{H}_{2} \mathrm{O}(8), \mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{4.3} \mathrm{Eu}_{1.7} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}(9)\right.$, and $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{3.1} \mathrm{Eu}_{0.9}\right.$ $\left.\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}(\mathbf{1 0})$ in the forms of $\ln I(t)+t / \tau_{\mathrm{D}}$ against $t^{3 / s}$ for $s=6$, corresponding to an electric dipole-dipole interaction in Eq. (3). Figure is redrawn after Yamase (2001).
model (Förster, 1948; Dexter, 1953; Inokuti and Hirayama, 1965; Hegarty et al., 1981) as shown in Eq. (4),

$$
\begin{equation*}
\ln I(t)+\frac{t}{\tau_{\mathrm{D}}}=-\left(\frac{4}{3}\right) \pi^{3 / 2} n_{\mathrm{A}} r_{\mathrm{DA}}^{3}\left(k_{\mathrm{ET}} t\right)^{3 / s} \tag{4}
\end{equation*}
$$

where $n_{\mathrm{A}}$ is the density of $\mathrm{Eu}^{3+}$ and $k_{\mathrm{ET}}$ is the nearest-neighbour transfer rate between a $\mathrm{Tb}-E u$ pair for the $\mathrm{Tb} / E u-m i x e d$ complexes with separation (in $\AA$ ) of $r_{\text {DA }}$. Also, $s$ is 6,8 , or 10 depending on the multi-polar nature of the $\mathrm{Tb}-\mathrm{Eu}$ interaction, and $\tau_{\mathrm{D}}(=1.59 \pm 0.05,0.68 \pm 0.05$, and $0.51 \pm 0.05 \mathrm{~ms}$ for $\mathbf{8 - 1 0}$ at 4.2 K , respectively) is again the intrinsic lifetime (Yamase and Naruke, 1999; Yamase, 2001). Figure 27 shows plots of the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ emission decays of $\mathbf{8 - 1 0}$ in the forms of $\ln I(t)+t / \tau_{\mathrm{D}}$ against $t^{3 / s}$ for $s=6$, corresponding to an electric dipole-dipole interaction. The approximate straight-line behaviour indicates that the above assumptions are correct and that the choice of $s=6$ is valid. The effect of the lanthanide contraction on the inter-metallic distances in the isostructural complexes between pure Tb and Eu complexes is small, as implied by the small difference in mean $\mathrm{Ln}-\mathrm{O}$ distances ( 2.42 and 2.43 A ) between $\mathrm{K}_{3} \mathrm{Na}_{4} \mathrm{H}_{2}\left[\mathrm{TbW}_{10} \mathrm{O}_{36}\right] \cdot 20 \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{Na}_{9}\left[\mathrm{EuW}_{10} \mathrm{O}_{36}\right] \cdot 32 \mathrm{H}_{2} \mathrm{O}$, respectively (Ozeki et al., 1992; Sugeta and Yamase, 1993; Ozeki and Yamase, 1994) and also by
the small change (within $\sim 0.1 \AA$ ) in $\mathrm{Ln} \cdots \mathrm{Ln}$ distances among $\left\{\left[\operatorname{Ln}_{3} \mathrm{O}\right.\right.$ $\left.(\mathrm{OH})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3} \mathrm{l}_{2} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\}^{16-}(\mathrm{Ln}=\mathrm{Eu}, \mathrm{Er}$, and Lu ) anions (Naruke and Yamase, 1996, 1997, 1998). Therefore, the $r_{\text {DA }}$ value for the $\mathrm{Tb} /$ Eu-mixed complex is estimated to be close to the nearest averaged $\mathrm{Eu} \cdots \mathrm{Eu}$ distance for the pure Eu complex. Values for $8, n_{\mathrm{A}}=5.46 \times 10^{-4}$ ions $\AA^{-3}[=1.6 \times 4 / 11680$, where 4 and 11680 are number ( $Z$ ) of molecules in unit cell and cell volume (in $\AA^{3}$ ), respectively] (Yamase et al., 1990), $r_{\mathrm{DA}}=5.05 \AA$, and the slope ( $=110 \mathrm{~s}^{-1 / 2}$ ) in Figure 27, provide $k_{\mathrm{ET}}=(4.49 \pm 0.81) \times 10^{4} \mathrm{~s}^{-1}$. Thus, the donor-acceptor interaction parameter $(\alpha)$ is evaluated to be $(7.45 \pm 0.13) \times 10^{8}\left\{=k_{\mathrm{ET}} \cdot 5.05^{6}\right\} \AA^{6} \mathrm{~s}^{-1}$, and also the critical radius $\left(R_{0}\right)$ for the Tb -Eu energy transfer at which the probability of the energy transfer is the same as the one of the radiative decay of the donor $\left(=\mathrm{Tb}^{3+}\right)$ to be $10.3 \pm 0.2 \AA\left\{=\left(\tau_{\mathrm{D}} \alpha\right)^{1 / 6}\right\}$. More distant neighbours as acceptors are positioned at the inter-molecular distance of $11.2 \AA$ in 8 (Yamase et al., 1990). Therefore, $R_{0}=10.3 \AA$ for 8 indicates the predominance of intra-molecular energy transfer within a sphere with a radius of $10.3 \AA$. In the case of 9 , the molecular structure of the pure Eu complex (Figure 7 and Table 2) shows five nearest neighbours as acceptors at average distances of $3.76 \AA$ (twice), $4.69 \AA$ (twice), and $6.00 \AA$ (once). For compound 10, there are three nearest neighbours at average distances $6.16 \AA$ (twice) and $7.51 \AA$ (once). A similar treatment for the shortest average $\mathrm{Tb} \cdots$ Eu distance yields $k_{\mathrm{ET}}=(4.68 \pm 0.90) \times 10^{5} \mathrm{~s}^{-1}, \alpha=(1.31 \pm 0.25) \times$ $10^{9} \AA^{6} \mathrm{~s}^{-1}\left(=k_{\mathrm{ET}} \cdot 3.76^{6}\right)$, and $R_{0}=10.0 \pm 0.3 \AA$ for 9 at 4.2 K , and $k_{\mathrm{ET}}=(4.90 \pm 0.90)$ $\times 10^{3} \mathrm{~s}^{-1}, \alpha=(2.70 \pm 0.51) \times 10^{8} \AA^{6} \mathrm{~s}^{-1}\left(=k_{\mathrm{ET}} \cdot 6.17^{6}\right)$, and $R_{0}=7.2 \pm 0.5 \AA$ for 10. The $R_{0}$ values calculated for 9 and 10 indicate that the Tb-to-Eu energy transfer occurs almost within a central cavity of the molecule, if we consider the nearest neighbouring inter-molecular $\mathrm{Tb} \cdots$ Eu distances of $11.0 \AA$ (twice) for 9 (Ozeki et al., 1994) and $8.61 \AA$ for 10 (Naruke et al., 1991). The next nearest $\mathrm{Tb} \cdots \mathrm{Eu}$ distances are $4.69 \AA$ in the central $\left[\mathrm{Tb}_{4.3} \mathrm{Eu}_{1.7} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\right]^{8+}$ core of 9 and $7.51 \AA$ in the central $\left[\mathrm{Tb}_{3.1} \mathrm{Eu}_{0.9}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\right]^{10+}$ core of 10 . This allows us to estimate the rate of the electric dipole-dipole energy transfer to next nearest neighbours to be approximately $1 / 4\left[=(3.76 / 4.69)^{6}\right]$ and $3 / 10\left[=(6.17 / 7.51)^{6}\right)$ smaller than for the shortest average $\mathrm{Tb} \cdots$ Eu distances of 3.76 and $6.17 \AA$ for 9 and 10 , respectively. It is possible to fit the decay curves of the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ emission obtained at a variety of temperatures to Eq. (4) (with $s=6$ ). Figure 28 shows plots of the calculated values of $k_{\mathrm{ET}}$ against temperature for 8-10. As the temperature increases, these values increase and the effect is larger for 9 .

The basic requirement for a Förster-Dexter energy transfer is the spectral overlap between the donor emission spectrum and the acceptor absorption spectrum (Förster, 1948; Dexter, 1953). Figure 29 exemplifies the overlap between the emission spectrum of $\mathrm{Tb}^{3+}$ (left) and the excitation spectrum of Eu ${ }^{3+}$ (right) for 9, data are estimated from spectra at 4.2 and 300 K . In Figure 29, the excitation lines due to the ${ }^{7} F_{1}$ and ${ }^{7} F_{2}$ states, which are involved in the energy transfer at high temperatures, are shaded. The widths at half height of the $\mathrm{Tb}^{3+}$-emission lines are in the range of $40-100 \mathrm{~cm}^{-1}$. At low temperatures $T<100 \mathrm{~K}$ for which the population of the ${ }^{7} \mathrm{~F}_{2}$ state is negligible, the population of the ${ }^{7} \mathrm{~F}_{1}$ manifold of $\mathrm{Eu}^{3+}$ is also low and the excitation transfer occurs mainly through the ${ }^{7} \mathrm{~F}_{0}$ level. Therefore, it becomes evident that the condition for energy transfer is fulfilled


FIGURE 28 Plots of the calculated values of the nearest-neighbour transfer rate ( $k_{\mathrm{ET}}$ ) between a Tb -Eu pair for the $\mathrm{Tb} / E u$-mixed complexes against temperature for $\mathrm{K}_{15} \mathrm{H}_{3}\left[\mathrm{~Tb}_{1.4} \mathrm{Eu}_{1.6}\right.$ $\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{SbW}_{9} \mathrm{O}_{33}\right)\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{3}\right] \cdot 25.5 \mathrm{H}_{2} \mathrm{O}(8), \mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{4.3} \mathrm{Eu}_{1.7} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}\right.$ (9), and $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{3.1} \mathrm{Eu}_{0.9}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}$ (10). Figure is redrawn after Yamase (2001).
around $17150 \mathrm{~cm}^{-1}$ ( 583 nm ), where the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{4}$ line emission of $\mathrm{Tb}^{3+}$ around $17173 \mathrm{~cm}^{-1}$ overlaps with the ${ }^{5} \mathrm{D}_{0} \leftarrow{ }^{7} \mathrm{~F}_{0}$ excitation of $\mathrm{Eu}^{3+}$ around $17241 \mathrm{~cm}^{-1}$ (see a light arrow in Figure 29, symbolizing the energy-transfer channel). A small energy mismatch (within $100 \mathrm{~cm}^{-1}$ ) between the donor-emission and acceptorexcitation spectral lines implies the presence of the phonon-assisted energy transfer. At high temperatures, the transfer channels increase due to the thermal population of ${ }^{7} \mathrm{~F}_{1}$ and ${ }^{7} \mathrm{~F}_{2}$ states of $\mathrm{Eu}^{3+}$, which results in an overlap between the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{5}$ line emission and the ${ }^{5} \mathrm{D}_{1} \leftarrow{ }^{7} \mathrm{~F}_{1}$ line excitation around $18600 \mathrm{~cm}^{-1}$ (and also the ${ }^{5} \mathrm{D}_{1} \leftarrow{ }^{7} \mathrm{~F}_{2}$ line around $17900 \mathrm{~cm}^{-1}$ only at $T>200 \mathrm{~K}$ ) with additional overlap of the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{4}$ line emission with the ${ }^{5} \mathrm{D}_{0} \leftarrow{ }^{7} \mathrm{~F}_{1}$ line excitation around $16960 \mathrm{~cm}^{-1}$ (see the heavy arrows as additional channels for energy transfer in Figure 29). This explains the large values of $k_{\mathrm{ET}}$ at high temperatures (Figure 28). An involvement of both the forbidden transition ${ }^{5} \mathrm{D}_{0} \leftarrow{ }^{7} \mathrm{~F}_{0}$ and the magnetic dipole transition ${ }^{5} \mathrm{D}_{0} \leftarrow{ }^{7} \mathrm{~F}_{1}$ in the Tb -Eu energy transfer process is associated with the low symmetry of $\mathrm{Tb}^{3+}$ and $\mathrm{Eu}^{3+}$ sites in $\mathbf{8 - 1 0}$, where the $\mathrm{LnO}_{8}$ and $\mathrm{LnO}_{9}$


FIGURE 29 Overlap between the emission and excitation lines of $\mathrm{Tb}^{3+}$ (left) and $\mathrm{Eu}^{3+}$ (right). Photoexcitation of $\mathrm{Na}_{7} \mathrm{H}_{19}\left\{\left[\mathrm{~Tb}_{4.3} \mathrm{Eu}_{1.7} \mathrm{O}_{2}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Al}_{2}\left(\mathrm{Nb}_{6} \mathrm{O}_{19}\right)_{5}\right\} \cdot 47 \mathrm{H}_{2} \mathrm{O}(9)\right.$ is done by the 488 -nm light corresponding to the ${ }^{5} \mathrm{D}_{4} \leftarrow{ }^{7} \mathrm{~F}_{6}$ transition. Channels for the $\mathrm{Tb}^{3+} \rightarrow \mathrm{Eu}{ }^{3+}$ energy transfer are indicated by light and heavy arrows. Figure is redrawn after Yamase (2001).
polyhedra are of approximately $C_{s}, C_{1}$, and $C_{s}$ symmetries, respectively (Figure 6-8) (Yamase et al., 1990; Naruke et al., 1991; Ozeki et al., 1994). Such low symmetries of the $\mathrm{Eu}^{3+}$ sites allow the ${ }^{5} \mathrm{D}_{0} \leftrightarrow{ }^{7} \mathrm{~F}_{J}(J=0,1)$ transitions to have a non-vanishing electric-dipole transition probability with a resultant Förster-Dexter-type energy transfer arising from the electric dipole-dipole interaction. Thereby, the decay of $\mathrm{Tb}^{3+}$ emission in $\mathbf{8 - 1 0}$ is non-exponential, indicating that donor-donor transfer is much slower than donor-acceptor transfer, due to the disruption of the resonance energy transfer between $\mathrm{Tb}^{3+}$ ions probably through


FIGURE 30 Luminescence spectrum $(A)$ at 4.2 K and temperature dependence $(B)$ of the exponential decays of the ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{1}$ emission (around 536 nm ) under $355-\mathrm{nm}$ light excitation of the $\mathrm{O} \rightarrow$ Mo lmct bands of $\left[\mathrm{NH}_{4}\right]_{12} \mathrm{H}_{2}\left[\mathrm{~Tb}_{3.1} \mathrm{Eu}_{0.9}\left(\mathrm{MoO}_{4}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\left(\mathrm{Mo}_{7} \mathrm{O}_{24}\right)_{4}\right] \cdot 13 \mathrm{H}_{2} \mathrm{O}(10) .1 \rightarrow J(=0-2)$ and dotted line in (A) indicate ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{\boldsymbol{J}}$ emission of $\mathrm{Eu}^{3+}$ and the $\mathrm{O} \rightarrow$ Mo lmct triplet emission, respectively. Figure is redrawn after Yamase (2001).
both aqua and hydroxo ligands (Blasse, 1990; Blasse and Brixner, 1990; Moret et al., 1990; Khawa et al., 1995). The lower crystal-field symmetry of 9 enhances the transition probabilities and broadens the excitation and emission lines. Since the widths of the $\mathrm{Tb}^{3+}$-emission lines increase slightly increasing temperature below 100 K , the spectral overlap between the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{4}$ emission lines of $\mathrm{Tb}^{3+}$ and the ${ }^{5} \mathrm{D}_{0} \leftarrow{ }^{7} \mathrm{~F}_{0}$ excitation line of $\mathrm{Eu}^{3+}$ increases, with a resultant increase of the donor-acceptor transfer rate.

### 3.4 Decay of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states and energy transfer

There is no ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission under excitation of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct states for $\mathbf{8 , 9}$, and the corresponding pure Eu complexes (Yamase et al., 1990, 1997), probably due to non-radiative processes to ${ }^{5} \mathrm{D}_{0}$ via cross-relaxation [see Eq. (1)]. In contrast, ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission is obtained for 10 and 4 (Naruke and Yamase, 1991). Figure 30A shows the ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{J}$ transitions in addition to the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{J}$ and ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission lines under 355-nm excitation $(\mathrm{O} \rightarrow$ Mo lmct bands) of 10 at
4.2 K (Yamase, 2001). At this temperature, the ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{0,1,2}$ lines around 526,536 , and 556 nm , respectively, have weak intensities. The decay of the ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{J}$ emission is a single exponential function, and the lifetime ( $13 \rightarrow 8 \mu \mathrm{~s}$ ) of ${ }^{5} \mathrm{D}_{1}$ decreases with increasing temperature in the range $4.2 \rightarrow 200 \mathrm{~K}$, as shown in Figure 30B where the exponential decay of the ${ }^{5} \mathrm{D}_{1} \rightarrow{ }^{7} \mathrm{~F}_{1}$ emission around 536 nm was measured as a function of the temperature. It is noteworthy that the ${ }^{5} \mathrm{D}_{1}$ lifetime for $\mathbf{1 0}$ is similar to that for the pure Eu complex 4 (Naruke and Yamase, 1991). Thus, the $\mathrm{O} \rightarrow \mathrm{M}$ lmct excitation for the $\mathrm{Tb} / E u-m i x e d$ complexes leads to the population of the ${ }^{5} \mathrm{D}_{4}$ state of $\mathrm{Tb}^{3+}$ and of both ${ }^{5} \mathrm{D}_{1}$ and ${ }^{5} \mathrm{D}_{0}$ states of $\mathrm{Eu}^{3+}$, as a result of the Förster-Dexter resonance energy transfer through overlap between the broad $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet emission band and the $\mathrm{f}-\mathrm{f}$ absorption lines in the Tb / Eu-mixed polyoxometalate complexes. Figure 30A also shows the weak broad emission (peaking around 680 nm ) of the $\mathrm{O} \rightarrow$ Mo lmct triplet states with approximately $1 / 280$ of the intensity of the total $\mathrm{f}-\mathrm{f}$ emissions of both $\mathrm{Eu}^{3+}$ and $\mathrm{Tb}^{3+}$, the spectrum of which corresponds to the ${ }^{3} \mathrm{~T}_{1 \mathrm{u}} \rightarrow{ }^{1} \mathrm{~A}_{1 \mathrm{~g}}$ transition of $\left[\mathrm{NH}_{4}\right]_{6}\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right] \cdot$ $4 \mathrm{H}_{2} \mathrm{O}$ (Table 6). Since the latter exhibits a bi-exponential decay lifetimes of 6 and $15 \mu \mathrm{~s}$ at 4.2 K (Yamase and Sugeta, 1993), the approximately exponential decay ( $\sim 0.23 \mu \mathrm{~s}$ ) observed for the $\mathrm{O} \rightarrow$ Mo lmct triplet emission in 10 let us estimate the energy transfer rates from the $\mathrm{O} \rightarrow$ Mo lmct triplet states to $\mathrm{Tb}^{3+}\left({ }^{5} \mathrm{D}_{4}\right)$ and $\mathrm{Eu}^{3+}\left({ }^{5} \mathrm{D}_{0,1}\right)$ states to be $4.3 \times 10^{6} \mathrm{~s}^{-1}\left[=1 /\left(0.23 \times 10^{-6}\right)-1 /\left(6 \times 10^{-6}\right)\right.$ or $1 /(15 \times$ $\left.\left.10^{-6}\right)\right]$. The calculated value is in good agreement with the value $\left(>10^{6} \mathrm{~s}^{-1}\right)$ evaluated above for the energy transfer rate from the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states to $\mathrm{Eu}^{3+}$ in the pure Eu complexes (Figure 21).

## 4. PHOTOCHEMICAL SELF-ASSEMBLY OF LN ${ }^{3+}$-CONTAINING MO-BLUE NANO-RINGS

The $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states are involved not only in energy transfer in polyoxometallolanthanoates but also in electron transfer for the photoredox reaction of the polyoxometalates with proton and electron donors (Yamase and Ohtaka, 1994; Yamase et al., 2003, 2005, 2006). This enabled us to propose a photochemical design of nano-ring Mo-blues by use of $\mathrm{Ln}^{3+}$ in a novel 'bottom-up' approach. Following the clarification of the primary steps of the photoredox reaction, nano-rings and nano-tubes based on Mo-blues have been successfully prepared by a photo-induced self-assembly reactions in solutions containing polyoxomolybdates, proton, electron donors, and $\mathrm{Ln}^{3+}$.

### 4.1 Primary steps in the photoredox reaction with both proton and electron donors

CIDEP has been employed to investigate the primary steps of the solution photoredox reaction between polyoxomolybdates and both proton and electron donors (DH) such as alkylammonium cations, alcohols, and carboxylic acids (Yamase and Ohtaka, 1994; Yamase et al., 2003, 2005, 2006). Observation of emissive ESP signals of alkylamino radical cations, $\alpha$-hydroxylalkyl radicals, and carboxylic acid
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FIGURE 31 CIDEP spectra of amino radicals observed at $0.5 \mu \mathrm{~s}$ after $308-\mathrm{nm}$ laser photolysis of [ $\left.\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$ /alkylammonium cations system in aqueous solutions at pH 5.4. The range of magnetic field for (B)-(F) is the same as for (A). $\left[\mathrm{NH}_{3}{ }^{i} \mathrm{Pr}\right]^{+}(\mathrm{A}),\left[\mathrm{NH}_{3} \mathrm{Me}\right]^{+}$(B), $\left[\mathrm{NH}_{3} \mathrm{Et}\right]^{+}$(C), $\left[\mathrm{NH}_{2} \mathrm{Et}_{2}\right]^{+}$

radicals for the photoredox reaction of polyoxomolybdates with alkylammonium cations, alcohols, and carboxylic acids, respectively reveals that the $\mathrm{O} \rightarrow$ Mo lmct triplet states ${ }^{3}(\mathrm{O} \rightarrow$ Mo lmct $)$, produced by inter-system crossing from the excited ${ }^{1}(\mathrm{O} \rightarrow$ Mo lmct) singlet states, are involved in the transfer of both proton and electron from alkylammonium cations, alcohols, and carboxylic acids to polyoxomolybdate anions. Such emissive ESP signals of the deprotonated one-electron oxidized donor radicals were also observed for polyoxo-tungstates and -vanadates (Yamase and Ohtaka, 1994). Figure 31 exemplifies the emissive CIDEP spectra of amino radicals observed $0.5 \mu \mathrm{~s}$ after laser photolysis of the $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-} /$ alkylammonium cation systems in aqueous solutions at pH 5.4 . As in the case of the $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-} /\left[\mathrm{NH}_{3} \mathrm{Pr}\right]^{+}$system, the emissive ESP (Figure 31a) generated at a sublevel $\left({ }^{3} \mathrm{~T}_{+}\right)$of ${ }^{3}(\mathrm{O} \rightarrow$ Molmct $)$ prior to the Boltzmann distribution is transferred to the daughter radical pair, ${ }^{3}\left\{\left(\left[\mathrm{Mo}_{7} \mathrm{O}_{24} \mathrm{H}\right]^{6-}\right) \cdots \cdot{ }^{+} \mathrm{NH}_{2} \mathrm{CHMe}_{2}\right\}_{+}$(where subscript + indicates $m=1$ as one of the magnetic triplet state sublevels characterized by $m=1,0,-1$ ) produced by the fast reaction with $\left[{ }^{i} \mathrm{PrNH}_{3}\right]^{+}$to yield
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$$
{ }^{3}(\mathrm{O} \rightarrow \mathrm{MLMCT})+{\underset{\mathrm{DH}}{ }}^{3}(\mathrm{PM}-\mathrm{H} \ldots \mathrm{D} \bullet)_{+} \longrightarrow{ }^{2}(\mathrm{PM}-\mathrm{H})_{+}+{ }^{2}(\mathrm{D} \bullet)_{+}
$$

FIGURE 32 A typical change of ESP signals observed in the redox reaction between the $\mathrm{O} \rightarrow$ Mo Imct triplet states ${ }^{3}(\mathrm{O} \rightarrow$ Molmct) and proton and electron donors DH, which obey the spin angular momentum conservation. Widths of black lines indicate schematic extent of the Boltzmann distribution of radicals. Figure is redrawn after Yamase (2003).
two spin-polarized radicals ${ }^{2}\left(\left[\mathrm{Mo}_{7} \mathrm{O}_{24} \mathrm{H}\right]^{6-}\right)_{+}$and ${ }^{2}\left(\bullet{ }^{+} \mathrm{NH}_{2} \mathrm{CHMe}_{2}\right)_{+}$according to the conservation of spin angular momentum in the reaction steps. The spin-lattice relaxation of the former radical to the Boltzmann distribution is rapid enough to be terminated within sub-microseconds (Yamase, 2003). Figure 32 demonstrates a typical change in ESP signals observed in the redox reaction between ${ }^{3}(\mathrm{O} \rightarrow$ Mo lmct) and DH which obey the spin angular momentum conservation. Equation (5) describes the primary reaction steps for generation and disappearance of the emissive ESP signal of $\bullet{ }^{+} \mathrm{NH}_{2} \mathrm{CHMe}_{2}$ in the $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-} /\left[{ }^{i} \mathrm{PrNH}_{3}\right]^{+}$system to conserve overall spin angular momentum:
$\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-} \xrightarrow{h r}{ }^{1}(\mathrm{O} \rightarrow \mathrm{Mo} \operatorname{lmct}) \rightarrow{ }^{3}(\mathrm{O} \rightarrow \text { Mo lmct })_{+}$,
${ }^{3}(\mathrm{O} \rightarrow \text { Mo lmct })_{+}+\left[\mathrm{NH}_{3} \mathrm{CHMe}_{2}\right]^{+} \rightarrow{ }^{3}\left\{\left(\left[\mathrm{Mo}_{7} \mathrm{O}_{24} \mathrm{H}\right]^{6-}\right) \cdots \bullet{ }^{+} \mathrm{NH}_{2} \mathrm{CHMe}_{2}\right\}_{+}$
$\rightarrow{ }^{2}\left(\left[\mathrm{Mo}_{7} \mathrm{O}_{24} \mathrm{H}\right]^{6-}\right)_{+}+{ }^{2}\left(\bullet{ }^{+} \mathrm{NH}_{2} \mathrm{CHMe}_{2}\right)_{+} \rightarrow{ }^{2}\left(\left[\mathrm{Mo}_{7} \mathrm{O}_{24} \mathrm{H}\right]^{6-}\right)+{ }^{2}\left(\bullet{ }^{+} \mathrm{NH}_{2} \mathrm{CHMe}_{2}\right)_{+}(5)$
Similar emissive ESP signals around $g=2.003$ are obtained for other $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$ /alkylammonium cation systems, such as $\mathrm{MeNH}_{3}^{+}\left(a_{\alpha-\mathrm{H}(=\mathrm{N}-\mathrm{H})}=\right.$ $0.50 \mathrm{mT}, a_{\beta-\mathrm{H}(=\mathrm{C}-\mathrm{H})}=1.00 \mathrm{mT}$, and $\left.a_{\mathrm{N}}=0.50 \mathrm{mT}\right), \mathrm{EtNH}_{3}^{+}\left(a_{\alpha-\mathrm{H}(=\mathrm{N}-\mathrm{H})}=2.25 \mathrm{mT}\right.$, $a_{\beta-\mathrm{H}(=\mathrm{C}-\mathrm{H})}=2.62 \mathrm{mT}$, and $\left.a_{\mathrm{N}}=0.54 \mathrm{mT}\right), \mathrm{Et}_{2} \mathrm{NH}_{2}^{+}\left(a_{\alpha-\mathrm{H}(=\mathrm{N}-\mathrm{H})}=0.13 \mathrm{mT}, a_{\beta-\mathrm{H}(=\mathrm{C}-\mathrm{H})}=\right.$ 2.33 mT , and $\left.a_{\mathrm{N}}=0.55 \mathrm{mT}\right),{ }^{i} \mathrm{Pr}_{2} \mathrm{NH}_{2}^{+}\left(a_{\alpha-\mathrm{H}(=\mathrm{N}-\mathrm{H})}=1.82 \mathrm{mT}, a_{\beta-\mathrm{H}(=\mathrm{C}-\mathrm{H})}=2.29 \mathrm{mT}\right.$, and $\left.a_{\mathrm{N}}=0.51 \mathrm{mT}\right)$, and ${ }^{t} \mathrm{BuNH}_{3}^{+}\left(a_{\alpha-\mathrm{H}(=\mathrm{N}-\mathrm{H})}=2.15 \mathrm{mT}\right.$ and $\left.a_{\mathrm{N}}=0.50 \mathrm{mT}\right)$, as also shown in Figure 31B-F. Thus, all the alkylammonium cations acting as two-proton and -electron donors react with the ${ }^{3}(\mathrm{O} \rightarrow \mathrm{Molmct})$ states of polyoxomolybdates to yield two-electron redox species under the photostationary state, as exemplified by the formation of $\mathrm{NH}_{4}^{+}$, acetone, propylene (as oxidation products of $\left.\left[{ }^{i} \mathrm{PrNH}_{3}\right]^{+}\right)$, and $\left[\left(\mathrm{Mo}_{7} \mathrm{O}_{23}\right)_{2}\right]^{10-}\left(\equiv\left\{\mathrm{Mo}_{14}\right\}\right)$ (as a reduction product of $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$ )


FIGURE 33 Two-electron photoreductive condensation of $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$ to cis-configurated $\left[\left(\mathrm{Mo}_{7} \mathrm{O}_{23}\right)_{2}\right]^{10-}\left(\equiv\left\{\mathrm{Mo}_{14}\right\}\right)$ anion. Molecular curvature of $\left\{\mathrm{Mo}_{14}\right\}$ is shown by $\mathrm{Mo}-\mathrm{O}-\mathrm{Mo}$ and $\mathrm{O}-\mathrm{Mo}-\mathrm{O}$ bond angles for the centre. Mo atoms are indicated by grey circles. Figure is redrawn after Yamase et al. (2005).
(Yamase et al., 1981; Yamase, 1991). Similar findings were reported for the primary steps in the $\left[\mathrm{Mo}_{36} \mathrm{O}_{112}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\right]^{8-} /\left[{ }^{i} \mathrm{PrNH}_{3}\right]^{+}$system at pH 1.0.

### 4.2 Photo-induced self-assembly of Mo-blue nano-rings

As described above, photolysis of the $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$ /electron (and proton) donor system in aqueous solutions at $\mathrm{pH} 5-6$ led to isolation of dimeric Mo-blue, $\left\{\mathrm{Mo}_{14}\right\}$, which is a cis-configurated two-electron reduced species with a molecular curvature of the $-\mathrm{O}-\mathrm{Mo}-\mathrm{O}-\mathrm{Mo}-\mathrm{O}-$ linkage (backbone framework) consisting in a central Mo-O-Mo bond angle $\omega_{1}=175^{\circ}$, a central Mo-O-Mo bond angle $\omega_{2}=$ $153^{\circ}$ of the half-moiety, and an $\mathrm{O}-\mathrm{Mo}-\mathrm{O}$ bond angle $\omega_{3}=157^{\circ}$ for the linkage between these two centres (Yamase, 1991). Figure 33 shows a scheme for two-electron photoreductive condensation of $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$ to the cis-configurated $\left\{\mathrm{Mo}_{14}\right\}$ anion.

A variety of Mo-blues, the formation of which occurs upon the reduction of molybdates in strongly acidic aqueous solutions, were successfully characterized by Müller as condensed nano-rings of 28 - and 32-electron species such as $\left[\mathrm{Mo}_{154} \mathrm{O}_{448}(\mathrm{OH})_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{76}\right]^{14-}\left(\left\{\mathrm{Mo}_{154}\right\}\right),\left[\mathrm{Mo}_{142} \mathrm{O}_{432}(\mathrm{OH})_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{58}\right]^{26-}\left(\left\{\mathrm{Mo}_{142}\right\}\right)$, and $\left[\mathrm{M}_{176} \mathrm{O}_{512}(\mathrm{OH})_{16}\left(\mathrm{H}_{2} \mathrm{O}\right)_{80}\right]^{16-}\left(\left\{\mathrm{Mo}_{176}\right\}\right)$. The $\left\{\mathrm{Mo}_{154}\right\}$ and $\left\{\mathrm{Mo}_{176}\right\}$ species appear as intact car-tire-shaped, rings with $D_{7 d}$ and $D_{8 d}$ symmetries, respectively, whereas $\left\{\mathrm{Mo}_{142}\right\}$ is a deficient $\left\{\mathrm{Mo}_{154}\right\}$ ring missing six $\left[\mathrm{Mo}\left(\mathrm{H}_{2} \mathrm{O}\right) \mathrm{O}_{2}(\mu-\mathrm{O}) \mathrm{Mo}\left(\mathrm{H}_{2} \mathrm{O}\right)\right.$ $\left.\mathrm{O}_{2}\right]^{2+}$ units ( $\equiv\left\{\mathrm{Mo}_{2}\right\}$-linker units) (Müller et al., 1999a, 1999b, 2001, 2004, Kögerler and Müller, 2002). Formation of similar $\left\{\mathrm{Mo}_{154}\right\}$ and $\left\{\mathrm{Mo}_{142}\right\}$ nano-rings has been also obtained by photolysis of aqueous solutions containing $\left[\mathrm{Mo}_{36} \mathrm{O}_{112}\right.$ $\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\right]^{8-}\left(\equiv\left\{\mathrm{Mo}_{36}\right\}\right)$ and alkylammonium cations as electron donors at $\mathrm{pH}=1$ and 2, respectively. They were characterized as $\left[\mathrm{Mo}_{28}{ }^{\mathrm{V}} \mathrm{Mo}_{126} \mathrm{VI}_{462}\left(\mathrm{H}_{2} \mathrm{O}\right)_{78}\right]^{28-}$ and $\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{114}^{\mathrm{VI}} \mathrm{O}_{404}(\mathrm{OH})_{28}\left(\mathrm{H}_{2} \mathrm{O}\right)_{58}\right]^{12-}$ (Yamase and Prokop, 2002; Yamase et al., 2003). Since $\left\{\mathrm{Mo}_{36}\right\}$ incorporates two $\mathrm{Mo}_{7} \mathrm{O}_{24}$ moieties in its centrosymmetric structure which occupy sevenfold pentagonal-bipyramidal $\mathrm{MoO}_{7}$ sites (Krebs et al., 1991), it has been proposed that the degradative photoreductive


FIGURE 34 Proposed scheme of photo-induced self-assembly from $\left\{\mathrm{Mo}_{36}\right\}$ to $\left\{\mathrm{Mo}_{154}\right\}$ through the formation of $\left\{\mathrm{Mo}_{22}\right\}$ building blocks. linker, head, sevenfold, edge, equator centre, and $\left\{\mathrm{Mo}_{2}\right\}$-linker are indicated for the identification of different types of Mo atoms. Mo atoms of $\left\{\mathrm{Mo}_{36}\right\}$ are indicated by grey (derived from $\mathrm{Mo}_{7} \mathrm{O}_{24}$ moieties) and black circles. Figure is redrawn after Yamase et al. (2005).


FIGURE 35 Structure of nano-sized $\left\{\mathrm{Mo}_{154}\right\}$ as an intact full ring with a car tire shape. Grey and white circles indicate Mo and O atoms, respectively.
condensation of the half molecules $\left(\left\{\mathrm{Mo}_{18}\right\}\right)$ proceeds with a mode similar to the $\left\{\mathrm{Mo}_{14}\right\}$ formation. This results in the formation of a two-electron reduced building block, $\left[\mathrm{Mo}_{22} \mathrm{O}_{70}\left(\mathrm{H}_{2} \mathrm{O}\right)_{10}\right]^{10-}\left(\equiv\left\{\mathrm{Mo}_{22}\right\}\right)$ which undergoes successive two-electronphotoreductive condensations to form a cyclic heptamer $\left\{\mathrm{Mo}_{154}\right\}$ (Yamase and Prokop, 2002; Yamase et al., 2003). The proposed scheme of photo-induced selfassembly to $\left\{\mathrm{Mo}_{154}\right\}$ through the dehydrative condensations of $\left\{\mathrm{Mo}_{22}\right\}$ is shown in Figure 34 where linker, head, sevenfold, edge, and $\left\{\mathrm{Mo}_{2}\right\}$-linker are indicated for identifying the different types of Mo atoms. Figure 35 exemplifies the structure of $\left\{\mathrm{Mo}_{154}\right\}$ as an intact full ring. Each of the two inner rings (above and below the equator) consists in seven head $\mathrm{MoO}_{6}$ octahedra (each of which is bonded to a sevenfold $\mathrm{MoO}_{7}$ pentagonal bipyramid) and seven $\left\{\mathrm{Mo}_{2}\right\}$-linker units. The $\left\{\mathrm{Mo}_{36}\right\}$ anion is a predominant species in aqueous solutions of isopolymolybdates at pH


FIGURE 36 Nano-ring structure (A) and building-block sequence (B) of $\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{122}^{\mathrm{VI}} \mathrm{O}_{452} \mathrm{H}_{2}\right.$ $\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{66}\left\{\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{2}\right]^{24-}$ (11a). Figure is redrawn after Yamase et al. (2006).
$\leq 2$, although a decrease of the solution acidity to pH 2 results in the defect structure of $\left\{\mathrm{Mo}_{142}\right\}$. In addition, the photolysis of the $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-} /$ carboxylic acid systems at pH 3.4 where $\left\{\mathrm{Mo}_{36}\right\}$ hardly exists but $\beta-\left[\mathrm{Mo}_{8} \mathrm{O}_{26}\right]^{4-}$ coexists (Aveston and Anacker, 1965; Griffith and Lesniak, 1969) led to the formation of a carboxylate-co-ordinated $\left\{\mathrm{Mo}_{142}\right\}$ ring, $\left[\mathrm{NH}_{4}\right]_{27}\left[\mathrm{Me}_{3} \mathrm{NH}\right]_{3}\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{114}^{\mathrm{VI}} \mathrm{O}_{429} \mathrm{H}_{10}\right.$ $\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{49}\left(\mathrm{CH}_{3} \mathrm{CO}_{2}\right)_{5}\left(\mathrm{C}_{2} \mathrm{H}_{5} \mathrm{CO}_{2}\right)\right] \cdot 150 \pm 10 \mathrm{H}_{2} \mathrm{O}$ through the appearance of sevenfold pentagonal bipyramidal $\mathrm{MoO}_{7}$ sites (Yamase et al., 2005).

## $4.3 \mathrm{Ln}^{3+}$-induced modification to ellipsoidal Mo-blue rings

Prolonged photolysis of aqueous solutions containing $\left[\mathrm{Mo}_{36} \mathrm{O}_{112}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\right]^{8-}$, $\left[{ }^{i} \mathrm{PrNH}_{3}\right]^{+}$, and $\mathrm{LaCl}_{3}$ at pH 1.0 leads to the formation of $\left[{ }^{i} \mathrm{PrNH}_{3}\right]_{24}$ $\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{122}^{\mathrm{VI}} \mathrm{O}_{452} \mathrm{H}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{66}\left(\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{2}\right] \cdot 156 \pm 5 \mathrm{H}_{2} \mathrm{O}$ (11) crystals. Figure 36 shows the nano-ring structure (A) and the building-block sequence (B) of the anion (11a). The latter is ellipsoidal with an outer and inner ring diameters of approximately 35 and $25 \AA$, respectively, at its most elongated points, whereas the corresponding outer- and inner-ring diameters at its most compressed points are approximately 32 and $20 \AA$ respectively. The La $\cdots$ La distance amounts to $25.22 \AA$ and the ring sequence consists in $2\left\{\mathrm{Mo}_{21}(\mathrm{La})\right\}, 2\left\{\mathrm{Mo}_{21}\right\}$, and $3\left\{\mathrm{Mo}_{22}\right\}$ building blocks. The formula $\left\{\mathrm{Mo}_{21}(\mathrm{La})\right\}$ means that a linker $\mathrm{MoO}_{6}$-octahedron in $\left\{\mathrm{Mo}_{22}\right\}$ is replaced with an $\mathrm{LaO}_{9}$-distorted tricapped-trigonal prism and $\left\{\mathrm{Mo}_{21}\right\}$ points to a linker $\mathrm{MoO}_{6}$-octahedron missing in $\left\{\mathrm{Mo}_{22}\right\}$. In 11a, two $\left\{\mathrm{Mo}_{2}\right\}$-linkers associated with the centrosymmetric relationship in intact $\left\{\mathrm{Mo}_{154}\right\}$ ring are replaced by two distorted tricapped-trigonal-prismatic $\mathrm{La}^{3+}$ ions. As shown in Figure 37, each


FIGURE 37 Structure of the $\mathrm{LaO}_{9}$ site co-ordinated in the inner ring of 11a. Grey line indicates the distorted tricapped-trigonal-prism co-ordination of the $\mathrm{LaO}_{9}$ site. Figure is redrawn after Yamase et al. (2006).

| Sub-block | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | 11 | $\mathrm{I}_{2} \mathrm{H}$ | Hypothetical unifo | g diameter |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1{ }^{\circ}$ |  |  | /Å |  | IÅ |  |
| $\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\}$ | $\begin{gathered} 154-157 \\ (156) \end{gathered}$ | $\begin{gathered} \hline 137-147 \\ (142) \end{gathered}$ | $\begin{gathered} \hline 153-156 \\ (155) \end{gathered}$ | $\begin{gathered} \hline 1.81-1.89 \\ (1.87) \end{gathered}$ | $\begin{gathered} 2.00-2.14 \\ (2.07) \end{gathered}$ | Decamer of $\{\operatorname{Mog}(\mathrm{La})\}$ | 25 |
| $\begin{gathered} \left\{\mathrm{Mo}_{11}\right\} \\ \text { and } \\ \left\{\mathrm{Mo}_{10}\right\} \end{gathered}$ | $\begin{array}{\|c\|} \hline 154-160 \\ (158) \end{array}$ | $\begin{gathered} 138-144 \\ (141) \end{gathered}$ | $\begin{gathered} 154-159 \\ (158) \end{gathered}$ | $\begin{aligned} & 1.84-1.94 \\ & (1.90) \end{aligned}$ | $\begin{gathered} 1.98-2.09 \\ (2.05) \end{gathered}$ | Tetradecamer of $\left\{\mathrm{Mo}_{11}\right\}$ | 34 |

$\left.\left[\left\{\mathrm{Mo}_{10}\right\}_{2}\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\} \mathrm{Mo}_{10}\right\}\left\{\mathrm{Mo}_{11}\right\}_{4}\left\{\mathrm{Mo}_{10}\right\}\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\} \mathrm{Mo}_{10}\right\}\left\{\mathrm{Mo}_{11}\right\}_{4}$


FIGURE 38 Molecular curvatures of three kinds of sub-building blocks (\{Mo $\left.{ }_{11}(\mathrm{La})\right\}$, $\left\{\mathrm{Mo}_{11}\right\}$, and $\left\{\mathrm{Mo}_{10}\right\}$ ) in lla ring, their sequence, and a scheme of cyclic dehydrative condensations to lla.
$\mathrm{LaO}_{9}$ site in the inner ring consists in four two-co-ordinate oxygen atoms (1.70$1.76 \AA$ of $\mathrm{Mo}-\mathrm{O}$ bond lengths) from $\left\{\mathrm{Mo}_{150}\right\}$ anions and five aqua oxygen atoms with $\mathrm{La}-\mathrm{O}$ bond distances of $2.46-2.62 \AA$. The ellipsoidal structure of 11a results from a large molecular curvature of $\left\{\mathrm{Mo}_{21}(\mathrm{La})\right\}$ building blocks containing smaller and more electrophilic $\left[\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right]^{3+}$ group compared with other building blocks such as $\left\{\mathrm{Mo}_{22}\right\}$ and $\left\{\mathrm{Mo}_{21}\right\}$. By using $\mathrm{Mo}-\mathrm{O}-\mathrm{Mo}$ and $\mathrm{O}-\mathrm{Mo}-\mathrm{O}$ bond angles ( $\omega_{1}, \omega_{2}$, and $\omega_{3}$ ) and $\mathrm{Mo}-\mathrm{O}$ bond distances ( $l_{1}$ and $l_{2}$ ) for the incomplete double-cubanetype compartments above and below the equator (Figure 36), we can estimate the molecular curvature of these compartments for each building block (Yamase and Prokop, 2002). Figure 38 lists bond angles and bond lengths for the calculation of molecular curvatures of the sub-building blocks of $\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\},\left\{\mathrm{Mo}_{11}\right\}$, and $\left\{\mathrm{Mo}_{10}\right\}$, as well as a schematic representation of 11a as a 28 -electron reduced species formed through successive 2-electron photoreductive condensations of 2-electron reduced building blocks, $2\left\{\mathrm{Mo}_{21}(\mathrm{La})\right\}, 2\left\{\mathrm{Mo}_{21}\right\}$, and $3\left\{\mathrm{Mo}_{22}\right\}$, which could be divided into $2\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\}, 4\left\{\mathrm{Mo}_{10}\right\}$, and $8\left\{\mathrm{Mo}_{11}\right\}$ sub-building-blocks. Values of $\omega_{1}$ and $\omega_{3}$ for the $\mathrm{La}^{3+}$-co-ordinating $\mathrm{Mo}_{6} \mathrm{O}_{23}$-related sub-building-block $\left(\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\}\right)$ [ $\omega_{1}\left(154-157^{\circ}\right.$, average $\left.156^{\circ}\right), \omega_{2}\left(137-147^{\circ},{ }^{\circ} 142^{\circ}\right), \omega_{3}\left(153-156^{\circ}\right.$, $\left.155^{\circ}\right)$, $l_{1}(1.81-1.89 \AA, 1.87 \AA)$, and $l_{2}(2.00-2.14 \AA, 2.07 \AA)$ ] are smaller than corresponding values $\left[\omega_{1}\left(154-160^{\circ}, 158^{\circ}\right), \omega_{2}\left(138-144^{\circ}, 141^{\circ}\right), \omega_{3}\left(154-159^{\circ}\right.\right.$, $\left.158^{\circ}\right), l_{1}(1.84-1.94 \AA, 1.90 \AA)$, and $\left.l_{2}(1.98-2.09 \AA, 2.05 \AA)\right]$ for the $\left\{\mathrm{Mo}_{2}\right\}$-linker
co-ordinating sub-building-blocks $\left\{\mathrm{Mo}_{11}\right\}$ and $\left\{\mathrm{Mo}_{10}\right\}$. If the building block consists of one kind of species, the above values of bond angles and bond lengths for each sub-building-block enable us to estimate the size of the ring made of uniform sub-building-blocks. Since the photoreductive cyclic condensation of the largely curved $\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\}$ sub-building-blocks would proceed through missing $\mathrm{MoO}_{6}$ octahedral linkers for the Mo-O-La linkage between $\mathrm{La}^{3+}$ and head Mo sites, thus, the photoreductive cyclic condensations of $\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\}$ should be replaced by that of $\left\{\mathrm{Mo}_{9}(\mathrm{La})\right\}$ with almost the same molecular curvature as $\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\}$ to yield a hypothetical 20 -electron reduced $\left\{\mathrm{Mo}_{90}(\mathrm{La})_{10}\right\}$ ring with a diameter $(D)$ of approximately $25 \AA$, where all the $10\left\{\mathrm{Mo}_{2}\right\}$-linkers in the inner rings ( 5 each above and below the outer ring) are substituted by $\mathrm{La}^{3+}$ cations, which correspond to the $\left\{\mathrm{Mo}_{110}\right\}$-pentameric ring of the $\left\{\mathrm{Mo}_{22}\right\}$ building blocks. On the other hand, the photoreductive cyclic condensations of the other sub-building-blocks $\left\{\mathrm{Mo}_{11}\right\}$ and $\left\{\mathrm{Mo}_{10}\right\}$ would result in the formation of tetradecameric 28-electron reduced rings (for examples, $\left\{\mathrm{Mo}_{154}\right\}$ ) with $D \approx 34 \AA$, as discussed previously (Yamase and Prokop, 2002). As shown in Figure 38, thus, the 28-electron reduced ellipsoidal shape of 11a is formed as a result of the photoreductive cyclic condensations between the two different molecular curved sub-building-blocks according to the sub-building-block sequence $\left\{\mathrm{Mo}_{10}\right\}\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\}\left\{\mathrm{Mo}_{10}\right\}\left\{\mathrm{Mo}_{11}\right\}_{4} \quad\left\{\mathrm{Mo}_{10}\right\}$ $\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\}\left\{\mathrm{Mo}_{10}\right\}\left\{\mathrm{Mo}_{11}\right\}_{4}$ (corresponding to the ring sequence of building blocks $\left\{\mathrm{Mo}_{21}(\mathrm{La})\right\}\left\{\mathrm{Mo}_{22}\right\}_{2}\left\{\mathrm{Mo}_{21}(\mathrm{La})\right\}\left\{\mathrm{Mo}_{21}\right\}\left\{\mathrm{Mo}_{22}\right\}\left\{\mathrm{Mo}_{21}\right\}$. The same structural compounds were obtained for $\mathrm{Y}^{3+}-, \mathrm{Er}^{3+}$-, and $\mathrm{Lu}^{3+}$-substituted species instead of $\mathrm{La}^{3+}$.

## 4.4 $\mathrm{Ln}^{3+}$-induced modification of Mo-blue rings into Japanese rice-ball shape

The photochemical manipulation of the ring shape with a combination of two kinds of sub-building-blocks having different molecular curvatures was also demonstrated for $\left[\mathrm{Mo}_{120} \mathrm{O}_{366} \mathrm{H}_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{48}\left\{\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{6}\right]^{4-}$. Prolonged photolysis of acidified solutions $(\mathrm{pH}=1.2)$ containing $\left[\mathrm{Mo}_{7} \mathrm{O}_{24}\right]^{6-}$, $\left[p-\mathrm{CH}_{3} \mathrm{C}_{6} \mathrm{H}_{4} \mathrm{SO}_{2}\right]^{-}$(paratoluenesulfinate), and $\mathrm{LaCl}_{3}$ leads to formation of $\left[\mathrm{NH}_{3}\right]_{4}\left[\mathrm{Mo}_{24}{ }^{2} \mathrm{Mo}_{96}{ }_{96}^{\mathrm{Vl}} \mathrm{O}_{366}\right.$ $\left.\mathrm{H}_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{48}\left\{\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{6}\right] \cdot 180 \pm 20 \mathrm{H}_{2} \mathrm{O}$ (12) crystals (Yamase et al., 2006). Figure 39 shows the structure (A) and building-block sequence (B) of the anion (12a). The structure of 12a is different from the one of 11a, and resembles Japanese rice balls with an outer and inner ring diameter of approximately 30 and $17 \AA$, respectively. The same anion structure has been obtained by heating an aqueous solution containing $\mathrm{Na}_{2} \mathrm{MoO}_{4}, \operatorname{Pr}\left(\mathrm{NO}_{3}\right)_{3}, \mathrm{HCl}$, and hydrazinium dichloride at $70^{\circ} \mathrm{C}$, yielding $\left[\mathrm{Mo}_{120}\left\{\operatorname{Pr}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{6} \mathrm{O}_{366} \mathrm{H}_{12}\left(\mathrm{H}_{2} \mathrm{O}\right)_{48}\right]^{6-}$ (Müller et al., 2001). Similarly, $\left[\left\{\mathrm{Mo}_{128} \mathrm{Eu}_{4} \mathrm{O}_{388} \mathrm{H}_{10}\left(\mathrm{H}_{2} \mathrm{O}\right)_{81}\right\}_{2}\right]^{20-}$ has been isolated as an $\mathrm{Eu}^{3+} / \mathrm{H}^{+}$mixed salt (Cronin et al., 2002). All of the six $\mathrm{LaO}_{9}$ sites in 12a are distorted tricappedtrigonal prisms, as in the case of 11a (Figure 37). The La $\cdots$ La distances for the $\mathrm{La}_{3}$ triangle in each of two inner rings are in the range $15.88-16.59 \AA$ and the nearest La…La distances between the two inner rings are in the range 12.24$12.88 \AA$. The building-block sequence consists of six $\left\{\mathrm{Mo}_{20}(\mathrm{La})\right\}$ units. A 24 -electron reduced species is produced through six successive 2-electron photoreductions of 2-electron reduced building blocks $\left\{\mathrm{Mo}_{20}(\mathrm{La})\right\}$, which could be


FIGURE 39 Nano-ring structure (A) and building-block sequence (B) of $\left[\mathrm{Mo}_{24}^{V} \mathrm{Mo}_{96}^{\mathrm{VI}} \mathrm{O}_{366} \mathrm{H}_{14}\right.$ $\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{48}\left\{\mathrm{La}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right\}_{6}\right]^{4-}$ (12a). Figure is redrawn after Yamase et al. (2006).
divided into two sub-building-blocks, $\left\{\mathrm{Mo}_{10}(\mathrm{La})\right\}$ and $\left\{\mathrm{Mo}_{10}\right\}$ as the incomplete double-cubane-type $\mathrm{Mo}_{6} \mathrm{O}_{23}$-related moieties (Figure 39B). The molecular curvature of the $\left\{\mathrm{Mo}_{10}(\mathrm{La})\right\}$ sub-building-block is very similar to the one of the $\mathrm{La}^{3+}$-coordinate sub-building-block $\left\{\mathrm{Mo}_{11}(\mathrm{La})\right\}$ in 11a, and is larger than that of $\left\{\mathrm{Mo}_{10}\right\}$; on the other hand, the curvature of the latter is almost the similar to the one of $\left\{\mathrm{Mo}_{10}\right\}$ or $\left\{\mathrm{Mo}_{11}\right\}$ in 11a. Figure 40 lists bond angles and bond lengths for the calculation of the molecular curvatures of the sub-building-blocks $\left\{\mathrm{Mo}_{10}(\mathrm{La})\right\}$ and $\left\{\mathrm{Mo}_{10}\right\}$, and also shows a schematic representation of 12a as a 24-electron reduced species


FIGURE 40 Molecular curvatures of two kinds of sub-building blocks (\{ $\left.\mathrm{Mo}_{10}(\mathrm{La})\right\}$ and $\left\{\mathrm{Mo}_{10}\right\}$ ) in 12a ring, their sequence, and a scheme of cyclic dehydrative condensations to 12a.
formed through successive 2-electron photoreductive condensations of six 2-electron reduced building blocks, $\left\{\mathrm{Mo}_{20}(\mathrm{La})\right\}$, which could be divided into 6 $\left\{\mathrm{Mo}_{10}(\mathrm{La})\right\}$ and $6\left\{\mathrm{Mo}_{10}\right\}$ sub-building-blocks. Values of $\omega_{1}\left(154-160^{\circ}\right.$, average $\left.157^{\circ}\right), \omega_{2}\left(137-146^{\circ}, 142^{\circ}\right), \omega_{3}\left(152-155^{\circ}, 154^{\circ}\right), l_{1}(1.86-1.92 \AA, 1.90 \AA)$, and $l_{2}$ (2.01-2.11 $\AA, 2.06 \AA)$ for $\left\{\mathrm{Mo}_{9}(\mathrm{La})\right\}$ predict the formation of the uniform ring as a cyclic decamer of the $\left\{\mathrm{Mo}_{10}(\mathrm{La})\right\}$ sub-building-blocks with $D \approx 24 \AA$. Furthermore, the molecular curvature of $\left\{\mathrm{Mo}_{10}\right\}\left(\omega_{1}=157-161^{\circ}\right.$, average $159^{\circ} ; \omega_{2}=137-140^{\circ}$, $139^{\circ} ; \omega_{3}=154-158^{\circ}, 156^{\circ} ; l_{1}=1.83-1.95 \AA, 1.88 \AA$; and $l_{2}=1.98-2.10 \AA, 2.04 \AA$ ) let us predict the formation of the uniform ring (with $D \approx 32 \AA$ ) consisting of 14 sub-building-blocks, corresponding to the cyclic heptamer (with $D \approx 34 \AA$ ) of the $\left\{\mathrm{Mo}_{22}\right\}$ building blocks. Thus, the 24-electron reduced Japanese rice-ball shape of 12a results from 2-electron photoreductive cyclic hexameric condensations of 2-electron reduced $\left\{\mathrm{Mo}_{20}(\mathrm{La})\right\}$ building blocks which can be divided into $\left\{\mathrm{Mo}_{10}(\mathrm{La})\right\}$ and $\left\{\mathrm{Mo}_{10}\right\}$ sub-building-blocks with different molecular curvatures (Figure 40), and having the sequence $\left\{\mathrm{Mo}_{10}(\mathrm{La})\right\}_{2}\left\{\mathrm{Mo}_{10}\right\}_{2}\left\{\mathrm{Mo}_{10}(\mathrm{La})\right\}_{2}\left\{\mathrm{Mo}_{10}\right\}_{2}$ $\left\{\mathrm{Mo}_{10}(\mathrm{La})\right\}_{2}\left\{\mathrm{Mo}_{10}\right\}_{2}$ (corresponding to the sequence of $\left\{\mathrm{Mo}_{20}(\mathrm{La})\right\}_{6}$ building blocks). The large number of incorporated $\mathrm{La}^{3+}$ ions in 12a suggests that the anion may be produced under a high concentration ratio $\left[\mathrm{La}^{3+}\right] /\left[\mathrm{Mo}_{36}\right]$ compared to the case of 11a. However, 11a is formed when $\left[\mathrm{La}^{3+}\right] /\left[\mathrm{Mo}_{36}\right]=2-7$, which is almost the same ratio range for the formation of 12a, implying that the electron
(and proton) donor is also a controlling factor for both the ring shape and the ring size. In addition to the fact that $\mathbf{1 1}$ and $\mathbf{1 2}$ are formed at almost the same $\mathrm{pH}(\mathrm{pH} 1)$, the co-ordination of $\mathrm{La}^{3+}$ to the inner rings in 11a and 12a is likely to occur through the $\mathrm{La}^{3+} \subset\left\{\mathrm{Mo}_{11}\right\}$ (or $\mathrm{La}^{3+} \subset\left\{\mathrm{Mo}_{10}\right\}$ ) precursor involved in the photochemical self-assembly rather than the $\mathrm{La}^{3+} \subset\left\{\mathrm{Mo}_{154}\right\}$ precursor after the formation of the $\left\{\mathrm{Mo}_{154}\right\}$ full ring. The same structural compounds were obtained for $\mathrm{Ce}^{3+}-, \mathrm{Nd}^{3+}$-, and $\mathrm{Sm}^{3+}$-substituted species instead of $\mathrm{La}^{3+}$.

## 4.5 $\mathrm{Ln}^{3+}$-induced modification of Mo-blue rings into tube and chain structures

Prolonged photolysis of aqueous solutions containing $\left[\mathrm{Mo}_{36} \mathrm{O}_{112}\left(\mathrm{H}_{2} \mathrm{O}\right)_{16}\right]^{8-}$ $(59 \mu \mathrm{~mol}),\left[{ }^{i} \mathrm{PrNH}_{3}\right]^{+}(8.0 \mathrm{mmol})$, and $\mathrm{LaCl}_{3}(22 \mu \mathrm{~mol})$ in $76 \mathrm{ml} \mathrm{H}_{2} \mathrm{O}$ at pH 1.0 leads to formation of $\left[{ }^{i} \mathrm{PrNH}_{3}\right]_{8}\left[\mathrm{Mo}_{28}{ }_{8} \mathrm{Mo}_{126}^{\mathrm{VI}} \mathrm{O}_{458} \mathrm{H}_{12}\left(\mathrm{H}_{2} \mathrm{O}\right)_{66}\right] \cdot 127 \mathrm{H}_{2} \mathrm{O}$ (13), the anion (13a) of which exhibits a nano-tube structure of $\left\{\mathrm{Mo}_{154}\right\}$ rings. In 13a, each inner ring contains a bis $(\mu$-oxo $)$-linking $\left[\mathrm{MoO}_{2}(\mu-\mathrm{O})\left(\mu-\mathrm{H}_{2} \mathrm{O}\right) \mathrm{MoO}_{2}\right]^{2+}$ unit replacing one of seven $\left[\mathrm{Mo}\left(\mathrm{H}_{2} \mathrm{O}\right) \mathrm{O}_{2}(\mu-\mathrm{O}) \mathrm{Mo}\left(\mathrm{H}_{2} \mathrm{O}\right) \mathrm{O}_{2}\right]^{2+}\left\{\mathrm{Mo}_{2}\right\}$-linker units. The neighbouring $\left\{\mathrm{Mo}_{154}\right\}$ rings are connected by $6 \mathrm{Mo}-\mathrm{O}-\mathrm{Mo}$ bridges between inner rings


FIGURE 41 Structure of $\left\{\left[\mathrm{Mo}_{28}^{\mathrm{V}} \mathrm{Mo}_{126}^{\mathrm{VI}} \mathrm{O}_{458} \mathrm{H}_{12}\left(\mathrm{H}_{2} \mathrm{O}\right)_{66}\right]^{8-}\right\}_{\infty}$ (13a) as a nano-tube of $\left\{\mathrm{Mo}_{154}\right\}_{\infty}$. Packing $(A)$ in unit cell and linkage $(B)$ between the two $\left\{\mathrm{Mo}_{154}\right\}$ nano-rings for 13a. Figure is redrawn after Yamase et al. (2003).


FIGURE 42 Linkage motif consisting of six $\mathrm{Mo}-\mathrm{O}-\mathrm{Mo}$ bonds between two $\left\{\mathrm{Mo}_{154}\right\}$ rings. Figure is redrawn after Yamase et al. (2003).
consisting of 7 head- and 14 linkers $-\mathrm{MoO}_{6}$ octahedra for each (Yamase et al., 2003). From the fact that the presence of $\mathrm{La}^{3+}$ in the reaction seems to be important for building the tubular structure, it is inferred that the connection between neighbouring $\left\{\mathrm{Mo}_{154}\right\}$ units is favoured by the coexistence of $\mathrm{La}^{3+}$. Figures 41 and 42 show the first nano-tube structure of 13a and the linkage motif between two $\left\{\mathrm{Mo}_{154}\right\}$ rings, respectively. As shown in Figure 42, two $\mathrm{MoO}_{6}$ octahedral heads of Mo(40) and Mo(49) sites [with an $\operatorname{Mo}(40) \cdots \operatorname{Mo}(49)$ separation of $18.85 \AA$ in the inner ring], which are edge-shared with seven-co-ordinate $\operatorname{Mo}(38)$ and $\operatorname{Mo}(51)$ sites [with an $\mathrm{Mo}(38) \cdots \mathrm{Mo}(51)$ separation of $23.27 \AA$ ], are corner-shared with two $\mathrm{MoO}_{6}$ octahedral linkers [from $\mathrm{Mo}(76)$ and $\mathrm{Mo}\left(36^{\prime}\right)$ sites in the inner ring] belonging to the neighbouring ring molecule. Such $\mathrm{MoO}_{6}$ octahedral linkers for the neighbouring ring are corner-shared with two $\mathrm{MoO}_{6}$ octahedral linkers of Mo (36) and $\operatorname{Mo}\left(76^{\prime}\right)$ sites [with an $\operatorname{Mo}(36) \cdots \operatorname{Mo}\left(76^{\prime}\right)$ separation of $22.93 \AA$ ] which are also corner-shared with the two $\mathrm{MoO}_{6}$ octahedral heads of $\mathrm{Mo}\left(49^{\prime}\right)$ and $\mathrm{Mo}\left(40^{\prime}\right)$ in the neighbouring ring, respectively. As a result, there exist six corner-sharing Mo-O-Mo bridges between the piled inner rings, with Mo-O bond distances equal to $2.33 / 1.74,2.02 / 1.90$, and $1.69 / 2.37 \AA$.

The linker motifs between the neighbouring rings for 13a are quite different from that found in the chain structures of the deficient rings, $\mathrm{Na}_{24}\left[\mathrm{Mo}_{144} \mathrm{O}_{437}\right.$ $\left.\mathrm{H}_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{56}\right] \cdot \mathrm{ca} .250 \mathrm{H}_{2} \mathrm{O} \quad\left(\left\{\mathrm{Mo}_{144}\right\}\right)$ and $\mathrm{Na}_{22}\left[\mathrm{Mo}_{146} \mathrm{O}_{442} \mathrm{H}_{14}\left(\mathrm{H}_{2} \mathrm{O}\right)_{58}\right] \cdot \mathrm{ca} \cdot 250 \mathrm{H}_{2} \mathrm{O}$ ( $\left\{\mathrm{Mo}_{146}\right\}$ ): four $\mathrm{Mo}-\mathrm{O}-\mathrm{Mo}$ bridges consisting of two $\mathrm{Mo}($ head $)-\mathrm{O}-\mathrm{Mo}($ head $)$ and two Mo (linker)- $\mathrm{O}-\mathrm{Mo}$ (linker) bonds at four adjacent $\mathrm{MoO}_{6}$ octahedral sites in inner ring. Compounds $\left\{\mathrm{Mo}_{144}\right\}$ and $\left\{\mathrm{Mo}_{146}\right\}$ were thermally prepared from $\mathrm{Na}_{2} \mathrm{MoO}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O} / \mathrm{Fe} / \mathrm{HCl}$ and $\mathrm{Na}_{2} \mathrm{MoO}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O} / \mathrm{Na}_{2} \mathrm{~S}_{2} \mathrm{O}_{4} / \mathrm{HCO}_{2} \mathrm{H} / \mathrm{HCl}$ systems, respectively (Müller et al., 1997, 1999c). In the structure of anion 13a (Figure 42), one of seven $\left\{\mathrm{Mo}_{2}\right\}$-linker units in each inner ring is replaced by a bis ( $\mu$-oxo)linkaged $\left[\mathrm{MoO}_{2}(\mu-\mathrm{O})\left(\mu-\mathrm{H}_{2} \mathrm{O}\right) \mathrm{MoO}_{2}\right]^{2+}$ unit [in $1.90 / 1.94$ and $2.31 / 2.25 \AA \mathrm{Mo}-\mathrm{O}$ distances between $\operatorname{Mo}(63)$ and $\mathrm{Mo}(64)$ linkers]. The $\mathrm{Mo}-\mathrm{O}-\mathrm{Mo}$ bonding motifs (2.02/1.90, 2.33/1.74, and 1.69/2.37 $\AA \mathrm{Mo}-\mathrm{O}$ bond distances) between the neighbouring inner rings indicate that the $\left\{\mathrm{Mo}_{154}\right\}$-based nano-tube structure results from both dehydrated condensation of terminal Mo-OH groups of linkers and the replacement of $\mathrm{Mo}-\mathrm{H}_{2} \mathrm{O}$ aqua ligands with terminal $\mathrm{Mo}=\mathrm{O}$ groups (and vice versa) between linker and head in presence of $\mathrm{La}^{3+}$. This indicates that the $\mathrm{Ln}^{3+}$ ions in the vicinity of the inner ring of the $\left\{\mathrm{Mo}_{154}\right\}$ species act as traps for the water molecules liberated by both the condensation and replacement reactions. This is probably due to the high co-ordination number (8-12) of these ions and opens interesting perspective for the preparation of a variety of nano-tube isomers with chain or honeycomb structures. As shown above by the formation of ellipsoidal and Japanese rice-ball structures, the incorporation of the lanthanide cations into the inner rings supports the existence of the hypothetical $\mathrm{La}^{3+} \subset\left\{\mathrm{Mo}_{154}\right\}$ precursor in the formation of 13 .

## 5. SUMMARY AND CONCLUSIONS

By now, considerable insight has been gained into the intra-molecular energy transfer processes from the $\mathrm{O} \rightarrow \mathrm{M}(=\mathrm{Nb}, \mathrm{V}, \mathrm{Mo}, \mathrm{W})$ lmct states (donor) to luminescent $\mathrm{Ln}^{3+}$ centres (acceptor) in polyoxometallolanthanoate complexes, which are leaflet models of lanthanide-doped metal-oxide phosphors. Local structures of lanthanide (mainly $\mathrm{Eu}^{3+}$ and $\mathrm{Tb}^{3+}$ ) emission centres in the complex usually point to the co-ordination of aqua and hydroxo ligands in addition to metal-oxide oxo ligands, to a variety of co-ordination number and symmetry, and to the presence of aggregates. The cations surrounding the polyoxometallolanthanoates in the lattices contribute to the relaxation of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct excitation energy due to the coupling with the $\mathrm{O}-\mathrm{M}$ vibrational modes through interaction with the lattice oxygen atoms. The sensitized emission of $\mathrm{Ln}^{3+}$ in polyoxometallolanthanoates results from the energy transfer (with a rate larger than $10^{6} \mathrm{~s}^{-1}$ ) from two $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet levels through the singlet states along with a Förster-Dexter dipole-dipole type of coupling between the donor and the acceptor. Of particular importance is the localization of the $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet wave function on the $\mathrm{MO}_{6}$ octahedron in the polyoxometalate ligands due to the electronic disparity between the ground and excited states, which is reflected by the bond angle of the $\mathrm{M}-\mathrm{O}-\mathrm{M}$ or $\mathrm{Ln}-\mathrm{O}-\mathrm{M}$ linkages: polyoxometalate ligands
having only edge-shared $\mathrm{MO}_{6}$ octahedra with $\mathrm{M}-\mathrm{O}-\mathrm{M}$ bond angles of about $100^{\circ}$ and $\mathrm{Ln}-\mathrm{O}-\mathrm{M}$ bond angles of about $100-130^{\circ}$ show a small temperature dependence of the energy transfer, whereas polyoxometalate ligands with $\mathrm{M}-\mathrm{O}-\mathrm{M}$ and Ln-O-M bond angles larger than $150^{\circ}$ allow the $\mathrm{d}^{1}$-hopping delocalization in the ligands resulting in a decrease in the energy transfer with increasing temperature. The $\mathrm{Tb}^{3+} \rightarrow \mathrm{Eu}^{3+}$ energy transfer between different $\mathrm{Ln}^{3+}$ sites $\left(\mathrm{LnO}_{8}\right.$ or $\left.\mathrm{LnO}_{9}\right)$ of low symmetry ( $C_{1}$ and $C_{s}$ ) occurs through the overlap between the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{4}$ emission line of $\mathrm{Tb}^{3+}$ and the ${ }^{5} \mathrm{D}_{0} \leftarrow{ }^{7} \mathrm{~F}_{0}$ excitation line of $\mathrm{Eu}^{3+}$ : its rate increases with the shortening of the nearest $\mathrm{Tb} \cdots \mathrm{Eu}$ distance: $5 \times 10^{5}, 4 \times 10^{4}$, and $5 \times 10^{3}$ $\mathrm{s}^{-1}$ for $\mathrm{Tb} \cdots$ Eu distances of $3.8,5.1$, and $6.2 \AA$ at 4.2 K . The rate of the $\mathrm{Tb}^{3+} \rightarrow \mathrm{Eu}^{3+}$ transfer increases with an increase in temperature due to an increase in transfer channels, that is larger overlap of the ${ }^{5} \mathrm{D}_{4} \rightarrow{ }^{7} \mathrm{~F}_{4}$ emission line with the ${ }^{5} \mathrm{D}_{0} \leftarrow{ }^{7} \mathrm{~F}_{1}$, ${ }^{5} \mathrm{D}_{1} \leftarrow{ }^{7} \mathrm{~F}_{1}$, and ${ }^{5} \mathrm{D}_{0} \leftarrow{ }^{7} \mathrm{~F}_{2}$ excitation lines, resulting from the thermal population of ${ }^{7} \mathrm{~F}_{1}$ and ${ }^{7} \mathrm{~F}_{2}$ states of $\mathrm{Eu}^{3+}$. By a judicious combination of donors and acceptors in each system, more details should emerge from future studies concerning the contribution of the various reaction paths to the energy transfer from the $\mathrm{O} \rightarrow$ M lmct triplet states in the lattices.

Radiative and non-radiative rates for various polyoxometalloeuropates could be estimated from the large value (close to unity) of the quantum yield for the sensitized emission from the ${ }^{5} \mathrm{D}_{0}$ and ${ }^{5} \mathrm{D}_{1}$ states of $\mathrm{Eu}^{3+}$ in $\mathrm{Na} 9\left[\mathrm{Eu}\left(\mathrm{W}_{5} \mathrm{O}_{18}\right)_{2}\right] \cdot$ $32 \mathrm{H}_{2} \mathrm{O}$ : the radiative rate for the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{J}(J=0-4)$ transition ranges from $2.7 \times$ $10^{2}$ to $1.4 \times 10^{3} \mathrm{~s}^{-1}$, and the non-radiative rate $\left(<10^{4} \mathrm{~s}^{-1}\right)$ for the ${ }^{5} \mathrm{D}_{0}$ state increases with the total number of aqua and hydroxo ligands (for $\mathrm{Eu}-\mathrm{O}$ distances smaller than $2.6 \AA$ ) bound to $\mathrm{Eu}^{3+}$, due to the weak vibronic coupling with high-frequency OH oscillators. The co-ordination of aqua and hydroxo ligand with long Eu $\cdots \mathrm{O}$ distances $(2.6-2.9 \AA$ ) results in a drastic decrease in the non-radiative vibronic coupling process, which means that the empirical predictions of the number of aqua and hydroxo ligands co-ordinated around $\mathrm{Eu}^{3+}$ should be employed with care. In addition, $\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]_{2}\left[\mathrm{~V}_{10} \mathrm{O}_{28}\right] \cdot 8 \mathrm{H}_{2} \mathrm{O}$ is a good model for unravelling the crystal field splitting of the $\mathrm{Eu}^{3+}$ octa-aqua cation. The subsequent analysis indicates that approximately two-thirds of the $\mathrm{Eu}^{3+}$ aqua cations in $0.1 \mathrm{M} \mathrm{EuCl}_{3}$ (aq) exist as $\left[\mathrm{Eu}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right]^{3+}$, with square anti-prismatic co-ordination geometry.

The $\mathrm{O} \rightarrow \mathrm{M}$ lmct triplet states are involved not only in energy transfers in polyoxometallolanthanoates but also in electron transfer during the photoredox reaction with proton and electron donors. This enables us to photochemically design nano-ring structural Mo-blues by the use of $\mathrm{Ln}^{3+}$ ions in a novel 'bottomup' approach. The relevant structural manipulation can be varied systematically over a wide range in both size and shape. Since structures featuring nano-tubes, nano-chains, and ellipsoidal rings are promising from a viewpoint of nano-science and technology for the elaboration of electronic/magnetic devices and catalysts, further investigations concerning aiming at elucidating the mechanism of the photo-induced self-assembly of other structures appear worthwhile. The understanding of the aggregation process leading to a given class of polynuclear anionic metal-oxygen clusters is a great challenge. But such a knowledge would increase the degree of control of novel synthetic pathways for producing metal-oxidebased mesoscopic and colloidal materials with expected interesting properties
for material science. This is especially valid for polyoxometallolanthanoates which display a wide variety of structures with different symmetry and size.
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[^30]:    ${ }_{2}^{1}$ X-ray powder diffraction data (Vasylechko, 2001).
    ${ }^{2}$ Neutron powder diffraction data (Aleksiyko et al., 2001).

[^31]:    ${ }^{1}$ Neutron powder diffraction data (Aleksiyko et al., 2001)
    ${ }^{2}$ X-ray synchrotron powder diffraction data (Vasylechko, 2005).

[^32]:    ${ }^{1}$ X-ray powder diffraction data (Vasylechko, 2005).
    ${ }^{2}$ Synchrotron powder diffraction data (this work).

[^33]:    ${ }^{1}$ X-ray powder diffraction data (Vasylechko et al., 1999b).
    ${ }^{2}$ Synchrotron powder diffraction data (Senyshyn et al., 2002).

[^34]:    ${ }^{1}$ X-ray powder diffraction data (Vasylechko et al., 2002d).
    ${ }^{2}$ Synchrotron X-ray powder diffraction data (Senyshyn et al., 2004c).
    ${ }^{3}$ Synchrotron powder diffraction data (this work).
    \# JCPDS - International Centre for Diffraction data, to be published.

[^35]:    ${ }^{1}$ Sintering temperature (in K)/time (in hours).

[^36]:    * Chemical Resources Laboratory, Tokyo Institute of Technology, R1-21, 4259 Nagatsuta, Midori-ku, Yokohama 226-8503 Japan
    E-mail: tyamase@res.tietech.ac.jp

[^37]:    ${ }^{a}$ sa, square anti-prismatic; tt , tricapped-trigonal-prismatic; bt, bicapped trigonal prismatic.
    ${ }^{b}$ Measurements at 4.2 K for 4 were not done because of its degradation.

[^38]:    ${ }^{a}$ Since the relative intensities of ${ }^{5} \mathrm{D}_{0} \rightarrow^{7} \mathrm{~F}_{\mathrm{J}}$ emission were hardly changed with a variety of temperature, $\mathrm{k}_{\text {rad }}$ was evaluated to be independent of the temperature.

[^39]:    ${ }^{a}$ A sum of two exponential decays is used. The accuracy for the $\tau_{\text {triplet }}$ values is within $\pm 15 \%$ of each value.

