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Foreword

Euromat is the biennial meeting of the Federation of European Materials Societies 
(FEMS) constituted by its 24 member societies in Europe. The 2003 meeting took 
place in Lausanne, Switzerland, and was organised by the French, German and 
Swiss member societies: 

Société Française de Métallurgie et de Matériaux (SF2M) 
Deutsche Gesellschaft für Materialkunde (DGM) 
Schweizerischer Verband für die Materialtechnik (SVMT) 

The scientific programme of the EUROMAT 2003 congress was divided into 15 
topics that in turn were substructured into 47 symposia. The present volume of the 
Euromat Publication series refers to selected papers of the Topic A:  

Materials for Information Technology 

Peter Paul Schepp 
Conference Organiser of EUROMAT 2003



Preface

Information technology (IT) is driving the need for research, development and in-
troduction of new materials and concepts for applications requiring significantly 
increased electrical and optical functionality. In particular, microelectronic prod-
ucts must be improved continuously to meet performance demands while maintain-
ing acceptable levels of reliability. For the semiconductor industry, the challenges 
to process technology and advanced materials are outlined in the International 
Technology Roadmap for Semiconductors (ITRS). Microelectronic and, in the 
longer term, nanoelectronic products of future technology generations rely on ad-
vanced materials for the so-called front-end-of-line and back-end-of-line processes 
on the waferlevel (die level) as well as for assembly and packaging. More than 
ever before, the dramatic productivity enhancement of the IT era will only be pos-
sible using advanced materials. 

Transistor and interconnect scaling has brought microelectronics a long way. 
However, the traditional down-scaling of device and interconnect structures is cur-
rently leading to performance limitations that have to be overcome by new device 
architectures and advanced materials. Microprocessor applications are pushing ma-
terial innovations in the gate stack of MOS transistors and in on-chip interconnect 
structures, which result in new and exciting challenges to materials scientists. 
Memory applications, on the other hand, are driving research and development ac-
tivities in the field of new materials for challenging capacitor dimensions and for 
several different concepts of nonvolatile memories. 

The scope of this book is to provide an overview of recent developments and 
research activities in the field of materials used for IT, with a particular emphasis 
on future applications. Topics are materials for silicon-based semiconductor de-
vices (including high-k gate dielectric materials), materials for nonvolatile memo-
ries, materials for on-chip interconnects and interlayer dielectrics (including sili-
cides, barrier materials and low-k dielectric materials), materials for assembly and 
packaging, etc. The latest results in materials science and engineering as well as 
applications in semiconductor industry are covered including the synthesis of blan-
ket and patterned thin-film materials, their properties, composition, and structure. 
Computer modeling and analytical techniques to characterize thin-film structures 
are included. In this book, material transitions that are necessary to improve the 
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product performance and to maintain the reliability of products for IT applications 
are highlighted. 

In Chapter 1, the synthesis and properties of ultrathin films for devices are de-
scribed. Material approaches that are focused on an increase in transistor perform-
ance are addressed. In particular, the reduction of gate leakage currents by the im-
plementation of high-k materials (at first silicon oxynitrides, followed by metal 
oxides) for gate dielectrics in MOS transistors and the increase of the charge mo-
bility in the transistor channel by strained silicon are discussed. Novel concepts 
such as selective air-gaps and self-assembled monolayers are also included as po-
tential approaches to extend the boundaries of current microelectronic technology. 

Chapter 2 provides an overview of various material aspects in nonvolatile 
semiconductor memories. Following a short description and classification of all 
relevant nonvolatile memory concepts found in research and development today, 
material optimization in nanocrystal memories that extend the more classical float-
ing gate memories to much smaller feature sizes in the few tens of nanometers 
range are explained in detail. Recent developments in the three most important 
nonvolatile RAM concepts, namely ferroelectric memories, magnetoresistive 
memories and phase change memories, demonstrate the importance of introducing 
switching mechanism in new materials to achieve improved nonvolatile memory 
performance. Finally a review of organic memories illustrates the potential new 
engineering options that arise when organic switching materials are combined with 
today’s advanced silicon electronics.  

Advanced materials for on-chip interconnects play an important role for per-
formance and reliability of microelectronic products. The scope of Chapter 3 is to 
provide an overview of recent developments and research activities in the field of 
materials for the so-called backend-of-line technology, with a particular emphasis 
on future applications and challenges to materials science and development. The 
integration of high-conductivity interconnects and of low-k insulating materials is a 
particular point of focus. Material-related topics are on-chip interconnect materials 
and barriers, low-k and ultra low-k dielectric materials, nanotubes, etc. The role of 
microstructure of metal interconnects, particularly texture and stress, on product 
performance and reliability is presented. 

Advanced materials for assembly and packaging play an important role for per-
formance and reliability of microelectronic products, too. In Chapter 4, recent re-
search and development activities, particularly for wafer level packaging and 3D 
integration, are discussed. Material-related topics are solders, adhesives, encapsula-
tion materials, molding compounds and others for assembly and packaging.

Advanced analytical techniques for thin-film and interface characterization are 
highlighted in Chapter 5. The continuous improvement of standard techniques and 
the development of new methods is essential for process development, process 
control and failure analysis in semiconductor industry. Scientific topics that are ad-
dressed range from typical out-of-fab laboratory techniques to synchrotron radia-
tion-based analytics. 

This book combines updated selected contributions presented at the EUROMAT 
2003 conference in Lausanne, Switzerland, sponsored by the Federation of Euro-
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pean Materials Societies FEMS and additional papers from internationally recog-
nized experts in the field from all over the world. The editors would like to thank 
Peter Paul Schepp of the Deutsche Gesellschaft für Materialkunde DGM, Ger-
many, who actively supported the EUROMAT 2003 topic “Materials for Informa-
tion Technology” and who encouraged us to prepare this publication. 

This book involved the effort of many people. It is primarily based on the 
strong support and excellent contributions from the authors of the papers. The effi-
cient coordination of the book project by Anthony Doyle, Oliver Jackson and Kate 
Brown of Springer is gratefully acknowledged. The editors would like to thank 
Constanze Korn and Tatjana Schmidtchen, AMD Saxony, Dresden, Germany, for 
their excellent organizational and logistic support and for the enormous amount of 
work they did to get the camera-ready manuscripts to the publisher on time. 

Ehrenfried Zschech     December 2004 
Caroline Whelan 
Thomas Mikolajick 
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Molecular-beam Deposition of High-k Gate 
Dielectrics for Advanced CMOS 
A. Dimoulas 

MBE Laboratory, Institute of Materials Science, Athens / Greece 

Introduction

Aggressive scaling to the nanometer range has moved the semiconductor and ICs 
industry into a period of revolutionary change in materials, device architecture, de-
vice processing and tooling. The main driving force behind these changes is the 
need to increase the on-state (drive) current, and therefore the high frequency per-
formance of logic devices, in order to obtain intrinsic MOSFET gate delay times in 
the range of picoseconds (or terahertz performance levels) well before the end of 
the decade [1]. To achieve high drive currents in excess of 1 mA/ m (see Table 1), 
it is necessary to combine improvements in gate-length scaling, equivalent oxide 
thickness (EOT), threshold voltage and channel mobility. Intel, the leading ICs 
manufacturer, has announced [2] that 45 nm CMOS, which will be in production 
by year 2007 will have advanced high-k dielectric/metal electrode stacks in the 
gate. Using high-  gate dielectrics with large physical thickness (around 3 nm) it is 
possible to scale down EOT to less than 1 nm maintaining the gate leakage current 
at acceptable levels below 1 A/cm2 [3]. However, transistors with advanced high-

gate stacks suffer from mobility degradation for reasons which are not fully un-
derstood at the present time. To overcome this problem, typically a starting chemi-
cal oxide (SiO2) layer of at least 4 Å is first deposited [3] before the high- . This 
improves channel mobility but limits further scaling for more advanced technolo-
gies of the 32 and 22 nm node where EOT as low as 5 Å is required (Table 1). For 
such low EOT values, ultimately clean interfaces are needed which could be ob-
tained by epitaxial oxides on Si. An alternative is to use mobility enhancing chan-
nels such as strained Si or replace completely Si by high mobility semiconductors 
such as Ge or III–V compounds.  

McKee et al., [4] at ONRL have pioneered the growth of high-k crystalline ox-
ides on silicon by molecular beam epitaxy (MBE), working with the cubic 
perovskite SrTiO3 (STO) on Si (001). Researchers from EPFL [5] and IBM-Zurich 
[5], IBM/T.J. Watson Res. Center [6, 7] and Toshiba [8] have shown that the fluo-
rite-like oxides such as La2Zr2O7, (LaxY1 x)2O3 and CeO2, respectively, can be 
grown epitaxially on Si (111). However, for gate dielectric applications in Si-based 
transistor devices, it is necessary to grow epitaxial oxides directly on (001)-
oriented Si, which has been the favourite substrate orientation of the semiconductor 
industry for many years. It has been shown that Y2O3 [9–12] and rare earth oxides 
with cubic symmetry such as Pr2O3 [13] can be grown crystalline on Si (001). 
However, they adopt an unfavourable orientation (110)Re2O3//(001)Si, which gives 
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rise to twinning and other defects [11]. Until now, SrTiO3 was the only known ox-
ide grown by MBE on Si (001) with acceptable epitaxial quality, although rotated 
in-plane by 45° in order to match the substrate lattice parameters [4, 14, 15]. Very 
recently [16], A. Dimoulas et al., at NCSR have shown that the pyrochlore 
La2Hf2O7 (LHO) can be grown crystalline on Si (001) in a cube-on-cube local epi-
taxial mode forming ultimately clean interfaces with Si.  

Table 1. Technology requirements for mainstream logic devices 

Front-end Technology for High Performance Logic

Tech. nodes 90 nm 65 nm 45 nm 32 nm 22 nm 

Production 2003 2005 2007 2009 2011

Gate stack SiO2/poly SiO2/poly 
High- /metal 

Chemical oxide 
starting layer 

High- /metal  
Direct epitaxy ?  

~30

Channel Strained Si 
planar

Strained Si 
planar

3D Multi-gate? 
-Strained Si  
-high  mobility  
Semiconductors (Ge, III-V ) 

Physical gate 
length (nm) 37 25 18 13 9

EOT (nm) 1.2 0.8 0.7 0.6 0.5 

Drive current 
NMOS 

(mA/µm) 
1.2 1.5 1.9 2.1 2.4 

Germanium MOSFETs with high-k gates may provide an alternative solution 
for future high performance logic devices (see Table 1) since the (low-field) mobil-
ity of carriers in Ge is three times higher than that in Si. In addition, activation an-
nealing of dopants can be performed at lower temperatures (around 500°C), while 
the smaller energy gap of Ge allows supply voltage Vdd scaling for reduced power 
consumption. Finally, monolithic integration with III–V optoelectronics is possi-
ble, adding functionality to the chip. Self-aligned n-type Ge MOSFETs with Ge 
oxynitride/LTO/W gates [17] and p-type Ge MOSFETs with ZrO2 [18], Al2O3 [19] 
and HfO2 [20] high-k gates have been demonstrated. Materials issues have been 
investigated in detail [21–26], including surface treatment prior to growth [21], 
band offsets [25] of HfO2 with Ge and stability of HfO2 on Ge after high-
temperature treatment [26]. 

In this article, the MBE growth, and the structural and electrical properties of 
crystalline and amorphous LHO high-k material and its interface with Si(001) are 
reviewed. In addition, the growth and electrical behaviour of HfO2 on Ge(001) are 
reported.  
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Oxide Molecular-beam Epitaxy/(Deposition) Methodology 

It is well-known that MBE/(MBD) is an excellent research tool mainly for com-
pound semiconductor (i.e. III–V) and SiGe devices for specific applications. In re-
cent years, MBE has emerged as a good candidate tool for the front-end processing 
of mainstream Si-based devices. Oxide MBE can be used to deposit high-k gate di-
electrics on semiconductors. A schematic is shown in Figure 1 below. 

RF Plasma 
Generator & 
Matching unit

RHEED  Gun RHEED camera

Loading 
chamber

Turbomolecular
Pump

LN2 to
cryopanels

Mass
Spectrometer
(Residual Gas Analyser)

Effussion
Cell

Oil -free
PumpCryo-pump

E-Gun

O2, N2, H2
gases

Leak 
valve

Holder/Heater

Figure 1. Molecular beam epitaxy UHV system and components. Base pressure ~5 x 10 10

Torr.

One of the main components is the RF plasma source used for the generation of 
atomic oxygen beams with thermal energies, which are reactive enough to oxidize 
the impinging metals on the substrate at relatively low O2 partial pressure in the  
10 6 Torr range. The source can produce also nitrogen and hydrogen atomic beams 
which can be used for surface treatment prior to growth in order to improve the 
electrical properties of the interfaces. Because MBE is a UHV technique it is pos-
sible to use reflection high energy electron diffraction (RHEED) for the insitu real-
time monitoring of native oxide desorption, surface treatment and growth. 
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Lanthanum Hafnate on Silicon Substrates 

The La2Hf2O7 (LHO) material crystallizes in the cubic pyrochlore structure with 
space group symmetry Fd3m, which is very similar to that of Si (Figure 2 a). This 
similarity makes LHO a good candidate for epitaxial growth on Si (001), especially 
since there is good lattice matching between the two materials. The lattice constant 
of LHO is approximately twice that of Si, with the mismatch being only 0.74 % at 
room temperature and almost zero at around 800°C. The LHO films are deposited 
directly on clean, (2×1) reconstructed Si (001) surfaces at several temperatures Tg
in the range between 60°C and 770°C as described in detail elsewhere [16]. Hf and 
La are co-evaporated from e-beam and effusion cell sources, respectively, in the 
presence of atomic oxygen beam. The latter is generated by the RF plasma source 
operating at a power of 350 W with O2 flow equivalent to a partial pressure of       
4 ×10 6 Torr in the chamber.  

¯ [001]

c-LHO

O

HfLa

Pyrochlore
(ordered 

defective fluorite)

004

¯222

111¯

331
440

20 30 40 50 60 70 80
0

400
800

1200
1600

(b)

Si(004)

X
-R

ay
 In

te
ns

ity
 (a

.u
.)

2  (deg)

(a)

(d)

(c)

(4
44

)L
H

O

Si(002)

(4
40

)L
H

O

(0
04

)L
H

O

(2
22

)L
H

O

Tg = 6100C

T
g
 = 7000C

Tg = 7300C

T
g
 = 7700C

(060)

(e)

HfSi2

Tg = 7700C

HfSi2 Grown in O2(040)

Figure 2. (a) HRTEM image of crystalline LHO grown on Si (100) at 770° C and the digi-
tal diffractogram in the inset. The super lattice spots (shown by arrows) indicate an ordered 
defective fluorite phase (pyrochlore). (b) XRD spectra of LHO grown on Si (100) at differ-
ent temperatures. 

The structural quality of thin LHO films and interfaces depends strongly on the 
growth temperature Tg. It can be seen from Figure 2 (b) that the material is amor-
phous for Tg lower than 600°C.  At higher temperature of about 700°C, the mate-
rial is polycrystalline with a predominant (111)LHO // (001)Si orientation. When 
Tg rises to about 770°C, the LHO film develops a strong preferential orientation 

(a) (b)
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(001)LHO // (001)Si, indicating that this material tends to grow epitaxially when it 
is prepared at high temperature. When molecular oxygen is used, crystalline HfSi2
phases are seen (see graph at the top of Figure 2 (b)). This means that reactive 
atomic oxygen is necessary in order to promote oxidation against competing sili-
cide formation processes. 

Crystalline LHO on Si(001) : Ultimately Clean Interfaces 

The crystalline LHO grown at the highest temperature of 770°C is shown in     
Figure 3. The two materials can be distinguished between each other only from the 
difference in the contrast. Looking at the high magnification picture on the right, 
the fringes of the {111} lattice planes continue from the Si substrate all the way up 
to the LHO layer indicating clean interfaces with no interfacial oxide as required 
for ultimate scaling of devices. This also indicates cube-on-cube epitaxial growth 
with the (001)LHO // (001)Si and [110]LHO // [110]Si orientation relationships. How-
ever, the interface and surface morphology is rough, so that additional work is 
needed in order to optimize growth and obtain device quality layers. 

Figure 3. HRTEM micrograph showing ultimately clean interfaces between LHO and Si 
substrates. In the magnification the dotted line shows the lattice fringes of the {111} planes. 

Electrical Properties of Amorphous LHO on Si(001)

Unlike the case of crystalline LHO, thin films of amorphous LHO deposited by 
MBD directly on Si are dense and continuous with a smooth surface morphology. 
They have a dielectric permittivity kLHO of about 18 [27]. In order to investigate the 
electrical quality of the films at low EOT, Mo gates were sputtered and subse-
quently patterned by photolithography and etched using ammonia-based solution to 
obtain 50 m square MIS capacitors. Standard data acquisition setup was used for 
admittance and gate current measurements, described elsewhere. The results for the 
thinnest (3.3 nm) samples are shown in Figure 4. The C-V and G-V data are fitted 

c-LHO

Si
3.13

Å

Si[001]Si

c-LHO
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simultaneously using a multi-frequency model we have previously developed [18]. 
This is a self-consistent solution of Poisson–Schrodinger equation in the semicon-
ductor which takes into account the charge due to interface states as boundary con-
dition. The exchange of carriers between the semiconductor and the interface trap 
states is described by Shockley–Read–Hall statistics. From the fitting, the EOT, the 
flat band voltage shift VFB, the carrier capture cross section cp, and the energy dis-
tribution of interface density of states Dit are estimated. 
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Figure 4. Electrical data obtained from a p-type MIS with 3.3 nm-thick  LHO deposited at 
450°C. (a) As-deposited and FGA-annealed C-V and G-V curves at 1 MHz. The gate current 
density Jg vs gate bias Vg in accumulation is shown in the inset. (b), the C-V and G-V curves 
after RTA treatment. The inset shows the energy distribution of Dit as determined from the 
simultaneous fitting of the C-V and G-V curves. 

The EOT is estimated to be 0.94 nm for as-deposited samples and increases 
slightly to about 1 nm after forming gas anneal (FGA) at 450°C for 20 min. The 
maximum value of Dit is about 3 × 1012 cm2 in as-deposited MIS, decreasing to 
about 1 × 1012 cm2 after FGA as can be seen from the decrease of the conductance 
peak in Figure 4a. The flatband voltage shift VFB was found to be 0.5 V, the 
possible contributions in this shift coming from the workfunction difference ms ~ 

0.26 V and positive fixed oxide charges in the LHO layer. As can be seen in the 
inset of Figure 4a, the a-LHO behaves as an excellent insulator with only 2 × 10 3

A/cm2 at 1 V or 2 × 10 2 A /cm2 at 1 V beyond flatband in accumulation. This is 
4 5 orders of magnitude smaller that conventional SiO2 devices with the same 
equivalent thickness of 0.94–1 nm. Rapid thermal annealing (RTA) in N2 at 

(a) (b)
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1050°C improves most of the electrical properties of a-LHO except from EOT. As 
seen in Figure 4 (b) the curves shift toward more positive voltage, corresponding to 

VFB of 0.23 V which can be explained in terms of workfuncion difference only. 
This value is very close to the ideal threshold voltage of 0.27 V in n-channel 
MOSFETs.  The maximum density of states after RTA has dropped to 6 × 1011 cm2

as can be seen from the inset of Figure 4 (b). In addition, no hysteresis is observed 
in the samples which have received an RTA annealing. However, the EOT is dou-
bled compared to the as-deposited devices, probably because an interfacial low-k 
layer is formed. It should be noted however, that the high-temperature treatment in 
this work is not performed under controlled conditions which are typically em-
ployed during dopant activation in transistor processing. In addition, the trend in 
CMOS processing of high-  gates is to perform dopant activation at lower tem-
perature around 900°C, in which case EOT degradation could be avoided.  

In summary, a-LHO with a very low leakage current of ~2 × 10 2 at 1V beyond 
flatband in accumulation and a low EOT around 0.94–1 nm could have an impact 
in future low standby devices of the 32 nm technology node which require EOT 
~1.1 nm and gate leakage of 4 × 10-2 A/cm2, provided that EOT degradation could 
be avoided by applying appropriate high-temperature treatment during CMOS 
transistor processing.  

Hafnium Oxide on Germanium Substrates 

Adequate preparation of Ge substrates prior to deposition is very important in order 
to obtain HfO2 films and interfaces with good electrical quality [21]. As an UHV 
technique, MBD offers insitu desorption of the native oxide, which cannot be 
achieved very easily by other more standard methodologies such as CVD. The sub-
strate is heated to 360°C in vacuum until a (2×1) reconstruction is obtained (see 
Figure 5) by RHEED, which is indicative of a clean Ge(100) surface. Subse-
quently, the substrate is heated to 225° C and is exposed to combined nitrogen and 
oxygen atomic beams for one minute under a weak Ge flux with the aim to pro-
duce an ultra-thin GeOxNy starting layer.  

The procedure for this processing step is as follows. O2 and N2 gases are mixed 
before they are introduced in the RF plasma source through a leak valve. By pow-
ering the source at ~ 400 W, a bright plasma mode consisting of nitrogen and oxy-
gen atoms is generated in the discharge chamber and then escape into vacuum as 
atomic beams. Different compositions of the GeOxNy layer can be obtained by 
varying the composition of the initial gas mixture which can be monitored by the 
ratio of O2 and N2 partial pressures in the chamber using a mass spectrometer. For 
the experiments reported here, a ratio PO2/PN2 ~ 2 is used. It must be noted that the 
treatment of the clean Ge surface by O and N before HfO2 deposition is necessary, 
otherwise the films are either leaky or do not show MOS behaviour. 
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Figure 5. RHEED pattern of a clean Ge(100) surface. (a) along the [110] azimuth, (b) along 
the [100] azimuth, rotated by 45°. The weaker spots shown by arrows in (a) are diffraction 
spots due to (2×1) reconstruction of the surface. 

After surface preparation, the substrate is heated to the desired temperature for 
HfO2 deposition. Temperatures in the range between 60 and 360°C have been used, 
since above 360°C the GeOxNy layer is unstable. The HfO2 is synthesized on the 
substrate by evaporating Hf from an e-beam source at a rate of 0.2 A/s in atomic 
oxygen beams generated by the RF plasma source. The partial pressure of oxygen 
PO2 during deposition is 2–4 × 10 6 Torr. 

The real images of the HfO2 films in (110) Ge cross-section are shown in the 
micrographs of Figure 6 for two samples with thickness 3 and 8 nm which are de-
posited at 225°C. The thin sample is amorphous while the thick one is polycrystal-
line. This may be due to re-crystallization occurring during HfO2 deposition since 
the thick sample is exposed to elevated temperature for a longer period of time. It 
is worth noticing from Figure 6 that the interfaces between HfO2 and Ge are very 
sharp with the interfacial layer being very thin (1–2 monolayers). This could be 
expected given that GeO2 is unstable, preventing reactions of Ge with oxygen at 
the interface.

Electrical Characterization of HfO2/Ge M-I-S Capacitors 

MIS capacitors are prepared by shadow mask and e-beam evaporation of 30 nm-
thick Pt electrodes to define circular dots, with an area of 7×1·10 4 cm2. Both Sb-
doped n-type and Ga-doped p-type substrates were used with resistivity               

~ 2–5 ·cm. The back ohmic contacts are made using eutectic In–Ga alloy. Both 
p-type and n-type MIS show similar behaviour. Also, the main characteristics of 
MIS do not depend on the deposition temperature of HfO2. Typical C-V and G-V 
curves for n-type MIS capacitors are shown in Figure 7a. The main characteristics 
are the rather large hysteresis of about 500 mV and the large ac conductance due to 
interface states which, however, decreases by a factor of three after forming gas 
anneal. Figure 7b shows the frequency dependence of the C-V curves for an n-type 
MIS capacitor. The most characteristic behaviour is the strong frequency disper-
sion in inversion (negative Vg). The high frequency C-V (i.e. 1 kHz) shows low-
frequency behaviour with a high value of the inversion capacitance. This is differ-
ent from the case of device quality silicon where the 1 kHz capacitance at inversion 
acquires a small value due to long response time of the minority carriers. The mi-

(a) (b)
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nority carrier response time R at room temperature is controlled by generation-
recombination processes in depletion, mediated by bulk semiconductor traps. In 
this case, 1R in [28], where ni is the intrinsic carrier concentration. 

Figure 6. HRTEM micrograph in Ge ( 110) cross section showing sharp HfO2/Ge in-
terfaces. (a) tox ~ 3.1 nm, (b) tox ~ 8 nm. The HfO2 deposition temperature was   
Tdep =225°C, for both samples. 

In Si, ni ~ 1.45 × 1010 cm 3 and R ranges between the 0.01 and 1 s, depending 
on the quality of the material. However, in Ge, due to the smaller band gap, ni is 
more than three orders of magnitude higher (ni ~ 2.4 × 1013 cm 3), therefore, the re-
sponse time is expected to be at least three order of magnitude shorter, in the mi-
crosecond range, provided that the level of contamination is comparable to that 
found in device grade Si. This could explain the observed low frequency behaviour 
of the high frequency (1 kHz) CV curves in Figure 7b.  

C-V data from p-type MIS capacitors with different HfO2 thickness are given in 
Figure 8. As in the case of n-type MIS, there is strong frequency dispersion in in-
version (positive Vg) and a weak dispersion in accumulation (negative Vg). The lat-
ter is attributed to a series resistance of ~ 50  which mainly affects the 1 MHz 
curve, lowering the accumulation capacitance.  

By analyzing of the accumulation capacitance of the low frequency (20 Hz) 
curves, the EOT is estimated and plotted as a function of the physical oxide thick-
ness in Figure 9a. From this plot, the interfacial thickness tint is found to be about 
0.28 ± 0.03 nm, in agreement with TEM observations, while the dielectric permit-
tivity ox of HfO2 is estimated to be ~ 2.47 ± 0.7. This is close to the expected bulk 
value and appreciably higher than that obtained from thin films of HfO2 on Si, 
which typically ranges between 15 and 20. The gate current Jg as a function of gate 
bias Vg is shown in Figure 9b indicating that the HfO2 on Ge behaves as an excel-
lent insulator. The thinnest sample with EOT of 0.75 ± 0.1 nm exhibits a very low 
current of 4.5 × 10 4 A/cm2 at 1V (accumulation), which are among the best val-
ues reported for either HfO2/Ge or HfO2/Si.

(a) (b)
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Figure 7. (a) Hysteresis of 1 MHz C-V and G-V curves of n-type MIS. (b) Frequency de-
pendence of C-V curves for n-type HfO2/Ge M-I-S capacitors. 

Figure 8. C-V curves for as-deposited p-type M-I-S with different thickness of HfO2 dielec-
tric. The scale and axes labels for graphs (b) to (d) are the same with the ones shown with 
the graph (a). 
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Figure 9. (a) Equivalent (EOT) vs physical oxide thickness tox. The dielectric permittivity 
ox and the interfacial layer thickness tint can be estimated from the slope and the intersection 

with the y-axis, respectively. (b) The gate current Jg vs the applied gate bias Vg for several 
MIS with different HfO2 thickness. 

Summary 

Advanced high-  gate dielectric stacks directly deposited on Si or high mobility 
semiconductors such as Ge by MBE may offer the solution for aggressive scaling 
of future nanoelectronic devices. A new high-k dielectric, the pyrochlore La2Hf2O7,
has been systematically investigated. This material can be prepared on Si(001) in a 
cube-on-cube epitaxial mode at high temperature around 770°C forming ultimately 
clean interfaces with the substrate. At lower temperature the material is amorphous 
having leakage current four to five orders of magnitude lower than conventional 
SiO2 with the same equivalent oxide thickness (EOT) of about 1 nm. Further scal-
ing is expected to be difficult since only moderate values of the dielectric permit-
tivity k around 18 can be obtained. On the other hand, HfO2 prepared by MBD on 
Ge(001) substrates forms sharp interfaces and has a relatively high ~25 which is 
close to the expected bulk value. Low EOT values around 0.75 nm have been ob-
tained at very low leakage current of 4.5 × 10 4 A/cm2 at 1 V in accumulation. The 
observed low frequency behaviour of the high frequency (i.e 1 kHz) C-V curves in 
inversion was attributed to the high intrinsic carrier concentration in Ge due to the 
small energy band gap. 
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Introduction

Crystalline silicon germanium alloys greatly extend the potential of silicon-based 
electronics. Both electron and hole conduction can be enhanced through control of 
strain, Ge content, and band-gap engineering [1, 2]. 

Compressive strain results if Si1-xGex is deposited epitaxially on Si1-yGey when 
x>y, due to the 4.17% mismatch between Ge and Si lattice constants. A compres-
sively strained Si1-xGex layer forms a quantum well for holes, as shown in the left-
hand panel of Figure 1. Si1-xGex layers with x up to about 0.5 can be grown pseu-
domorphically (without relaxing the strain imposed by the substrate) on Si, in 
thicknesses which are useful for electronic applications. However, pure Ge (x=1)
cannot generally be deposited directly on a Si substrate (y=0) without a 
strain-induced transition to a three-dimensional growth (Stranski–Krastanow) 
mode after a few monolayers [3]. Furthermore, even in the case of 
two-dimensional (Frank-van der Merwe) growth there is a limit to how much strain 
can build up before the strained layer relaxes [4]. 

Therefore, the epitaxial two-dimensional growth of a strained Ge-rich layer 
(x~1) of useful thickness directly on a Si substrate is not possible. However, such a 
layer can be grown on a relaxed Si1-yGey buffer layer, with 0.5 y<1.0. The band 
profile in this case is shown in the right-hand panel of Figure 1. The Si substrate 
plus a relaxed buffer forms a virtual substrate (VS). A VS also allows the growth 
of a layer under tensile strain (x<y) which creates a quantum well for electrons, as 
shown in the left-hand panel of Figure 2 [2, 5]. Furthermore, tensile-strained Si 
surfaces are smoother than unstrained Si surfaces because tension increases the 
surface step energy [6]. 

Silicon germanium has become a commercially successful technology. Its most 
mature manifestation is the heterojunction bipolar transistor (HBT), which has the 
advantages that it is only a minor modification of the Si bipolar transistor and is 
easily integrated into standard complementary metal-oxide-semiconductor 
(CMOS) processes. This is known as BiCMOS. A thin layer of SiGe is deposited 
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pseudomorphically to act as the base of the transistor, and as such this technology 
is easy to implement. Modern SiGe HBTs can now operate at frequencies above 
300 GHz and are used in both radio frequency wireless and cable communica-
tions [2]. 

Figure 1. Band profiles of two compressively-strained systems. Left panel: a strained SiGe 
channel grown pseudomorphically on Si. Right panel: a strained Ge channel grown on a 
SiGe VS. The growth direction is from left to right, so in both cases, boron doping (B) is 
above the channel. Holes diffuse into the channel and an electric field is set up between the 
two-dimensional hole gas (2DHG) and ionized dopant atoms. The dashed line is the Fermi 
level EF, and EC and EV are the conduction and valence bands, respectively. Band offsets 
and other parameters can be found in Ref. [5]. 

Figure 2. Band profiles of Si under tensile strain on a relaxed SiGe VS. Left panel: Si under 
tensile strain forms a quantum well for electrons, so electrons from a phosphorus-doped re-
gion (P) diffuse into the Si and a two-dimensional electron gas (2DEG) forms. Right panel: 
a strained Si surface channel can be biased with a gate, to induce a 2DHG [2, 5]. 

Strained Si on a VS on the other hand requires the VS to have low surface 
roughness, a high degree of relaxation, and low defect densities [1]. There exist 
two fundamentally different approaches for realizing VSs with acceptable proper-
ties. A well-established solution to this problem is the graded buffer. The basic 
concept of grading Si1-xGex alloy layers to some final composition x, either linearly 
or step-wise, has proven to be highly successful [7]. 

Si or Ge quantum wells grown on VSs with thick graded buffers have been 
demonstrated to have excellent electrical properties [8–10], but there are disadvan-
tages of thick buffers. Firstly, SiGe alloys are poor thermal conductors, leading to 
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problems of heat dissipation for highly integrated circuits. Secondly, long range 
surface roughness (with ~1 µm correlation length) due to the so-called “cross-
hatch” [11] may cause problems during device processing, and the large step 
height between regions covered by virtual substrates and bare Si regions hampers 
integration. Also, a large amount of precursor material is consumed, and in most 
MBE or CVD systems the growth time is at least a few hours. 

For these reasons a second solution is being pursued, which involves thin con-
stant-composition layers. Several concepts have been tried over the past few years 
to achieve highly relaxed SiGe layers as thin as a hundred nanometers [12, 13]. 
These methods fall into two categories. 

The first involves growth of a Si buffer layer at unusually low substrate tem-
peratures Ts (around 400°C) before the actual SiGe buffer is deposited at higher 
Ts [14-16]. This so-called low-temperature Si (LT-Si) layer contains a large num-
ber of point defects, the accumulation of which is believed to promote relaxa-
tion [17]. Alternatively, the SiGe buffer layer itself may be grown at very low Ts
(below 200°C) with essentially a similar effect [18]. The disadvantage here is that 
long periods of thermal cycling may be needed to achieve a stable state of relaxa-
tion. Also, such low-temperature growth cannot be realized by chemical vapor 
deposition (CVD) since growth rates decrease exponentially as Ts is reduced. Most 
work in this field has therefore been carried out with molecular-beam epitaxy 
(MBE) which is not suitable for high volume Si or SiGe production. 

The second approach is based on ion implantation of H or He into a strained 
SiGe layer, and subsequent thermal treatment [19, 20]. This leads to bubble forma-
tion, facilitating dislocation loop nucleation close to the Si/SiGe interface. Except 
for the extra processing steps, this method appears very attractive, but seems to be 
limited to buffers with Ge content below 30% [20-22]. In a variation of this, Ar 
ions can be implanted into the Si substrate before SiGe growth [23]. 

In this chapter we shall discuss an alternative method suitable for high-volume 
production of both thick graded buffers and thin buffers. This method is called 
low-energy plasma-enhanced chemical vapor deposition (LEPECVD) [24]. 

LEPECVD

The basic LEPECVD system is shown schematically in Figure 3. A Ta filament in 
a plasma source attached to the deposition chamber is current-heated to the point of 
thermionic emission. Ar gas is passed through the source into the chamber, and a 
high-intensity direct current arc is struck between the source and the chamber. The 
arc current is of the order of 20-80A but the arc voltage is less than 30 V due to the 
electron-rich conditions. The plasma is focused onto the substrate with magnetic 
fields, while the substrate is heated from behind with a graphite heater. Precursor 
gases are introduced through a ring just below the substrate: SiH4 and GeH4 are 
used for SiGe growth, and PH3 and B2H6 (both diluted in Ar) are used for doping; 
H2 can also be used to fine-tune the surface mobility of adatoms. 
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Figure 3. The low-energy plasma-enhanced chemical vapor deposition (LEPECVD) system. 
A low-voltage high-current dc discharge is sustained between the source and the anode 
plate. The substrate is exposed to the plasma, but the ion energies are too low to cause any 
damage.

Epitaxial growth rates for Si1-xGex of any composition can be varied arbitrarily 
from 1 Ås-1 to almost 10 nms-1, at substrate temperatures of 450-750°C. The 
growth rate is controlled both by varying the precursor gas flows and by changing 
the plasma arc current and the strength of the magnetic confinement field. The 
growth rate and film composition are effectively independent of substrate tempera-
ture. Around 20% of the precursor material is incorporated into the sample under 
plasma conditions optimized for high growth rates. 

The development of LEPECVD was motivated by the need for relaxed SiGe al-
loy buffer layers epitaxially grown on Si wafers. In the case of chemical vapor 
deposition (CVD) without plasma, the gaseous precursors decompose on the grow-
ing surface. For Si growth at substrate temperatures below ~800°C, the growth rate 
is limited by H desorption from the growing surface [25]. In fact, there is an expo-
nential dependence of growth rate on substrate temperature with an activation en-
ergy of around 200 kJmol-1. The activation energy for desorption of H from a Ge 
surface is significantly lower, and this leads to a Si1-xGex growth rate that is 
strongly dependent on x as well as temperature, in a non-trivial way. Typical 
growth rates are 10-100 nmmin-1 and less than 1% of the silicon and germanium 
precursor gases is deposited. 

The low energy plasma improves matters in two ways. Firstly, the precursor 
gases are efficiently decomposed in the plasma column. Secondly, H is desorbed 
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from the growing surface by ion bombardment. The energy of the ions is however 
too low (~10 eV) to cause any damage to the crystalline structure of the substrate. 

MBE does not suffer from the problem of growth rate dependence on substrate 
temperature, but since it is a solid-source process it is unsuitable for the industrial 
growth of thick layers. Typically, the growth chamber vacuum needs to be broken 
to replenish the sources after ~5-10 VSs have been grown. SiGe MBE growth rates 
are also usually of the order of 10-20 nmmin-1 unless special techniques are 
used [26]. 

Applications

Virtual Substrates 

Figure 4. Left panel: Threading dislocation density on thick graded (x=0.4) VSs grown by 
LEPECVD as a function of final growth temperature. The grading rate was 7% per micron 
and the constant composition cap is 1 µm thick. Etch pits were counted either with an opti-
cal microscope or an AFM. Right panel: Surface roughness and threading dislocation den-
sity on thick graded VSs grown by LEPECVD, with optimized temperature profiles. 

Growth rates in LEPECVD are not strongly dependent on substrate temperature, so 
the temperature profile during the growth of a thick VS can be varied to optimize 
the defect density, as shown in the left-hand panel of Figure 4 for thick VSs graded 
at 7% per micron to a final Ge content of 40%. Generally, the growth temperature 
should be reduced as the Ge content increases; it can be seen that with a suitably 
low final temperature, the threading dislocation density can be reduced to less than 
105cm-2. The right-hand panel of Figure 4 shows how the roughness and disloca-
tion density of a VS tend to increase as a function of Ge content, up to 3×106 cm-2

for pure Ge. An atomic force microscopy (AFM) image of a thick graded VS (with 
a final Ge content of 30%) is shown in Figure 5. The rms roughness is 2.6 nm. For 
comparison, a 50% graded VS grown by UHVCVD has an rms roughness of        
37 nm [29]. 
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Figure 5. Atomic force microscopy (AFM) image of a 6 µm thick VS graded from 0 to 30% 
(sample 7208). The image size is 25×25 µm. Root mean square (rms) roughness is 2.6 nm 
and the total height range is 15.6 nm. 

LEPECVD has also been used to grow thin buffers which are suitable for 
n-MODFETs [13, 30, 31]. At 500nm, the buffers are 5-10 times thinner than stan-
dard graded buffers. The buffers are grown in one step, at a high growth rate and a 
low substrate temperature. Neither complicated thermal cycling nor ion implanta-
tion is required. Chemical–mechanical polishing is also unnecessary.  

Figure 6. Hall mobility (filled symbols) and hole sheet density (open symbols) of a strained 
Ge p-MODQW structure on a relaxed linearly-graded SiGe buffer (sample 6745). 

The combination of high growth rate and low substrate temperature allows a 
high degree of strain to accumulate in the Si1-xGex layer during growth, and this 
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may lead to a higher dislocation glide velocity which facilitates a high degree of re-
laxation. Molecular dynamics simulations suggest that the nature of the dislocation 
core is strain dependent [32], with more mobile cores forming under high strain. 

Figure 7. Left panel: Longitudinal and transverse magnetoresistance measured at 300K on a 
strained Ge p-MODQW structure, together with fit from a calculated mobility spec-
trum [27, 28] shown on the right. Right panel: Mobility spectrum obtained for sample 6016 
at 300 K from the magnetoresistance shown on the left. Channel mobility is 2940 cm2V-1s-1

at a hole density of 5.7×1011 cm-2.

Hole Mobility Enhancement 
Traditionally, the speed of CMOS has been limited by the poor hole mobility of Si, 
relative to the electron mobility. Since Ge has one of the highest hole mobilities of 
any semiconductor, SiGe is an obvious choice for p-channel devices. A complete 
p-HMOSFET (heterostructure-MOSFET) layer structure with a Ge-rich channel 
has been grown by LEPECVD [33]. Transistors fabricated on this material demon-
strate effective hole mobilities at room temperature which approach the Si electron 
mobility. 

Alloy scattering means that the best hole mobilities should be seen in pure Ge 
channels [34, 35]. Modulation-doped p-channel quantum wells (p-MODQWs) 
grown by LEPECVD, with strained Ge channels on Si0.3Ge0.7 VSs, have a maxi-
mum low-temperature (2 K) mobility (Figure 6) of 120,000 cm2V-1s-1 at a sheet 
density of 8.5×1011 cm-2 . These structures were front-side doped (with the dopant 
above the channel). Optimization of the growth temperature and use of hydrogen 
means that the upper heterointerface was very smooth. The mobility is a factor of 
two greater than the best p-type Ge channel mobility result demonstrated on mate-
rial grown by MBE [10]. There, the doping had to be introduced underneath the 
channel (probably leading to dopant segregation into the channel) since the upper 
interface was of lower quality due to strain-induced roughening. Our results also 
evince the quality of the VS, in terms of threading dislocation density and surface 
roughness. 
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Figure 8. Schematic of the MODFET structures grown on a conventional thick graded VS 
(left) and on the novel thin VS (right), drawn to scale. The inset shows the stack of the ac-
tive layers. A buffer extension of 150 nm was grown by MBE before the active layers. 

Room temperature channel mobilities have been extracted from the magnetic 
field dependence of the conductivity and Hall coefficient (Figure 7). The 
right-hand panel of Figure 7 shows a mobility spectrum of a strained Ge 
p-MODQW structure on a relaxed linearly-graded SiGe buffer (sample 6016) at 
300 K, found from the data in the left-hand panel. Two peaks are evident, corre-
sponding to conduction in the strained Ge channel (2940 cm2V-1s-1) and the bo-
ron-doped supply layer (180 cm2V-1s-1). By integrating these peaks, the carrier 
sheet densities are found to be 5.7×1011cm-2 in the channel and 1.0×1013 cm-2 in the 
supply layer [27, 28]. Similar values for the channel mobility have been found by 
mobility spectrum analysis in strained Ge structures grown with other tech-
niques [37, 38]. 

In addition, Si under tensile strain should feature enhanced hole mobility over 
unstrained Si due to a reduction of effective mass [34]. However, since ten-
sile-strained Si on SiGe does not form a quantum well for holes then a surface 
channel must be induced using the field effect, as shown in the right-hand panel of 
Figure 2 [2]. 

Electron-channel Devices 
Modulation-doped n-channel FETs (n-MODFETs) and n-MODQWs have been 
fabricated using a combined LEPECVD+MBE process: a buffer is grown by 
LEPECVD and then the electrically active structure is grown by solid-source 
MBE [39-41]. This combines the advantages of LEPECVD (high growth rates for 
high-quality VS production) with the advantages of MBE (good control of n-type 
doping and concentration profiles). 
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The active MODFET layer stack was grown by MBE at a constant temperature of 
540°C and a rate of 0.25 nms-1 for SiGe or 0.15 nms-1 for Si. The double-sided 
modulation-doped structure is formed by a 9 nm strained Si channel, embedded in 
4 nm doping setback SiGe layers and 5 nm Sb doped SiGe supply layers. Doping 
was achieved by secondary implantation (DSI) [42]. Device processing included 
isolation by dry mesa etching, deposition of SiO2 as a field oxide, window opening 
by wet chemical etching, P implantation and thermal activation in the ohmic con-
tact region, deposition and lift-off of the Ti/Pt/Au source and drain contacts and fi-
nally definition of the Pt/Au Schottky gate by means of electron-beam lithography. 
The smallest structures have a gate length lG=70 nm and a source-drain distance 
dSD=1 µm [30]. 

Figure 9. Comparison of the MODFET output characteristics on thin and thick relaxed 
LEPECVD-grown Si0.6Ge0.4 buffers (lower and upper curves, respectively) under static and 
pulsed conditions. The gate voltage VG was varied between -0.6 and +0.6V in steps of 0.4V. 

A comparison of thick and thin VS structures is shown in Figure 8, and device 
characteristics are shown in Figures 9 and 10. The lower and upper set of curves in 
Figure 9 show the I - V characteristics of 100 µm wide devices prepared on the thin 
and the thick LEPECVD-grown buffer, respectively. The measurements were per-
formed both under static and pulsed conditions. The pulse width was 200 ns. Drain 
saturation currents IDSS of more than 300 mA/mm and a maximum transconductance 
of gm=230 mS/mm have been achieved in both cases. The divergence between the 
DC and pulsed currents is much larger for the thick buffer. At full enhancement 
(drain voltage VD=3 V, gate voltage VG=+0.6 V) a current difference of 17% can be 
derived from the uppermost curves, which has to be compared to only 6% in the case 
of the thin buffer. This indicates a significant reduction of self-heating from the ten-
fold decrease of buffer thickness. The difference in the self-heating effect by a factor 
of approximately three is in good agreement with the rough estimation that the ther-
mal resistance of a device on a relaxed SiGe buffer is proportional to the square root 
of the buffer thickness [43]. Taking this into account a device temperature reduction 
of 70 K can be estimated by applying the thin VS. 
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Figure 10. De-embedded current gain |h21| and maximum stable gain MSG spectra of       
100 µm wide devices. Transit frequencies of fT=55 GHz/63 GHz and maximum frequencies 
of oscillation fmax(MSG)=113 GHz/128 GHz can be derived for devices on thin and thick 
VS, respectively. 

The current gain h21 and the maximum stable gain (MSG) of 100 µm wide de-
vices are shown in Figure 10. By extrapolating the current gain, a transit frequency 
fT=55 GHz can be derived for the transistors on the thin VS. The results are compa-
rable to the cut-off frequency of the thick buffer control device having an fT of     
63 GHz. By using the acknowledged procedure of extrapolating MSG with a slope 
of 10dB/decade up to the point where the stability factor k reaches 1 and further 
extrapolation of the maximum available MAG with 20 dB/decade, maximum fre-
quencies of oscillation fmax(MAG)=113 GHz and 128 GHz are achieved for the thin 
and thick buffer device. Assuming reflection-free input and output matching, cutoff 
frequencies of fmax(U)=138 GHz and 144 GHz can be derived from the 10 dB tran-
sits of Masons's gain U (for clarity not shown in Figure 10), respectively. 
High-frequency performance is not degraded significantly by a ten-fold reduction 
in buffer thickness; in fact, LEPECVD-grown thin VSs are competitive with thin 
VSs produced both low-temperature epitaxy and He implantation [13]. 

Conclusions 

LEPECVD is a new process for epitaxy of SiGe at rates of several nanometres per 
second. Growth rates are independent of alloy composition and substrate tempera-
ture, giving the maximum freedom for optimization of growth parameters. Being a 
gas source process, it is suitable for industrial production of electronic device-
grade material. 



  LEPECVD – A Production Technique for SiGe MOSFETs and MODFETS 27 

High quality n-MODFETs have been produced in mixed LEPECVD+MBE 
technology [41], and a novel thin VS design (which is made possible by the high 
growth rates available in LEPECVD even at low substrate temperature) allows ac-
cess to the advantages of strained Si without the disadvantages of thick graded 
SiGe layers [30]. 

High effective mobilities have been demonstrated at room temperature in 
p-HMOSFETs [33], and exceptional mobilities have been demonstrated in 
p-MODQW structures at low temperature [36]. 
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Introduction

High dielectric constant ( ) oxide thin films (e.g. Al2O3, HfO2, ZrO2, TiO2, rare 
earth oxides) as well as ultra-thin SiO2 or GeO2, and low-  dielectrics of very high 
quality are of paramount importance for the development of ultra-scaled 
microelectronic devices based on complementary metal-oxide-semiconductor 
structures (CMOS) [1] and for spintronics [2], molecular electronics [3], and high 
capacitance neuroelectronic [4] devices with thin but optimal interfacial layers in 
contact with the substrate [5]. A successful film deposition method for such 
applications is required to produce thin, smooth, conformal, and pure films with 
good stoichiometry and well-controllable thickness at low growth temperatures 
(100–400 C). Atomic layer deposition (ALD) is acknowledged to have the 
capability of satisfying these requirements [6] and good quality films of a wide 
range of oxides have been produced using this technique [1, 6, 7]. Here we 
illustrate how ALD allows further engineering of film properties (roughness, 
crystallinity, density, impurity content, interfacial layer, electrical properties) and 
structures (films on different substrates, multilayers, and nano-scale defined 
structures). 

Material Properties 

Material selection is needed before ALD growth in order to better engineer film 
properties. Among high-  oxides there is great competition between suitable 
transition metal oxides (mainly HfO2 and ZrO2) and the whole series of rare earth 
oxides (from La to Lu). The latter exhibit the potential of fine tuning some 
structural, thermal, mechanical, vibrational, electric, and electronic properties due 
to the progressive filling of the f shell [8], and the variation of ionic radius and 
electronegativity [9] as the atomic number of the rare earth element increases (see 
Table 1). Among the research groups involved in the growth by ALD of oxides,
many are investigating high-  transition metal oxide films, but only a few are 
exploring the potentials of rare earth oxide films [7, 10]. The main difficulty in the 
ALD of rare earth oxides is the identification of suitable precursors. 
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Atomic Layer Deposition 

ALD is viewed as a deposition method in which successive “showers” [13] of 
separated random fluxes of the anion and the cation precursors react with the 
surface. Usually a purging N2 flux follows each “shower” to effectively remove the 
reaction by-products [14]. Many variables and both chemical and physical 
parameters play a significant role in the ALD process, therefore a simple and 
exhaustive model is hard to find.  Among the proposed ones [15, 16], only few turn 
out to correctly describe some of the macroscopic parameters (e.g. growth per 
cycle versus growth temperature) for certain precursor combinations [16]. Selected 
ALD parameters and their exploitation to engineer film properties are briefly 
discussed below. 

Table 1. Electronic properties of selected rare earth oxides. The band-gap (Eg) values are 
taken from Ref. [11]. The  values are measured for ALD films [7]. The conduction band 
offset (CBO) values on silicon are from Ref. [12].  All the data for Lu2O3 were measured on 
ALD grown films [10] 

5.84.85.34.83.75.54.34.94.63.82.45.7Eg (eV)

Lu2O3Yb2O3Er2O3Dy2O3Tb2O3Gd2O3Eu2O3Sm2O3Nd2O3Pr2O3Ce2O3La2O3oxide

5.84.85.34.83.75.54.34.94.63.82.45.7Eg (eV)

Lu2O3Yb2O3Er2O3Dy2O3Tb2O3Gd2O3Eu2O3Sm2O3Nd2O3Pr2O3Ce2O3La2O3oxide

2.1----3.1-----2.3CBO 
(eV)

12-10.08.4-8.911.110.010.4---

2.1----3.1-----2.3CBO 
(eV)

12-10.08.4-8.911.110.010.4---

Surface Functional Groups and Growth Temperature 

In ALD the functional groups on the surface play a major role in determining the 
growth mechanisms and the film properties. Hydroxyl groups on silicon [17] and 
silica [18] are a good and well-known example. Their number evolves with 
temperature (T): single, geminal or H-bonded silanol (Si–OH) groups transform 
into siloxane (Si–O–Si) bridges with increasing T [17, 18], especially at and above 
300  C. For the metal-chloride or metal-alkyl and water precursor combinations, 
silanol groups at T < 300  C are acknowledged to promote ligand exchange 
reactions [14, 16, 19, 20, 21], in which each silanol group is exchanged with the 
ligand of the incoming precursor.  A large initial number of silanol groups favours 
a linear growth behaviour of thickness versus number of cycles and a Frank-van 
der Merwe layer-by-layer growth mechanism, whereas a small initial number of 
silanol groups favours a parabolic growth behaviour, correlated with a Volmer–
Weber islands growth mechanism [22]. Siloxane bridges on the other hand, 
promote agglomeration reactions at T > 300  C [20], in which the oxide formation 
occurs through direct chlorination of the surface functional groups without need of 
the oxygen precursor. For the HfCl4 or ZrCl4 and H2O precursor combinations, the 
as grown HfO2 and ZrO2 films have a larger crystallized fraction, are denser, 
rougher (see Figure 1), purer, and with better electrical properties [23, 24, 25] 
when the agglomeration reaction rather than the ligand exchange reaction occurs.
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The density functional theory (DFT) investigation of the elementary reactions in 
ALD explains the improved properties in films deposited at high T with the shift of 
the overall equilibrium from the stable absorbed precursor state to the final state 
[19]. More in general, ALD is powerful because it proceeds on a large variety of 
surface functional groups, and not just on silanol groups or siloxane bridges. 
Indeed, successful studies were accomplished on Al2O3 films deposited by ALD in 
a temperature range between 80–180  C on polyethylene particles, and on various 
polymer films [26]. Successful growth of ZrO2 at 300  C on carbon nanotubes was 
also reported [27]. These results are relevant for the fabrication of novel nano-scale 
defined structures, and support the concept of “area-selective” growth of high-
dielectrics using organic monolayers that can either block or promote precursor 
reactions [28, 29]. 
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Figure 1. AFM images and corresponding XRD spectra (open circles) and fittings 
(continuous lines) of HfO2 films, about 10 nm thick, deposited from HfCl4 and H2O at     
150  C and at 350  C [24] 

Precursor Combinations 

The precursor combination in ALD significantly affect the film properties. Two 
examples are illustrated to support this statement:  

1. The understanding of the surface morphology of films grown by ALD is still 
not totally clear. According to the random deposition (RD) model [13] the 
growth per cycle (GPC) — related to precursor ligand packing and coverage, 
and to available and consumed reactive sites — seems to have a significant 
influence. In the RD model, constant and high GPC values usually correlate 
with smooth films [13], whereas non-constant GPC values correlate with 
smooth films only when the GPC on the substrate is high. To validate this 
model, we examined HfO2 films deposited at 375  C from (a) HfCl4 and 
Hf(OtBu)2(mmp)2, (b) HfCl4 and O3, (c) HfCl4 and H2O, and (d) Hf(mmp)4
and Hf(OtBu)2(mmp)2. For cases (a), (b), and (c), where the GPC is constant 
and measured to be respectively 0.17 nm/cycle, 0.10 nm/cycle, and          
0.07 nm/cycle, the surface roughness, at a given thickness, is indeed lower 
for the film with higher GPC. For case (d), the GPC is not constant as a 
function of number of cycles. In this case, the GPC is rather low at the 
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beginning of the growth (0.07 nm/cycle was measured for a 3-nm thin film) 
and the corresponding films are rougher than those with the same thickness 
generated for cases (a) and (b). For a thick film (  10 nm), the large GPC 
(0.14 nm/cycle), correlates with a high roughness (rms = 1.4 nm), as 
expected from the RD model. In case (a), the GPC is high because both 
precursors supply Hf atoms. In case (b), O3 molecules dissociate very 
efficiently and produce effectively many suitable reactive sites leading also 
to a high GPC [30, 31]. In case (c), the GPC is low probably because of 
increased precursor desorption and sub-monolayer growth occurring at high 
temperature [19]. Finally, for case (d), the mechanisms leading to the film 
formation and to the described GPC and roughness behaviour, are not yet 
understood. 

2. The interfacial layer (IL) thicknesses of HfO2 films deposited using the 
combinations (a) through (d) mentioned above were measured using 
transmission electron microscopy (TEM) and X-ray reflectivity (XRR). The 
results show that each precursor combination modifies differently the 
chemical oxide prepared on the Si(100) substrate prior to deposition leading, 
for combinations (c) and (d), to thinner interfacial layers than for 
combination (b) (Figure 2) [30]. 

5 nm 5 nm
Figure 2. Comparison of TEM micrographs of thin HfO2 films deposited from Hf(mmp)4
and Hf(OtBu)2(mmp)2 (left) and from HfCl4 and O3 (right) 

Microelectronics

ALD is considered a mature technique for microelectronic device manufacture. 
Although high-  dielectrics can find different applications in microelectronics, 
most of the effort is today concentrated in lowering the equivalent oxide thickness 
(EOT) below 1 nm without degrading the channel mobility as required for ultra-
scaled CMOS devices [1]. Substrate preparation and ALD precursor combinations 
must be properly engineered to achieve these objectives. The growth temperature, 
for instance, might influence the  value and thus the EOT (Figure 3). Despite the 
intrinsic problem related to the small band-gap, Ge has been also proposed instead 
of Si due its higher mobility. Moreover, the IL between the ALD deposited oxides 
and Ge is often thinner than on Si [32]. 



  Thin-film Engineering by Atomic-layer Deposition  35

150 200 250 300 350

12

14

16

18

20

22
 HfO2
 ZrO2

di
el

ec
tri

c 
co

ns
ta

nt

Growth temperature (°C)

Al/HfO2 (ZrO2)/Si 
MIS capacitors

Figure 3. Dielectric constant as function of the growth temperature for HfO2 and ZrO2 films 
deposited from HfCl4 and ZrCl4, respectively, and H2O [33] 

Spintronics and Neuroelectronics 

The promising properties of ALD grown layers suggest that this technique might 
be employed to fabricate devices for spintronics, such as ferromagnetic tunnel 
junctions (FTJ). A FTJ consists of two ferromagnetic contacts with the exchange 
coupling strength tuned by an insulating layer embedded between them. ALD 
offers the possibility to grow not only an efficient insulating tunnel oxide, but also 
the full FTJ structure. In this case, the ferromagnetic metal [34] or ferromagnetic 
metal-oxide, and the insulating oxide [35] layers could be deposited in sequence 
without breaking the vacuum, thus reducing or eliminating any detrimental 
interfacial layer (Figure 4) [36]. Very high-  oxides deposited by ALD are 
promising also for neuroelectronic interfacing devices [4], in which silicon-based 
structures are used for the capacitive stimulation of neurons. TiO2 layers, deposited 
by ALD, exhibit capacitances much larger than SiO2 and low leakage currents. 
These properties must be optimized in electrolyte-insulator-semiconductor (EIS) 
devices.  Since an interface layer cannot be avoided, at least a controlled one 
(Al2O3 deposited in situ or Si3N4 deposited ex situ) is required to maximize the 
overall capacitance of the structure [37]. 

Conclusion

ALD is shown to be a suitable technique for fabricating most advanced devices in 
microelectronics, spintronics, molecular electronics, and neuroelectronics. Growth 
temperature, surface preparation and functionalization, and precursor 
combinations, when properly selected, allow achieving the desired film properties. 
Improvements in ALD film quality require a deeper knowledge of the growth 
mechanisms involved, while substrates, precursors, and deposition parameters 
change.
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Figure 4. Electronic density profile versus thickness of a HfO2/Co/SiO2 stack. The dip 
between the Co and the HfO2 layers corresponds to a Co oxide layer. This layer degrades the 
device performances and might be significantly reduced upon sequential deposition of both 
oxide and ferromagnetic layers [36] 
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Introduction

Barrier and Seed Layers in Interconnects 
In current semiconductor technologies, interconnects are fabricated according to a 
damascene metallization process flow. Intra metal dielectric (IMD) material is de-
posited. Photolithography and dry-etch processing of IMD material provides sub-
strate structures with contact holes (to the underlying metal level) and trenches, to 
be filled with copper. In between the IMD and copper, a barrier layer is required to 
prevent copper from penetrating into the IMD in which it is highly mobile. A cop-
per seed layer is deposited on top of the barrier layer to facilitate the electro-
chemical deposition (ECD) of copper. The barrier/seed layer also guarantees adhe-
sion of the copper to the IMD. Barrier layers are less conductive than copper and 
should be thin and conformal to ensure a large cross section of the copper wire and 
a low via resistance at the via bottom. The typical situation is illustrated in Figure 1 
by a transmission electron microscope image. 

Copper wire II
Barrier

IMD
Copper via

Copper wire I

Copper wire II
Barrier

IMD
Copper via

Copper wire I

Figure 1. Cross section of a metallized damascene structure with metal levels I and II with a 
conformal atomic layer deposited barrier separating the copper wires and vias from the inter 
metal dielectric. 

Physical vapour deposition (PVD) is currently used to deposit the barrier and seed 
layers. As it is an inherently directional deposition process, PVD layers are ex-
pected to be incompatible with very narrow features. For future technology nodes, 
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scaling to smaller dimensions with atomic layer deposited barriers in the range of  
5 nm and below are foreseen [1].  

Characteristics of Atomic Layer Deposition (ALD) 
The main advantage of ALD is its perfect step coverage, which is inherent to the 
technique and achieved by controlling a chemical reaction of the starting materials 
(precursors) at the substrate surface. An almost perfect step coverage of ALD TiN 
in a damascene trench is shown in Figure 2. 
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Figure 2. Left: definition of step coverage as the ratio of (a) maximum to (b) minimum 
thickness in a trench or hole feature with aspect ratio L/d; right: ALD TiN film with a step 
coverage close to 100% in damascene-type trenches with an aspect ratio of 2.5. 

Atomic layer deposition is a surface-controlled technique to deposit material by 
a repetitive sequence of irreversible, self-terminating surface reactions. Each reac-
tion results in a new surface condition for the following surface reaction. Practi-
cally, ALD is realized from the gas phase by reacting the precursors (such as metal 
compound- and non-metal compound vapours) with the surface one at a time. The 
chemical vapours are introduced into the reactor alternately and separated by an 
evacuation or purge period. The repetitive sequence of reactions is called an ALD 
cycle. During the ALD process, the reaction of the metal compound precursor with 
the surface results in an immobile surface complex consisting of the metal and the 
ligands left intact which serve as reactive sites for the subsequent source vapour. 

ALD material is grown onto a substrate surface. During a transient growth pe-
riod, this starting surface is transformed into a continually renewed, but constant 
ALD material surface. Frequently, the substrate surface is less reactive than the 
ALD film surface and the growth per cycle is reduced. In this case, the ALD mate-
rial forms “islands” initiated at reactive groups or defects on the starting surface. If 
the entire substrate surface is non-reactive in the ALD environment, no deposition 
will occur. A heterogeneous substrate with reactive and non-reactive areas can be 
utilized to achieve area-selective depositions. 
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In this paper, ALD copper diffusion barrier layers will be addressed with respect to 
requirements set by the barrier application, the ALD processing and the substrate 
sensitivity of the technique. Specific illustrative examples are given with TiN- and 
WNxCy ALD. 

Recent developments concerning ALD metal glue or seed layers are also briefly 
reported. 

Requirements for ALD Copper Diffusion Barriers 

The application of the ALD technique for interconnects requires a deposition proc-
ess temperature of 400º C or below, sufficient adhesion of the barrier layer to the 
dielectric and copper, low solubility in copper and good electromigration resis-
tance.

When depositing ALD barrier films for interconnects, the ALD process inter-
acts with the surfaces of IMD, copper, and those of etch stop or hard mask layers. 
The ideal ALD process for a given damascene-type copper interconnect would 
have zero growth on copper, thus minimizing via resistance, but would grow with-
out inhibition on the IMD-, etch stop- and hard mask-surfaces to allow for a homo-
geneous, continuous, thin film on the via and trench sidewall. 

In practice, however, ALD selectivity towards the various substrates is far from 
ideal. The condition of the initial substrate surface controls the evolution of film 
growth for a given ALD processing condition. That is, the interrelation of substrate 
surface condition and ALD process chemistry determines the transient growth pe-
riod. From the point of view of damascene metallization process flows, the 
IMD/ALD barrier choice has to be considered as a whole because the barrier prop-
erty of a thin film of a given ALD process will depend on the surface condition of 
the dielectric concerned. Therefore, any surface modification introduced to the 
IMD during etching and resist removal can be predicted to have a significant im-
pact on a subsequent ALD process. 

To guarantee a low dielectric permittivity, IMD materials have, in general, a 
porous structure with pore sizes larger than ALD precursors. To avoid penetration 
of precursors inside the IMD, sealing of the IMD surface before ALD is a prereq-
uisite. For many IMD materials, standard etching and resist removal processes 
modify the IMD sidewall and result in a sealed, ALD compatible surface.  

ALD Processing of Copper Diffusion Barriers 

ALD of “metal and nitride thin films” has been reviewed recently [2]. ALD barri-
ers are classified according to barrier material and processing technique (Table 1). 
Among these materials, the focus resides on binary or ternary transition metal ni-
trides. From a processing perspective, thermal or plasma-enhanced (PE) processing 
are distinguished. Thermal processing allows for a simple reactor design and only 
simple reaction chemistry affects the substrate, while plasma-enhanced processing 
allows for lower growth temperatures as compared to thermal processes. The plas-
mas also have a densifying and purifying effect.  
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The materials considered for barriers are mainly nitrides of titanium, tantalum and 
tungsten. For binary systems processing is generally less complex than for the ter-
nary systems. On the other hand, the composition in ternary systems may be corre-
lated with the ratio of precursor exposures due to competitive surface reactions. 
This gives ternary ALD systems more processing flexibility. The binary com-
pounds tend to form thin films with columnar grain structures. Since grain bounda-
ries play an important role as diffusion pathways for copper, the more amorphous, 
ternary films are expected to behave as good diffusion barriers [2].  

Table 1. Transition metal nitride ALD materials after [2]; PEALD: plasma-enhanced ALD 

Technique Binary system Ternary system 
PEALD TiN, TaN, W2N TiSixNy, TaSixNy,
Thermal ALD TiN, TaN, Ta3N5, W2N, WN TiSixNy,TiAlxNy, NxCy,

Transition metals and transition metal nitrides are prepared from an inorganic 
or organic metal source and a further reactant. 

Among the inorganic precursors for ALD processes, metal halides are popular 
since they are readily available, reactive and stable against self-decomposition. A 
drawback of metal halide precursors is their potential to corrode the substrate. An 
example of a transition metal nitride process is ALD of TiN prepared by thermal 
processing from titanium(IV) chloride (TiCl4) and ammonia (NH3). This process, 
carried out between 350° C and 400° C, gives a low resistivity film of about 
200 µ ·cm, but it is not useful for copper interconnects due to intolerable pitting of 
the copper substrates [3]. The pitting is driven by the formation of volatile cop-
per(I) chloride. Depositions on exposed copper in damascene structures led to re-
deposition of CuCl onto the reactor walls and inside the deposited TiN film [4].  

Corrosion is not expected for metal organic precursors. However, precursors of 
this type tend to decompose at comparatively low temperature leading to non-
saturative reactions. For example, ALD TiN prepared from 
tetrakis(dimethylamido)titanium [Ti(NMe2)4] and NH3 at 152º C showed non-ideal 
behaviour. For the (Ti(N(CH3)2)4 surface reaction, a continuously increasing 
growth-per-cycle with longer exposures was observed [5]. Tantalum nitride can be 
prepared from pentakis(dimethylamido)tantalum and NH3 in a thermal process [6]. 
For both half-reactions the growth-per-cycle saturates at 0.8 Å and from 200–
300° C the growth-per-cycle and uniformity is only weakly temperature dependent. 
However, this material shows a high resistivity due to the low efficiency of ammo-
nia to reduce Ta(V) to Ta(III).  

The ligand exchanging transaminations yield highly resistive material. The 
formal surface reaction sequence by ligand exchange suggests Ta3N5 correspond-
ing to:  

(i)  x ||-NH   +   Ta(N(CH3)2)5      (||-N)xTa(N(CH3)2)5–x   +   x HN(CH3)2

(ii) (||-N)xTa(N(CH3)2)5–x + (5–x) NH3  (||-N)xTa(NH2)5–x + (5–x) HN(CH3)2

with x = 1,2,or 3; and ||- indicating a bond to the surface. 
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As described for the examples above, NH3 is commonly used to deposit transition 
metal nitrides. In the TiCl4/NH3 TiN process, it functions both as reducing agent and 
as nitrogen source. In a traveling wave-type Pulsar 2000 reactor, the ALD-typical 
feature of an almost perfect linear increase in layer thickness with progressing ALD 
cycle number was observed (Figure 3a). For a given flow of 1200 sccm, the NH3 re-
action requires comparatively long pulse times between 1.5 and 3 s to saturate the 
surface (Figure 3b). Such long times limit the throughput of the process. Therefore, 
replacing NH3 with more reactive reducing agents has been considered. 

Figure 3. ALD TiN growth from NH3 and TiCl4 for different NH3 pulse times with a flow 
of 1200 sccm NH3.

ALD of TiN has been done with 1,1-dimethylhyrazine (DMHy) [7], as well as 
allylamines and tert-butylamine [8]. The use of DMHy or allylamine at 400º C was 
reported to give improved films over NH3. However, at lower temperatures signifi-
cant carbon and hydrogen impurities were detected. With tert-butylamine, low car-
bon content and low resistivity has been achieved, but required the addition of NH3
for sufficient growth-per-cycle at low temperatures.  

The ternary material TiAlxNy was processed from TiCl4, trimethylaluminum 
and NH3. The growth-per-cycle was strongly dependent on temperature and reac-
tion sequence [9]. A decreased resistivity and low chlorine content as compared to 
the binary TiCl4/NH3 system has been found. Another example for ternary barrier 
films is TiSixNy, which consists of titanium silicon nitride material. When silane 
(SiH4) and NH3 were dosed together the growth-per-cycle and composition was 
strongly dependent on the SiH4/NH3 ratio. The growth-per-cycle decreased with 
increasing silicon content. However, if deposited in a sequence of surface reactions 
with first Ti(NMe2)4, second SiH4 and third NH3, a more stable composition of ap-
proximately Ti0.32Si0.18N0.5 with a growth-per-cycle of 2.2 Å was obtained. 

Compared to thermal processing techniques, the activation energy of the 
chemisorption, ligand exchange, and redox reactions are more readily overcome in 
plasma-enhanced ALD (PEALD) in which the non-metal precursor is activated by 
a plasma source. TaN with a resistivity of 400 ·cm can be prepared from tert-
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butylimidotris(dimethylamido)tantalum (NEt2)3Ta=NtBu) and hydrogen atoms 
produced by plasma [3]. A potential problem of PEALD is the impact of ions and 
radicals on the substrate material. In particular, the plasma could damage the IMD. 

Considering the processing and material issues related to nitrides of titanium 
and tantalum, ALD tungsten nitrides (WNx) and ALD tungsten nitride carbide 
(WNxCy) have been the focus of recent research effort. W2N has been prepared 
from tungsten(VI) fluoride (WF6) and NH3 and showed a high resistivity of 
4500 ·cm [11]. ALD WN has been deposited from bis(tert-butylimido)bis-
(dimethylamido)tungsten [(tBuN)2W(NMe2)2] and NH3 [12]. The density was 
12 g·cm–3, but the resistivity was still high (1500–4500 ·cm). During WN 
growth according to this process, the tert-butylimido ligands undergo decomposi-
tion and the ALD growth-per-cycle ranges from 0.2–0.8 Å for temperatures of 
280–330º C, respectively. The (tBuN)2W(NMe2)2 precursor was also used to pre-
pare tungsten carbide films (WCx) in a PEALD process using H2 plasma [13]. De-
pending on the plasma conditions, the composition of the deposited WCx film var-
ied and its resistivity ranged from 295–22000 ·cm . 

For WNxCy, the advantage of the low resistivity of tungsten carbide material 
can be achieved with a thermal ALD process using the precursors WF6, NH3, and 
triethylborane (Et3B) [14]. For this process, compatibility and good adhesion to 
copper was reported [3]. A high density of 15.4 g·cm–3 was found. In barrier tests, 
a performance superior to ALD TiN or sputter-deposited Ta of ALD WNxCy was 
attributed to the formation of a nanocrystalline, equiaxial non-columnar structure 
[15]. The resistivity of 8.5 nm WNxCy on top of copper in the bottom of damascene 
structures was 375 ·cm [16]. 

ALD of Barrier Layers on Intrametal Dielectrics 

During the growth transient, the substrate surface, characterized by specific func-
tional groups, converts to the ALD process specific surface with newly created re-
active species. Most IMD surfaces have a low reactivity (reactive site density) and 
island-type growth is observed. To guarantee the barrier property of the ALD film, 
at least a continuous layer on top of the substrate is required. The amount of ALD 
TiN (TiCl4/NH3) required to cover the starting surface is larger than a monolayer of 
the expected material (Figure 4) as was found in a study using Rutherford back-
scattering spectroscopy (RBS) to determine the amount of deposited layers, and 
time-of-flight secondary ion mass spectrometry (ToF-SIMS) – for which the depth 
information is limited to 1–3 monolayers (<10 Å) – to determine the coverage of 
the substrate [17]. The early stage of film formation is dominated by a Volmer–
Weber-type growth mode. The density of functional groups on the initial surface 
affects the density and the vertical dimension of TiN islands. During the deposi-
tion, the substrate is covered by three-dimensional island growth and coalescence 
of islands occurs. Only after complete coverage of the substrate a two-dimensional 
Frank–van der Merwe (layer by layer) growth may start. The coverage evolution 
corresponds to the reactive site density, which decreases from chemical oxide 
(grown at 20° C), to thermal oxide (grown at 750° C) to silicon carbide (SiC). The 
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dominant reactive sites on these substrates are silanol groups ( Si–OH), which re-
act with TiCl4 in ligand exchange reactions. At 350° C, one, two or three silanol 
groups can undergo ligand exchange with TiCl4 molecules to form a ( Si–O)4–x–
TiClx surface complex (x=1,2,3) and HCl. At temperatures above 300° C, Si–OH 
groups are also chlorinated by TiCl4 to give Si–Cl surface groups, and tita-
nium(IV) hydroxy chlorides (”Ti(OH)xCly”) intermediates, forming TiO2 particles 
in a secondary process [18].  
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Figure 4. Surface coverage of ALD TiN films on different surfaces; closure on chemical ox-
ide (circles), thermally grown oxide (crosses), SiC (squares), according to an ideal Frank–
van der Merwe growth (dashed line) and according to a random deposition of TiN units onto 
the surface with equal probabilities for the substrate and TiN covered surface (solid line); 
TiN islands on SiOC:H-type IMD (inset picture). 

Assuming a constant growth-per-cycle of the islands, the surface area of a 
growing island increases quadratically with the number of deposition cycles, and 
the growth curves are expected to fit to a second-order polynomial. A model for 
this type of substrate inhibited growth has proven useful to fit experimental data 
and allows the prediction of the point of formation of a continuous ALD layer [19].  
An example of the importance of preparing the substrate surface for ALD growth 
is found in the case of WNxCy ALD barrier growth onto an organic, polymeric 
IMD [20]. The polymer surface was modified by exposing it to an inductively cou-
pled plasma (ICP) of oxygen or a reactive ion etch (RIE) plasma of nitrogen. Com-
positional changes in the surfaces after plasma treatment were characterized by X-
ray photoelectron spectroscopy (XPS) (Figure 5). Since all plasma-activated sur-
faces were exposed to air before the ALD was performed, the relatively high oxy-
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gen concentration of 15.7% found for the N2 RIE treatment has been attributed to a 
reaction with air oxygen and moisture. The plasma treatments give rise to surfaces 
with hydrophilic functional groups containing nitrogen and oxygen, such as amino, 
carbonyl, or hydroxyl groups. Comparison of the C1s XPS spectra after treatment 
with the pristine case reveals that the plasma-activation process affects the aro-
maticity of the surface as evidenced by a decrease in the relative intensity of the 
C1s “shake up” feature at 292 eV. A suitable surface preparation requires minimal 
impact on the IMD.  
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Figure 5. XPS composition and C1s spectra of a) pristine organic IMD surface, b) O2 ICP 
exposed, and c) N2 RIE exposed organic IMD surface. 

In order to monitor thin film formation and substrate coverage in a comparative 
manner, a simple contact angle (CA) measurement can be used (Figure 6). Rehy-
drophobation of the surface occurs when the substrates are heated to the ALD tem-
perature of 300–350 ºC. As the substrate is covered with the ALD material, the 
contact angle drops sharply and converges towards a value characteristic of the thin 
film material. W growth on the pristine polymer surface is characterized by an ex-
tended transient period, and the growth curve from ALD cycles 20 to 80 can be ac-
curately fitted with a second-order polynomial (Figure 6), indicating island-type 
growth. Plasma treating the dielectric enhances the ALD growth significantly. For 
the N-rich surface, the observed growth delay is reduced to only a few cycles. It 
can be speculated that N-containing groups in the substrate surface facilitate the 
initial stages of growth. While for the pristine polymer the point of formation of a 
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closed ALD film was about 10 nm, the minimum thickness for closure was only 
1.5 to 2.5 nm in the case of the N2 RIE treatment. In the example given, the surface 
preparation gives considerable growth enhancement and allows for continuous 
ALD films with a thickness of only a few nm. However, the treatment does have 
compositional and structural effects on the IMD. Densification and introduction of 
polarity should be limited to the very top surface. To enable ALD, mild activation 
of the unreactive pristine IMD surface without increasing the permittivity or lower-
ing the mechanical strength of the dielectric or other properties is required.  

Figure 6. ALD WNxCy growth on pristine (diamonds), oxygen plasma treated (filled cir-
cles), and nitrogen plasma treated (open circles) organic IMD surface; W atoms (left) and 
water contact angle (right); The W growth from cycle 20 through 100 follows an island-type 
growth

ALD of Metal Layers 

In damascene metallization, ALD metal layers are discussed as glue layers in their 
function to guarantee good adhesion to copper and as copper seed layers to guaran-
tee sufficient conductance on the wafer for the ECD of copper. ALD copper has 
been prepared along two different routes; firstly, by ALD of copper with copper 
precursor and a reducing agent, and secondly, by ALD of copper oxide and subse-
quent reduction of the copper oxide layer. An example of the first route involves 
copper(I) chloride with hydrogen as reducing agent [21]. A theoretical investiga-
tion of the reaction mechanism confirms the finding that the reduction is rate limit-
ing but it could not be decided, whether the reduction occurs by surface reaction of 
chemisorbed copper(I) chloride with chemisorbed hydrogen or through reduction 
of chemisorbed copper(I) chloride by hydrogen from the gas phase [22]. For the 
deposition of ALD copper oxide, copper(II) -diketonate precursors have been re-
acted with oxygen/ozone at 110–210° C. The copper oxide layer can then be re-
duced to elemental copper in the environment of alcohols, aldehydes or carboxylic 
acids at 250–375° C and give a thin film with a specific resistivity of less than 
10 µ ·cm [23]. A novel class of organometallic compounds is used for deposition 
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of transition metals [24]. Copper, cobalt, and nickel thin films can be deposited by 
ALD from homoleptic N,N’-dialkylacetamidinato metal compounds and hydrogen. 
On the potential ALD WN barrier material [12], copper grows only if the WN is 
precoated with cobalt demonstrating ALD cobalt as a useful glue layer in damas-
cene metallization. 

Ruthenium has been recently suggested as an alternative substrate for ECD of 
copper and attributed potential barrier properties [25]. This would allow the re-
placement or elimination of the Cu seed deposition in current damascene metalliza-
tion schemes.  

ALD of ruthenium films has been recently achieved from ruthenocene-type 
starting materials and oxygen. bis(cyclopentadienyl)ruthenium (RuCp2) as well as 
the derivative Bis(ethylcyclopentadienyl)ruthenium [Ru(EtCp2)] were used as ru-
thenium precursors. The films deposited with RuCp2 in a temperature range of 
275–400° C showed a growth-per-cycle of 0.1–0.5 Å and a decrease in specific re-
sistivities from 18–10 µ ·cm, respectively [26]. Ru(EtCp2) instead of (RuCp2)
gave a growth-per-cycle of 1.5 Å for films deposited at 270° C and a specific resis-
tivity of 15 µ ·cm [27]. The oxygen partial pressure during oxygen exposure de-
termined whether ruthenium or ruthenium(iv) oxide film was obtained [27]. The 
ruthenium films could be used as an adhesion promoting glue layer between tita-
nium nitride and copper deposited by metalorganic chemical vapour deposition 
(MOCVD) [27]. It is a concern that the oxygen originating from the ruthenium 
deposition may cause the formation of an insulating metal oxide interfacial layer 
with the underlying barrier metal. This can be avoided in a PEALD process using 
NH3 plasma and Ru(EtCp2) [28]. In a film deposited at 270 ºC, no carbon or nitro-
gen impurities could be detected and the resistivity was 12 µ ·cm. However, the 
saturated growth-per-cycle was only 0.38 Å and required Ru(EtCp2) pulse times of 
at least 5 s, which limits the throughput of such a process. 

Summary 

A thin film with barrier property contained in damascene process flows prevents 
the conducting copper from mixing with the dielectric. Due to control of chemical 
reactions at the surface and its excellent step coverage, ALD has drawn consider-
able attention for this application. A significant amount of processes for transition 
metal nitrides and metal films have been developed, which are mostly based on 
thermal or plasma-enhanced ALD. Both of these techniques have benefits and 
drawbacks to guarantee a substrate compatible process, as well as a dense and suf-
ficiently conductive material. The substrate sensitivity is inherent to the ALD proc-
essing technique. Preparing a substrate surface that shows high reactivity towards a 
given ALD process is crucial to guaranteeing an intact film with a low thickness of 
5 nm or less. Transition metal nitrides are mainly considered as ALD layers with 
barrier property. ALD metal layers of cobalt and ruthenium are useful as barrier 
adhesion promoters. Ruthenium films are also potential Cu seed and direct plating 
materials. 
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Introduction

Since the beginning of the 1990s, copper replaced aluminum as interconnects metal 
because of its lower resistivity, higher thermal conductivity and higher resistance 
to electromigration [1, 2]. 

The electrochemical deposition (ECD) is the best deposition technique to met-
allize interconnects with pure copper at a low temperature and high deposition rate 
with low-cost equipment. However, the barrier deposited prior to copper in order to 
avoid copper diffusion in the dielectric is too resistive (R = 250 µ .cm) to allow a 
copper ECD. Thus, a thin conductive film of copper (R = 2 to 2.5 µ .cm) called 
seed layer is deposited on the diffusion barrier in order to allow the copper ECD. 
The scheme of the different layers composing a copper interconnect is represented 
in Figure 1. 

Cu ECD

Cu CVD

TiN CVD

Dielectric

Figure 1. Stack of a line in damascene technology 

The seed layer has to be conformal and thin in order to leave enough free space 
to allow a defect-free copper filling of interconnects. Seed layers are commonly 
deposited by ionized PVD. This deposition technique already used for aluminum 
technology allows a pure copper deposit with a relatively high deposition rate. 
However, this deposition technique is not a conformal one because of the direc-
tional aspect of the deposition. It is expected that this lack of uniformity of the de-
posit will be critical for a defect-free filling by ECD of high aspect ratio and nar-
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row features  (Figure 2). Copper CVD appears as a good alternative to the ionized 
PVD techniques since the deposition mechanisms are based on gaseous chemical 
reaction of precursors and by the way Brownian motion of the precursor molecules 
at the substrate surface. Thus, copper CVD films are conformal whatever the ge-
ometry of the substrate is. 

Before ECD

After ECD

CVD PVD

Figure 2. Influence of the seed layer quality on the filling efficiency of the ECD

Among all precursors synthesized for copper CVD, (hfac)CuL compounds 
(hfac = hexafluoroacetylacetonate) are the best candidates to deposit high-purity 
copper films at low temperature [3, 4]. We will focus more precisely on one of the 
most promising ones: (hfac)Cu(MHY), (MHY = 2-methyl-1-hexen-3-yne, trade 
name Gigacopper) [5-9]. The deposition reaction is a disproportionation [10, 11]. It 
allows the deposition of a pure copper atom without decomposition of the precur-
sor organic parts and with no contamination of the film due to the by-products 
since they are volatile.  

As said before, it is important to minimize as much as possible the thickness of 
the deposit to keep a free space big enough to allow a conformal filling of the fea-
tures by ECD. The deposition reaction is driven by the nucleation/growth mecha-
nism as for all chemical deposit. Thus, it is necessary to enhance the nucleation 
density and the lateral growth of the grains in order to get the coalescence of the 
film (complete film) at a minimum thickness as illustrated on Figure 3. 

Nucleation step After coalescence of grains

Lateral 
growth

Isotropic 
growth

High nuclei 
density

Low nuclei 
density

Figure 3. Influence of nuclei density and growth regime on the minimum film thickness 
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To improve the nucleation and the lateral growth means to enhance the chemi-
cal interaction between the substrate and the precursor. It can be done by using a 
specific ligand which is supposed to interact with the substrate as it is the case for 
(hfac)Cu(MHY). MHY ligand has a free double bond which may enhance precur-
sor adsorption onto the substrate surface [6] (Figure 4). 

O

O
Cu

CF3

CF3

O
OCu

CF3

CF3

Figure 4. Adsorption scheme of (hfac)Cu(MHY)

Another way to improve substrate surface/precursor interaction is to make a 
chemical or physical treatment of the surface [12–14]. It was determined that the 
injection of water during the deposition increases the deposition rate, reduce the in-
cubation time and the roughness of the deposit. 

In the following, we focus on water and H2 plasma treatment influences on nu-
cleation and lateral grain growth of copper CVD deposited with (hfac)Cu(MHY). 
An understanding of the role of water is then presented. Finally, a specific recipe 
developed using the best settings for water addition is presented and compared to a 
“standard” deposition process. 

Experimental Methods  

Gigacopper, (hfac)Cu(MHY), is commercially available from Merck KgaA. Cop-
per films were deposited on 200 mm wafers (8”) priory coated with 10 nm CVD 
TiN as diffusion barrier. The equipment used was a P5000 Mark II (Applied Mate-
rial) processing 2x6 wafers lots. The setting of the experiments were Preactor = 1 
Torr, precursor flow = 0.70 sccm, Tinjector = 55°C, carrier gas flow = 200 sccm, wa-
ter addition = 0.3 to          2 sccm in 150 sccm N2 and Tsusceptor = 150°C to 190°C. 

The substrate temperature was chosen in the upper part of the kinetic range 
(190°C) in order to get the highest deposition rate with a good uniformity (190°C). 
Film thickness was calculated by weight and resistivity was calculated with a 49-
point resistivity map measured with a CDE Rasemap. 

Discussion  

For the study of the influence of water on deposition rate and resistivity, a 160-s 
deposition was performed at 190°C with and without water added during the depo-
sition. The results are presented in Figure 5 and compared to those obtained for a 
160-s deposition at 250°C.  
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It appears that the deposition rate reached with water addition during the depo-
sition is nearly as high as the deposition rate measured at 250°C, whereas the resis-
tivity of the film is lower in the first case. Notice that the resistivity of the film de-
posited without water at 190°C was not presented since the film was not 
continuous. 

However, the film uniformity was quite bad with a deviation of the thickness of 
around 20%, which is in accordance with the observation and Yand et al. [15]. 
They determined that water addition is mainly effective at the first second of the 
deposition corresponding to the nucleation stage. 
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Figure 5. Influence of water on film thickness and resistivity for a 160-s deposition duration 

Thus, water was added only during the first 30 s of deposition evaluated as the 
nucleation duration. A water flux from 0.4 to 2 sccm was evaluated. By comparing 
Figure 5 with Figure 6, it appears that a 1-sccm water addition at the first 30 s 
rather than a 0.4-sccm addition during the entire deposition increases the uniform-
ity and does not deteriorate the deposition rate confirming the Yand et al. observa-
tions. The maximum deposition rate and the best uniformity in thickness are 
reached for a 2-sccm water injection.  
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Figure 6.  Influence of water flow on thickness and uniformity of the deposit for water addi-
tion during the first 30 s of a 160-s deposition at 190°C 

In order to understand the role of water during the nucleation phase, only the 
first 30 s of deposition was investigated at 190°C. Water was added before or dur-
ing deposition. SEM pictures of 30-s deposition with different water addition se-
quence are presented in Figure 7. Clearly, water added before or during the deposi-
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tion increases the nuclei density. Moreover, water added before deposition not only 
increases the nuclei density but also the nuclei size. Various data about the nuclei 
are given in Table 1. 
The nuclei density and the Feret’s diameter of all nuclei were calculated by image 
analysis. The Feret’s diameter given by the image analysis software is the diameter 
of a disc having the same area as the observed nuclei. It was observed that the nu-
clei Feret’s diameter distribution follows a log-normal distribution law. Thus, the 
average Feret’s diameter was calculated by the 50th percentile. The grain thickness 
was determined by AFM measurements. 

     600 nm a     600 nm b

    600 nm c    600 nm d

Figure 7.  30-s deposition at 190°C without water during deposition (a), with water during 
deposition, with water before deposition without (c) and with (d) a purge between water ad-
dition and deposition 

Table 1. Influence of the water addition sequences on the copper nuclei characteristics

Average 
Feret’s diame-

ter (nm) 

Feret’s diame-
ter deviation 

(%)

Nuclei density
(nuclei/cm²) 

Nuclei thickness 
(nm)

No H2O 27.5 1.22 3.80 x 109

H2O during deposition 27.6 1.14 1.70 x 1010 23.3
H2O before deposition 

(no purge) 61.7 1.43 1 x 1010 24.6 

H2O before deposition 
(with a purge) 61.7 1.38 1 x 1010 21.3 
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For the same nuclei thickness, the average Feret’s diameter is higher for water 
added before than during precursor injection. Thus, water addition before deposi-
tion enhances the lateral growth of nuclei (Figure 8). 

Since water has an influence on copper deposition even if a purge is applied be-
tween water injection and precursor injection, it appears that water is chemically 
adsorbed at the TiN surface. One possible explanation is the water reaction with 
free Ti or Ti–H bonds possibly present at the TiN surface giving Ti–OH groups. 
Then these groups are potential sites for precursor adsorption and subsequent dis-
sociation of the ligand MHY. 

A 10-s 350 W H2 plasma was applied at the TiN surface before water injection 
in order to increase Ti–H bonds or free surface Ti bonds. It appears in Figure 9 that 
the H2 plasma treatment increases the nuclei density with no increase of the sub-
strate roughness or nuclei thickness. 

Water injection during
precursor injection

Water injection before
precursor injection

TiN TiN

Figure 8.  Illustration of the influence of water addition sequence on the nuclei shape 

a b

Figure 9. SEM pictures of a 30-s (hfac)Cu(MHY) injection at 150°C without (a) and with 
(b) a 10-s H2 plasma pre-treatment 

However, the positive effect of water seems to be limited for longer deposition 
duration. In order to solve this limitation, a pulse recipe was developed. The sus-
ceptor temperature was fixed at 150°C in order to have a better control of the film 
growth and a H2 plasma treatment as developed before was applied prior to water 
deposition. 

The sequence of the pulse recipe is then a 10-s water injection, 30-s precursor 
injection, both repeated four times. This sequence was followed by a 100-s deposi-
tion in order to be sure that the complete coalescence of the film was reached and 
then compared to a deposition of the same duration with just a single water exposi-
tion before deposition.  
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a b

Figure 10. SEM pictures of a film deposited with a pulse recipe alternating water injection 
and precursor injection (a) and a single injection recipe (b) (total injection duration: 300 s) 

As shown in Figure 10, the pulse recipe is continuous whereas the one obtained 
with the single injection recipe is not. In the case of the pulse recipe, the thickness 
is 53 nm whereas, in the case of a continuous precursor injection, it is 67 nm. Thus, 
the coalescence of grains was reached faster using a pulse recipe. 

a b

Figure 11. SEM pictures of a 47 nm thin copper seed layer deposited with (hfac)Cu(MHY) 
using four pulses of water then precursor injection at 170° C in a 1-µm wide line 

The pulse recipe was experimented on patterned wafers. The deposition tem-
perature was fixed to 170° C in order to reach a higher deposition rate. The precur-
sor injection pulse was fixed to 15 s and the number of water and precursor pulses 
was fixed to four as before and no additional precursor injection was added. The 
thickness of the deposit is 47 nm. As shown in Figure 11, the copper seed layer de-
posited with the pulse recipe is conformal with a good step coverage. Even in nar-
row features, a conformal film is deposited at the bottom and on the sidewall of the 
interconnects (Figure 12). 
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Figure 12. SEM pictures of a 47-nm thin copper seed layer deposited with (hfac)Cu(MHY) 
using four pulses of water then precursor injection at 170°C in a 0.16-µm wide feature 

Conclusion

Chemical and physical substrate surface treatments for thin copper film deposited 
by CVD were evaluated. It was observed that lateral growth can be enhanced by 
using substrate pre-treatments as water exposition or H2 plasma treatment in order 
to decrease the minimum thickness of copper film deposited by CVD. A specific 
recipe inspired of pulse CVD was developed with (hfac)Cu(MHY) introducing wa-
ter between each precursor pulse. The improvement due to this recipe on the mini-
mum film thickness was demonstrated. An ultrathin film of 47 nm was conformally 
deposited in narrow features with the pulse recipe developed in this study. Water 
pre-treatment of the substrate improves the lateral growth of copper grains. 
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Pushing PVD to the Limits – Recent Advances 
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IMEC, Leuven / Belgium 

Introduction

Physical vapour deposition (PVD) is dead. The dooming phrase for PVD has been 
outspoken on many occasions in the interconnect arena. The transition from alu-
minium to copper metallization at around the 0.18-µm technology node brought 
additional challenges. Ionised physical vapour deposition (I-PVD) was introduced 
in order to cope with the composite via and trench recesses of a typical dual dam-
ascene architecture [1,2]. First generation tools were successfully used for this 
technology node, but smaller dimensions appeared to be out of reach [3]. Signifi-
cant resources were and are being deployed for identifying and optimising alterna-
tive deposition techniques, such as for example chemical vapour deposition or 
atomic layer deposition. At the same time, due to efforts in hardware design and 
process development, an important evolution of PVD is observed [4]. Dimensions 
of 65 nm are viable today by advanced deposition techniques and 45-nm node di-
mensions are being optimised actively. In the course of PVD evolution more and 
more “knobs” were introduced to control the deposition flux as close as possible to 
the substrate (cf. classical PVD, collimated PVD, I-PVD, high magnetron power 
PVD, etc. [2]). Where is the limit? There must be one (maybe even the 45-nm 
technology node), but it is difficult to derive this limit from first physical princi-
ples. In this short contribution the most important characteristics of PVD based 
copper metallization are described along with references to the state of the art. 

Ta-based Barrier Deposition by PVD 

Although copper drift diffusivity tends to be lowered in most of the low-k materi-
als [5], it is not low enough to omit diffusion barriers that encapsulate copper 
wires. Possible material choices are varied, including, for example, nitrides, oxyni-
trides and silicides of titanium, tungsten, tantalum or cobalt. A barrier thin film has 
to satisfy numerous requirements before gaining acceptance in IC-fabrication. To-
day’s mainstream metallization is tantalum based. Without being exhaustive with 
the list, the following criteria are of importance: resistivity, in-film stress, adhesion 
to various dielectrics, barrier defectivity, defectivity in combination with copper, 
impact on copper filling, influence on chemical mechanical polishing (CMP), bar-
rier properties against copper migration, impact on via resistance, impact on RC-
delay, influence onto stress and electro migration, effect on front-end of line 
(FEoL) devices, etc. Tantalum can be deposited in tetragonal beta and cubic alpha 
phase or a mixture of those [6]. Some properties of these two different phases are  
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compared in Figure 1. From this non-exhaustive list it becomes clear that selection 
of a particular barrier for a given technology cannot be based on a single property 
and is often a challenging task. 

Figure 1. Comparison of alpha (Ta(N)/Ta) and beta Ta integrated into copper low-k inter-
connects. Properties of higher importance (arbitrary to some extent) are highlighted 

The metal barrier deposition is typically aspect ratio (AR) dependent and non-
conformal [2]. On one hand, AR dependence can be regarded as “an intrinsic” 
PVD property and is considered as one of the major limitations for barrier scaling. 
On the other hand, an evolution towards a more conformal deposition was ob-
served [4]. In Figure 2 the reported sidewall thickness value corresponds to the 
minimum measured on the sidewall, while the bottom thickness represents the 
maximum value. 

The performance of sub-100-nm on-chip interconnects is challenged by copper 
line resistance increase, which is to some extent related to the increasing relative 
volume occupied by the high resistivity metal diffusion barrier. This is the main 
drive to reduce the barrier thickness possibly to 2.5 nm by 2016 [1]. Can the PVD 
barrier step coverage become perfectly conformal, which would enable unlimited 
scaling? PVD deposition is “line-of-sight” in nature and a perfectly conformal cov-
erage cannot be realized, but a quasi-conformal can be achieved at local intercon-
nect level with an aspect ratio of about 1.7. It is based on a redistribution of the de-
posited non-conformal barrier material by adding an energetic Ar-bombardment to 
the deposition step [4,8,9] as indicated in Figure 3. 

In sub-100-nm interconnects it is not enough to consider the minimum or 
maximum thickness value at a given surface, but the overall barrier thickness 
variation within the recess has to be minimized. Several different metal pitches 
with 50% pattern density were investigated and it was found that for AR~2 the 
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variation within the recess is independent of feature size (Figure 4). In this example 
the variation was reduced from 73% 1 sigma to 25% 1 sigma (or to 1.3 nm).  

Figure 2. Step coverage evolution for different barrier technologies. 0.25-µm oxide trenches 
(AR=4) were used as test vehicle [4]  

Figure 3. Quasi-conformal step coverage (right) of PVD Ta(N)/Ta using re-distribution of 
“thick” bottom deposits (left). The barrier was inlayed into Aurora ULK dielectric (Aurora 
is a trademark of ASM International) 

It was shown that a quasi-conformal coverage can be maintained down to the 
narrowest investigated metal pitches (100 nm at the time of writing) [8]. If deposi-
tion rates were reduced and the thickness variation along the sidewall was de-
creased to 1 nm, for example, that could push PVD towards 2013 as the final desti-
nation for copper interconnects from the step-coverage perspective.  

Apart from coverage requirements, the crystalline phase at recess bottom is of 
importance, because it can influence the copper grain structure, hence copper resis-
tivity and electro migration [10]. Figure 5 shows that the most often desired alpha 
Ta phase can be maintained on a trench recess bottom down to 65-nm technology 
node dimensions and possibly beyond if needed.  

PVD deposition is controlled close to the wafer surface (plasma sheath), but not 
on the wafer surface itself. Therefore, it is non-selective towards the substrate and 
deposition onto various dielectrics is feasible without extensive surface prepara-
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tion. The structural integrity of the barrier, however, can strongly be impacted by 
the introduction of porous substrates [7,11–14]. In early years of copper porous 
low-k development the barrier deposition was adjusted to achieve compatibility 
with porous substrates. It became clear that an additive technique, such as PVD, is 
limited in sealing performance on mesoporous (pore size larger than 2 nm) sur-
faces. Though PVD deposition does provide some window [4,7], less than 5-nm 
barrier thickness on these substrates remains a challenge. Other sealing techniques 
prior to barrier deposition and alternative integration schemes are being investi-
gated to make these porous substrates compatible with barrier technology.  

Figure 4. Thickness variation of the barrier within AR~2 recesses for a quasi-
conformal and a non-conformal barrier process 

Figure 5. 100-nm-wide AR=3.3 trenches filled with Cu and -Ta on bottom 

For dual damascene integration thin barrier coverage on via bottom or eventu-
ally bottomless barriers might be required [6,9]. The optimization of these solu-
tions is ongoing.  
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Copper Seed Layer Deposition by PVD 

Copper seed deposition follows the barrier deposition without vacuum break in or-
der to avoid surface oxidation of the barrier surface and ensure optimal bar-
rier/copper interface. Copper adheres to both alpha or beta tantalum well. Adhesion 
to Ta(N) is somewhat reduced due to the nitrogen content in the barrier layer. A 
defect free barrier layer is essential in enabling high quality copper seed deposi-
tion, since copper does not adhere to most of the relevant dielectrics. The seed 
layer is typically deposited by PVD variants [2,15]. The necessity of this layer 
stems from the high resistivity of Ta-based barriers, which hampers direct plating 
onto the barrier. It has no functionality in the ultimate interconnect. The seed layer 
is a sacrificial layer that provides nucleation for subsequent electroplating and is 
intermixed with the plated copper. Accordingly, the requirements are different 
from that of the barrier layer. It does not necessarily have to be conformal, but 
should be suited for voidless copper fill of trenches and vias as shown in Figure 6.  

Figure 6. High aspect ratio 120-nm-wide and 700-nm-deep structures filled with Cu   

The challenges in copper seed layer deposition do not come from the physics 
standpoint. Many different advanced PVD sources are already available. In princi-
ple, the PVD technique could be used till end of the roadmap dimensions, because 
the AR of features is expected to stay almost constant [1]. Or the least what can be 
stated is that the process window is larger than for Ta-based PVD barrier deposi-
tion. Nevertheless, the technological challenge is enormous. Owing to the finite 
geometry of magnetron sources the deposited film can show center-to-edge asym-
metry over the wafer [10]. Continuous improvement in source design is expected 
to alleviate this shortcoming. Another important challenge is overhang formation at 
recess openings. First generation I-PVD techniques often resulted in significant 
overhang formation. Due to the presence of copper seed overhang premature clo-
sure during copper plating occurs, which results in massive voiding of vias and 
trenches. Next generation processes provide virtually no overhang, hence a larger 
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process window (Figure 7). Extendibility into the sub-100-nm domain became a 
reality [16]. Of course, implementation into advanced nodes has to be accompanied 
by seed layer thickness scaling, which could result in marginal coverage on side-
walls. On one hand, tight process control is needed to ensure robust, good quality 
copper lines. On the other hand, it was shown that plating is possible on as thin as 
3-nm-thick seed layers.  

Figure 7. Example of excessive (left) and reduced copper overhang (right) 

Performance and Reliability  

Copper metallization has a strong impact onto the overall interconnect performance 
and reliability [10,17–20]. Copper itself is not causing the problem in interconnect 
structures as long as it is properly encapsulated into metallic and dielectric diffu-
sion barriers. The compatibility of barrier metals with intermetal dielectrics is often 
overlooked. Full characterization of metallic and dielectric barriers on micro- and 
meso-porous low-k materials is mandatory. All of the involved barriers have to 
scale in thickness. The metallic barrier thickness directly impacts on copper resis-
tivity, because the high resistivity metal can occupy important volume fraction of 
the copper wire [8]. Electromigration kinetics and thermodynamics are strongly in-
fluenced by the barrier phase selection [10]. Barrier integrity plays a most impor-
tant role in line-to-line leakage [17] and time dependent dielectric breakdown 
(TDDB) reliability [18,19].  If a not fully dense metal diffusion barrier is integrated 
it will result in significant interconnect lifetime degradation [17–19]. TDDB has 
never been an issue for Cu–SiO2 interconnects, but for sub-100-nm copper/bar-
rier/low-k systems it can become a challenge. From PVD barrier deposition per-
spective, an optimised and a non-optimised barrier scheme are compared in Figure 
8. The TDDB reliability was measured on passivated single damascene 80/80-nm 
width/spacing 1-cm long meander comb structures inlayed into a SiCO:H interlevel 



  Pushing PVD to the Limits – Recent Advances 67

dielectric. It appears that the 10-year minimum requirement is not met as per se, 
but optimised schemes provide a safe reliability margin. 

Figure 8. TDDB comparison of 80/80-nm width/spacing meander comb structures at 100º C 
using different PVD barrier treatments  

Conclusion

PVD deposition served well and will continue to serve metallization of advanced 
copper low-k interconnects in sub 100-nm-dimensions. How long? As long as bet-
ter, more robust and more economical solutions emerge that can be integrated, pro-
vide performance and are reliable.  
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Introduction

The trend towards increasing functional density in integrated circuits cannot be 
supported by traditional materials [1]. Device performance dictates a transition 
from SiO2 to an insulator with lower dielectric constant (k) and Cu instead of Al 
and its alloys for lower resistance wiring [2, 3]. Such interconnect metallization re-
quires the introduction of a barrier layer to prevent Cu diffusion under electrical 
bias. It is, however, difficult to obtain conformal barriers of the thicknesses          
(< 5 nm) foreseen in future device architectures without resorting to unconven-
tional methods. To this end, the unique self-limiting and inherently conformal 
method of atomic layer deposition (ALD) of films from W, Ti, and Ta compounds 
is being investigated [4]. Based on sequential saturated gas phase-surface reactions, 
the growth rate in ALD is in theory layer-by-layer, controlled by the number of 
deposition cycles [5]. In practice, the early stages of film formation may be non-
linear, involving three-dimensional growth depending on substrate reactivity [6]. 
The heterogeneous nature of the substrates of interest, low-k dielectric materials, 
further obscures the role of the initial surface on ALD-mediated growth mecha-
nisms.  

One approach to understanding the surface reactions relevant to metal deposi-
tion involves simplifying the substrate [7]. In previous work, the atomically con-
trolled surface chemistry of self-assembled monolayers (SAMs) has been used as a 
means of studying Cu growth at organic surfaces relevant to interfacial adhesion 
enhancement and diffusion barrier development [8, 9]. Similarly, in this review, 
surface engineering using SAMs is demonstrated as a means of creating model 
substrates for ALD, a promising method of depositing diffusion barrier material for 
future technology nodes. 
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Formation and Characterization of Self-assembled 
Monolayers  

SAMs are molecular assemblies formed by spontaneous adsorption of an active 
surfactant from the gas or liquid phase onto a solid substrate with appropriate 
bonding sites [10]. The first step in self-assembly is driven by bond formation of 
the functionalized headgroup onto specific substrate surface sites, e.g., thiols on 
metals and semiconductors, acids on metal oxides, and silanes on hydroxylated 
surfaces. Lateral interactions between the hydrocarbon segments of the molecules, 
generally comprising all trans extended alkyl chains oriented close to the surface 
normal, causes them to pack densely resulting in the formation of a highly ordered 
layer. A single uniform terminal group, such as a methyl, phenyl, amine, carbox-
ylic acid, or alcohol unit, is exposed at the monolayer–liquid or monolayer–gas in-
terface. Thus SAMs provide a means of creating highly ordered surfaces of prede-
fined structure and chemical composition [7–10]. 

Table 1. Name, chemical formula, abbreviation, and water contact angle (CA) measured for 
as-prepared SAMs of methyl-, cyano-, and bromo-terminated alkyltrichlorsilanes formed on 
silicon dioxide. 

Name Chemical formula Abbreviation CA
Bromoundecyltrichlorosilane Br(CH2)11SiCl3 Br–SAM 86.6
11-Cyanoundecyltrichlorosilane CN(CH2)11SiCl3 CN–SAM 67.6
Octyltrichlorosilane CH3(CH2)7SiCl3 CH3–C7–SAM 111.5
Decyltrichlorosilane CH3(CH2)9SiCl3 CH3C9–SAM 113.4
Dodecyltrichlorosilane CH3(CH2)11SiCl3 CH3–C11–SAM 112.8
Hexadecyltrichlorosilane CH3(CH2)15SiCl3 CH3–C15–SAM 111.5
Octadecyltrichlorosilane CH3 (CH2)17SiCl3 CH3C17–SAM 110.8

The present work focuses on the formation and properties of SAMs derived 
from methyl-, cyano-, or bromo-terminated alkyltrichlorsilanes (Table 1) adsorbed 
on oxidised silicon. Sample preparation was optimised with a view to developing a 
method suitable for 8-inch wafer level processing in a clean room environment. 
The SAMs were prepared by immersion of a SiO2 substrate, < 1 nm SiO2 on 
Si(100), in a dilute solution (10-3 M in toluene) of silane (used as received from 
Gelest Inc.) for 1 h at ambient temperature. Adsorption in the presence of a critical 
amount of physisorbed water facilitates hydrolysis of the trichlorosilane headgroup 
resulting in the replacement of chlorine atoms by hydroxyl groups (Figure 1). The 
hydroxyl groups of the self-assembling molecules interact with each other and with 
the surface hydroxyl groups on the substrate to form a silicon-oxygen-silicon net-
work thus anchoring the organic layer with its hydrocarbon chains oriented close to 
the surface normal. The SAM modified wafers were then rinsed with copious 
amounts of solvent before being dried under nitrogen flow. 

The as-prepared SAMs were of reproducibly high quality. They were macro-
scopically ordered with the expected termination as evidenced by water contact 
angle measurements. The values summarized in Table 1 are in excellent agreement 
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with literature values [11, 12]. The well-defined chemical compositions of the 
SAMs were verified by atomic percentage determination using X-ray photoelec-
tron spectroscopy (XPS). For example, in the case of the Br–SAM, C 1s photo-
emission at 285.1 eV can be attributed to the aliphatic methylene units with broad-
ening towards higher binding energies due to a contribution at ~286.5 eV from the 
most electron deficient carbon atom bonded to bromine. The observation of Br 
3d3/2 photoemission at 71 eV is in agreement with a previous study of a Br-
terminated SAM [12, 13]. 

As shown schematically in Figure 1, Br–SAM adsorption on SiO2 is predicted 
to take place through the hydrolysis of the silicon–chlorine bonds to form silicon–
hydroxyl groups. In core level scans from 190 to 210 eV, we find no evidence of a 
Cl 2p peak. Its absence is an indication that all silicon–chlorine bonds have been 
hydrolyzed, thus favoring monolayer formation via silicon–oxygen–silicon bond-
ing resulting from a condensation reaction between the Br–SAM hydroxyl groups 
and the oxidized silicon surface. The absence of chlorine also implies that precur-
sor polymerization on the surface, a consequence of excess water, has not oc-
curred.

Figure 1. Schematic diagram of the formation of a bromo-terminated self-assembled 
monolayer. 

Finally, in agreement with literature values for similar SAM surfaces, atomic 
force microscopy (AFM) images are generally featureless, with root-mean-square 
(RMS) roughnesses ranging from 0.093 nm for CH3–C10–SAM (which lies in be-
tween the RMS of 0.07 and 0.106 nm measured from hydrogen terminated-Si(100) 
and SiO2 on Si(100), respectively) to 0.455 nm for CN–SAM [11]. 

Atomic Layer Deposition  

An in-depth description of ALD can be found elsewhere [5]. The basic sequences 
of ALD for formation of a binary compound are shown schematically in Figure 2. 
While the principle remains the same, the growth of a WCxNy film involves a more 
complex, tertiary system requiring three precursors; triethylborane, tungsten 
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hexaflouride (WF6), and ammonia (NH3). In our experiments, the deposition was 
performed using an ALCVDTM Pulsar 2000 reactor integrated with an automated 
wafer handling platform (ASM PolygonTM 8200). A precursor (mixed with a ni-
trogen carrier gas flow) pulse sequence of (C2H5)3B, WF6, and NH3 represents one 
deposition cycle. Excess precursor gas was removed by flowing nitrogen after each 
precursor pulse. The deposition temperature was 300º C. 

AXgas BYgas

AZ
ABsolid

AXgas BYgas

AZ
ABsolid

Figure 2. Basic sequences of ALD for an AB compound, from compound gas phase reac-
tants AXgas and BYgas comprising the introduction of AXgas onto the substrate surface with 
formation of a chemisorbed layer AZ and, after a purging step to remove unreacted species 
and byproducts, the introduction of BYgas onto AZ surface with formation of ABsolid surface 
layer, with release of byproducts.  

Self-assembled Monolayer Compatibility with Atomic 
Layer Deposition Processing Temperature 

Thermal desorption spectroscopy (TDS) was used to examine the compatibility of 
the SAMs with the processing temperature of 300ºC required for ALD of WCxNy.
Here we restrict our discussion to the thermal stability and decomposition pathway 
of Br-SAM. While only selected data (mass 68 desorption) is shown in Figure 3, 
our interpretation is based on the analysis of masses from 11 to 100 a.m.u. The de-
composition process starts at 450°C as evidenced by desorption of high-molecular-
weight hydrocarbon fragments created by alkyl chain carbon–carbon bond cleav-
age. A maximum in desorption intensity occurs at 550°C. After annealing to 650°C 
the monolayer has completely desorbed. These results are in excellent agreement 
with a previous study of the decomposition of alkyltrichlorosilane-derived 
monolayers on SiO2 [14]. It has been suggested that above 540°C only methyl 
groups remain adsorbed implying that desorption of the SAMs is primarily the re-
sult of carbon–carbon rather than silicon–carbon bond cleavage [14]. While methyl 
groups can be considered to decompose via methyl radical or methane desorption, 
our analysis of masses 15 and 16 failed to reveal evidence of such reactions, sug-
gesting decomposition to surface carbon and hydrogen. 

TDS characterization of each of the SAMs indicates a thermal stability well 
within the limits of 300º C required for ALD processing. The decomposition proc-
ess starts between 400 and 500° C with desorption maxima between 500 and    
600° C depending on the SAM. Furthermore, all SAMs withstand multiple ALD 
cycles.
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Atomic Layer Deposition on Self-assembled Monolayers 

Having established the expected chemical composition, suitable thermal stability, 
and smooth surface morphology of the SAMs, they were then used as substrates for 
ALD. Multi-technique characterization including X-ray, fluorescence, mass, and 
electron spectroscopies and high-resolution microscopies were used to evaluate 
various ALD/SAM systems in terms of growth mechanism, chemical composition, 
interfacial structure and surface morphology.   

XPS was used to monitor core level spectra as a function of increasing number 
of ALD cycles. Again, we focus on the results for Br–SAM as an example. A de-
crease in Br 3d intensity was observed to coincide with the appearance of W 4f and 
N 1s peaks assigned to formation of a WCxNy film. The fact that Br is still ob-
served following 50 ALD cycles unambiguously confirms the compatibility of the 
SAM to the processing conditions. Obviously, the metal overlayer eventually at-
tenuates photoemission from the SAM to the extent that the Br 3d signal can no 
longer be detected. Nevertheless, TDS analysis in Figure 1.3 shows that desorption 
characteristic of the as-prepared Br–SAM sample is maintained following 50, and 
even 200 (higher numbers were not analyzed), cycles of ALD.  
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Figure 3. Thermal desorption spectra for mass 68 from Br–SAM before ( ) and after 
deposition of 50 (***) and 200 (OOO) cycles of WCxNy ALD. The corresponding data for 
50 ( ) and 200 ( ) cycles of ALD on SiO2 are shown for comparison. 

Figure 4 compares the X-ray fluorescence (XRF) determined tungsten content 
as a function of number of ALD cycles on Br–SAM, CN–SAM, and CH3–C17–
SAM. Clearly, the offset from linearity varies depending on the SAM substrate. On 
CN–SAM and Br–SAM, WCxNy film closure (estimated from sheet resistance, 
contact angle measurements, and XRF derivative curves) occurs between ~100 and 
~150 ALD cycles, respectively. For a 200 cycle deposition on Br-SAM, 14.1 CPS 
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corresponding to 3.8  1016 atoms of tungsten are observed compared with 20.1 
CPS or 5.4  1016 atoms on CN–SAM. The corresponding thicknesses estimated by 
ellipsometry of 10.3 and 14.2 nm, respectively, imply the growth of a lower den-
sity film on the Br-terminated compared with the cyano-terminated surface. These 
differences translate to material properties that influence the electrical performance 
of the film as evidenced by resistivities ( ) of 504 and 444  cm, respectively. 
However, substrate-induced differences in the early stages of film growth eventu-
ally disappear as the coverage increases. Following 500 cycles of ALD, WCxNy

films of similar thicknesses, 32.1 and 35 nm with similar  values of 360 and     
347  cm are found for films grown on Br–SAM and CN–SAM, respectively.  

100 200 300 400 500
0

10

20

30

40

50

60  SiO2
 Br-SAM
 CN-SAM
 CH3-C17-SAM

W
 (C

PS
)

No. WCxNy ALD cycles

Figure 4. Tungsten content determined by XRF following ALD of WCxNy on Br–SAM 
( ), CN–SAM (***) and CH3–C17–SAM ( ). The corresponding data for SiO2 ( )
is shown for comparison.  

The morphology of the diffusion barrier layer must also be considered, in par-
ticular in terms of its impact on subsequent processing steps such as Cu seed layer 
growth. Following 200 cycles of WCxNy ALD, the RMS for the Br–SAM increases 
from 0.272 to 0.879 nm. In contrast, on CN–SAM the RMS value increases only 
slightly from 0.455 to 0.497 nm.  

The Influence of Alkyl Chain Length 

CH3–C17–SAM results in markedly different growth with WCxNy film closure re-
quiring ~400 deposition cycles. Upon examination of the WCxNy/CH3–C17–SAM 
interface we find that it is microscopically rough and discontinuous compared with 
an atomically sharp interface on CN–SAM, as revealed by transmission electron 
microscopy (TEM) and time-of-flight secondary ion mass spectrometry depth pro-
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filing analysis. Furthermore, while the as-prepared CH3–C17–SAM shows a rela-
tively low RMS value of 0.173 nm, it gives rise to the roughest WCxNy film, e.g.
RMS of 4.728 nm following 200 cycles of ALD. As this system varies considera-
bly from CN–SAM and Br–SAM in terms of alkyl chain length, this raises the 
question of the influence of chain length on the observed growth behaviour. In 
Figure 5 we show a series of tungsten growth curves for methyl-terminated SAMs 
with different alkyl chains lengths. The offset from linear growth increases with 
increasing chain length. However, this influence is not exclusive as seen by com-
paring CN–SAM (comprising 11 CH2 units) with CH3–C11–SAM. In fact, the 
growth is similar to that observed on CH3–C7–SAM rather than CH3–C11–SAM. 
Evidently, the growth is enhanced on the cyano-terminated SAM. This implies that 
while the chain length does influence growth, the terminal group structure and 
chemistry is also important. 
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Figure 5. Tungsten content determined by XRF following ALD of WCxNy on CH3–C17–
SAM ( ), CH3–C15–SAM ( ), CH3–C11–SAM ( ), CH3–C9–SAM ( ), and 
CH3–C7–SAM ( ). The corresponding data for CN-SAM (***) is shown for comparison. 

Conclusion

The role of the initial surface on ALD of WCxNy can be investigated using SAMs 
as model substrates. SAMs provide films of known chemical composition with 
macroscopically well-ordered surfaces. With thermal stability extending from 500–
600  C, such substrates withstand multiple cycles of ALD at 300 C. Comparison 
of WCxNy grown on SAMs with methyl-, bromo-, and cyano-terminal groups and 
alkyl chain lengths ranging from 7 to 17 methylene units shows differences in 
tungsten coverage, film thickness, density, resistivity, and interfacial and surface 
structure. The terminal group and the alkyl chain length both influence the ob-
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served growth behaviour. The cyano-terminated SAM is most promising for 
WCxNy growth. Overall, this study demonstrates that via tunable structure and sur-
face chemistry, SAMs represent a novel approach to surface engineering and pro-
vide model substrates for atomic layer deposition. 
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Introduction

As integrated circuit (IC) technology shrinks, the interconnect is becoming a sig-
nificant restricting factor in terms of dynamic power consumption [1], propagation 
delay, and signal errors [2]. At the local interconnects level, where metal lines have 
the smallest dimensions, the propagation delay is dominated by the interline ca-
pacitance [3]. As a consequence, materials with lower permittivity ( ) than that of 
SiO2 ( 4) [4] are introduced as intra-metal dielectrics (IMD). The integration of 
low-  (3< <4) and ultra low-  (3< <2) [5] materials into production processes 
creates challenges associated mainly with (i) diffusion of reactive chemical species 
into the porous matrix [7], leading to localized increase of the low-  permittivity 
[6] and (ii) adhesion, making these materials difficult or even impossible to inte-
grate in future processes. Consequently, a strong interest exists to integrating air 
( =1), having the lowest existing permittivity, between adjacent metal lines. 

Nevertheless, in order for airgaps to be a real technological alternative to inter-
metal dielectrics two main conditions should be satisfied: 

1. Airgap integration should be scalable, i.e. compatible with future technol-
ogy generations. This supposes a sustained reduction of the IMD  value 
and a very limited degradation of the interconnects’ reliability. 

2. Air cavities should be placed only where really required, i.e. between nar-
rowly spaced metal lines. This implies leaving the rest of the interconnects 
surrounded by dielectric material, which insures the stack’s mechanical 
stability. 

Precisely placing airgaps between narrowly spaced interconnects at the local 
level has been explored by various research teams.  

One approach is to use an extra lithography step followed by reactive ion etch 
(RIE) and non-conformal dielectric deposition. This method has been explored 
with the aim of airgap integration between aluminum [8–10] and copper intercon-
nects [11–14].  
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Another approach relies on removing the IMD layer by RIE after chemical me-
chanical polishing (CMP) followed by non-conformal dielectric deposition and 
planarization operations [15–16]. It is important to note that the aforementioned 
processes rely on various extra microprocessing steps making them complex and 
costly. In addition, these approaches are hardly scalable without compromising 
their electrical performance. 

A third possibility to precisely embed airgaps is by inducing chemical selectiv-
ity. This approach relies on changing the structural properties of one fraction of the 
dielectric making it reactive to a certain chemical compound, while the rest of the 
material remains inert to it [17–19]. Delicate compositional changes can be in-
duced in dielectrics containing carbon and silicon by means of oxygen plasma ex-
posure. Subsequently, the whole stack is exposed to a suitable chemistry that re-
moves the modified material, thus generating air cavities. 

Scalable Approach 

The scalability of an IMD material can be easily extracted by means of the simple 
analytical parallel plate capacitor model. This model determines the fraction of the 
dielectric that has been modified having a different  value from the bulk material 
[17, 20] and is summarized by the following formula: 

)'(11

0

SS
AkC pp

where Cpp is the parallel plate capacitance contribution, o is the permittivity con-
stant, k is the native  value of the IMD, A is the capacitor’s area, S stands for the 
spacing between two adjacent metal lines and S’ is the electrical equivalent of the 
actual modification. 

If 1/Cpp shifts downwards the material suffers from an increase in capacitance. 
This is typically the case of low-  materials undergoing diffusion of reactive 
chemical species into the porous matrix or sidewall damage as shown by the black 
arrow in Figure 1. For selective airgaps 1/Cpp shifts upwards, meaning a decrease 
in capacitance as compared to low-  materials (indicated by the white arrow in 
Figure 1). When air is incorporated between the metal lines, the IMD permittivity 
will decrease as the inter-metal spacing shrinks eventually reaching 1, when full air 
cavities are formed between the copper lines (intersection of dashed klow-  line and 
plain kair line in Figure 1). 

The aforementioned model clearly illustrates the advantage in performance of 
integrating airgaps as compared to available low-  materials in future interconnect 
generations. 
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Figure 1. Plot representing the inverse of the parallel plate capacitance (1/Cpp) versus the 
distance between two adjacent interconnects (Spacing). 

Process Considerations 

As discussed previously, the selective airgap process requires (i) local change of 
the IMD’s chemical composition and (ii) selective dissolution of the modified di-
electric.

Modification of the dielectric material at the nanolevel can be achieved by care-
fully tuning the resist strip operation after the patterning process in a damascene 
stack. This modified dielectric must also react selectively with a chemical species 
in order to be easily etched away after chemical mechanical polishing. Films con-
taining silicon and carbon compounds satisfy conditions (i) and (ii) when exposed 
to an HF solution. Examples of such films are standard microfabrication materials 
from the organo-silicon glass (OSG) family, such as SiOC:H and SiC. 

Two approaches for selective airgaps formation at the interconnect level have 
been filed so far [22, 23]. The first filed approach considers employing a SiC hard 
mask where the oxidized SiC sites at the SiC/TaN interface act as preferential 
pathways for diffusion of HF and etching of the underlying SiO2 dielectric (see 
Figure 2). The second one consists of employing SiOC:H as an IMD material. The 
carbon-depleted sidewalls of the SiOC:H are then selectively dissolved by HF 
leaving the bulk unmodified SiOC:H material in place (see Figure 3). 

A common feature of both approaches is the generation of a defective, silicon 
oxide film (SiOx). This low cross-linked film is dissolved when exposed to HF at a 
higher rate than SiOC:H and SiC [24], acting as a sacrificial layer. 

In the first selective airgap approach mentioned, SiOx results from the oxidation 
of the Si–C–Si bonds existing in the SiC film during oxygen-containing plasma 
exposure in the following way [21]: 

SiOx
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Figure 2. First approach for selective airgaps based on local SiC oxidation. 

Figure 3. Second approach for selective airgaps based on local SiCO:H oxidation. 
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For the second selective airgap approach, the methyl groups from the SiOC:H layer 
are oxidized in the oxygen-containing plasma leading to the formation of SiOx as 
follows [21]: 

The removal of the sacrificial material should be carried out with care in order 
to avoid attacking neighboring materials and moisture adsorption within the air 
cavities. Moisture leads to an increase in the IMD  value, while a degradation of 
neighboring materials may lead to a lower reliability. Suitable systems to achieve 
SiOx removal inside small dimensions are anhydrous HF/CH3OH and anhydrous 
HF / supercritical CO2 mixtures. Figure 4 gives an example of (a) full and (b) par-
tial airgaps obtained from the aforementioned approaches. 

Figure 4. Selective airgaps obtained by the first (a) and second (b) approach respectively. 
See text for details. 

Performance

The electrical performance of airgaps greatly depends on the fraction of cross-
sectional air area. The higher the proportion of air encapsulated between the copper 
lines the smaller the interline capacitance. Unfortunately, incorporating full airgaps 
between copper lines may lead to an increase in leakage current and to degradation 
of the mechanical properties of the integrated stack. As a consequence, a compro-

(a) (b)

SiOx
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mise is required to get a relatively good electrical performance together with a high 
mechanical and electrical reliability. 

Figure 5. Drop in resistance  capacitance (RC) delay due to incorporation of airgaps.  

From this perspective the selective airgap approach relying on SiOC:H damage 
by plasma exposure gives the best scenario. This alternative gives a capacitance 
drop, which increases as dimensions scale down (Figure 5), without compromising 
the system’s reliability as shown in Figure 6. 
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Conclusions 

Unless a dramatic improvement in the properties of low-  materials takes place, se-
lective airgaps remain an attractive method for further decreasing the dielectric 
permittivity in future technology generations. Selective airgaps have the great ad-
vantage of being scalable, but their good electrical performance goes together with 
slightly higher leakage currents. 
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Introduction

Silicides have been used in self-aligned (SALICIDE) processes for several genera-
tions of complementary metal-oxide semiconductor (CMOS) devices, to reduce the 
sheet resistance and provide stable ohmic contacts with low contact resistivity on 
gate, source and drain areas [1–9]. In the SALICIDE process, a deposited metal 
layer is reacted thermally (typically using rapid thermal processing, RTP) with ex-
posed Si on gate, source and drain areas to form silicide films. Unreacted metal and 
capping layers are removed in a wet etch which is selective to the grown silicide, 
leaving silicide films on the gate, source and drain areas and no metallic films on 
isolation and spacers. In one-step RTP processes, the thermal budget of the single 
RTP step used is high enough to obtain the target silicide phase. In contrast, in 
two-step RTP processes, a milder thermal budget is used in a first RTP step 
(RTP1) after which the silicide films are typically in a high resistivity phase. Selec-
tive removal of unreacted metal and capping layers follow, after which a second 
RTP step is used to transform the silicide into the target low resistivity phase.  

One of the key considerations for SALICIDE processes is the ability to silicide 
small structures achieving low sheet resistance. This is particularly important for 
narrow poly-Si lines, especially in designs where they serve also as local intercon-
nects, since their sheet resistance may impact circuit speed. This consideration has 
been the main reason behind the migration from Ti to Co [1, 4-6] and now towards 
Ni silicides [8] as lateral circuit dimensions were scaled. For silicidation of source 
and drain (S/D) areas, low contact resistivity and low leakage on shallow junctions 
are key requirements, but low sheet resistance is also needed. As junction depths 
continue to be scaled down, the thickness of silicide films is also reduced. Silicides 
with low Si consumption, smooth interfaces and low processing temperature to 
avoid dopant deactivation are desired for S/D applications. Use of selective growth 
processes for raised S/D implementations may relax these constraints [5]. Silicide 
growth on spacers and isolation and associated bridging issues, ability to selec-
tively etch the metal without removing the silicide, sensitivity to oxidation and to 
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interface conditions, thermal stability and impact on reliability are also important 
considerations for integration of silicides into CMOS technologies.  

The list of silicides considered traditionally for SALICIDE applications is not 
very extensive. TiSi2 in the C54 phase, CoSi2 and NiSi have been the most investi-
gated [1–13], being the silicide phases with lowest resistivity (15–20 ×cm). Co-
based [8, 14] and Ni-based [8, 9, 15] alloy silicides have also received attention in 
the past few years. For future generations, metal gates are expected to replace par-
tially silicided poly-Si gates in order to eliminate depletion issues [5], and fully 
silicided gates are one of the main metal gate candidates [9, 16, 17]. For this appli-
cation, the work function of the silicide and its stability in contact with the gate di-
electric become critical properties to be considered. For source and drain silicida-
tion, compatibility with Si-Ge will need to be addressed for many of the strained 
channel device approaches. 

Scalability and Nucleation Density 

One of the most challenging issues confronted through several CMOS generations 
has been the scalability of silicide processes as device dimensions are shrunk. Re-
duction of device lateral dimensions has forced a migration of materials. TiSi² in 
the low resistivity C54 phase was the material of choice at the 0.35-µm technology 
node. C54 TiSi² grows by transformation from the high resistivity C49 TiSi² phase 
in a nucleation-controlled process. The low nucleation density of this transforma-
tion made it unpractical for applications in which device dimensions were smaller 
or similar to the typical distance between C54 nuclei [2, 3]. TiSi² on small devices 
(< 0.25 µm) remained predominantly in the high resistivity C49 phase resulting on 
a linewidth dependent sheet resistance (“linewidth effect”). Rapid thermal process-
ing, pre-amorphization [3] and addition of metallic impurities such as Mo [10, 11] 
were used to extend the capability to smaller linewidths, but eventually the indus-
try moved towards CoSi2 [1, 4-6], which is currently widely used in production at 
the 130-nm node. In the last few years, however, it became apparent that Co sili-
cide in turn has a linewidth effect, which is observed as linewidths are scaled be-
low 40 nm [8] (Figure 1a).  

Comparison of wide and narrow lines after a typical Co silicidation process 
showed evidence of agglomeration on narrow lines. However, the root cause of the 
sheet resistance increase at small linewidths is similar to that for the TiSi2 case. 
Transformation from high resistivity CoSi to low resistivity CoSi2 becomes more 
difficult as feature sizes are reduced [12] (Figure 1b). This in turn can be attributed 
to low nucleation density: CoSi2 nucleation sites are scarce on features in the 40 
nm length scale. At higher temperatures, CoSi films on narrow lines agglomerate 
rather than transform to CoSi2 (Figure 2) Addition of Ni was proposed as a way to 
reduce the nucleation temperature of the di-silicide phase [14]. However, Co–Ni 
alloy silicides were also found to have similar linewidth effects to CoSi2 (Figure 
1a). 
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Figure 1. a) Sheet resistance as a function of linewidth for Co and Co–Ni silicided n+ gates. 
b) Sheet resistance vs. anneal time at 650°C of CoSi/poly-Si gates. Silicide films on 30-nm 
gates remain predominantly in the high resistivity CoSi phase, while for longer gate lengths 
they transform to low resistivity CoSi2.
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Figure 2. a) Sheet resistance vs. linewidth for Co silicided gates. Sheet resistance after the 
first RTP step corresponds to CoSi. A second RTP step results in transformation to CoSi2 for 
wider lines and in agglomeration for narrower lines. b), c) top view and d) cross section 
along the line after two-step RTP Co silicidation. Agglomeration and inversion is observed 
on the 30-nm lines, while Co silicide films on the 80-nm lines remain smooth. 

Ni-based Silicides 

One of the main reasons for which NiSi is now considered as the main candidate 
for scaled CMOS applications is its ability to silicide small structures effectively 
(Figure 3). Nucleation issues have not been observed at linewidths down to 25 nm.  

The target (low resistivity) phase for applications in the Ni–Si system is NiSi. 
In the Ni/Si reaction, metal rich phases are formed first. Ni2Si grows with diffusion 
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limited kinetics, after which NiSi grows, also with diffusion-limited kinetics, at 
higher thermal budgets [8-9] (Figure 4). Ni is the main moving species in both 
cases. The reaction kinetics can be affected by the presence of dopants and by the 
microstructure of the reacting Si layer. They were found to be faster on amorphous 
Si than on crystalline Si [8]. N and B were found to slow down the growth kinetics 
[8, 9]. Nucleation of Ni31Si12 at early stages of the Ni/Si reaction and of Ni3Si2 be-
fore the growth of NiSi has also been reported [13]. The thermodynamically stable 
Ni silicide phase on a Si substrate is NiSi2, which typically grows by transforma-
tion from NiSi at high temperatures. Grains of NiSi2 have also been observed to 
nucleate directly and grow epitaxially on (100) Si at low temperatures [7-9] (Figure 
5), particularly for B and BF2 doped substrates, resulting on rough interfaces that 
can induce leakage issues on shallow junctions. A shallow pre-amorphization im-
plant can be used to avoid the epitaxial nucleation of NiSi2 [9]. 
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Figure 3. a) Sheet resistance vs. linewidth for Ni-silicided n+ gates, comparing a one-step 
RTP process to a two-step RTP process with a low thermal budget RTP1, b) transistor 
schematic representing excess silicidation of small features by Ni diffusion from Ni films on 
surrounding areas, and c) excessive silicidation: a thick silicide film grown on a narrow gate 
from a 10-nm-thick Ni film (expected NiSi thickness of 22 nm for planar reaction). 

Although NiSi forms readily on small structures (at features sizes down to      
25 nm), geometry effects need to be considered. A reverse linewidth effect (de-
creasing sheet resistance with decreasing linewidth) has been observed when a sin-
gle RTP step is used for silicidation [8, 9] (Figure 3a). This is caused by excessive 
silicidation (growth of thicker silicides) on small structures due to Ni diffusion 
from films on surrounding isolation or spacer areas (Figure 3b, c). Excessive silici-
dation can be detrimental for devices, on small S/D areas it can result in higher 
junction leakage and on narrow gates it can result in local full silicidation. 

A way of controlling Ni silicidation on small features is by using a two-step 
RTP silicidation process with a low thermal budget first RTP step [8, 9] (Figure 
3a). In the first RTP step the reaction and silicide thickness are limited kinetically, 
obtaining a Ni-rich silicide film of controlled thickness. Excess Ni is then removed 
in a selective etch, followed by a higher temperature anneal to transform or com-
plete the transformation into NiSi. The control of excessive silicidation by a low 
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thermal budget RTP1 can also result in lower junction leakage, as shown in Figure 
6a for small n+/p island diodes.  
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Figure 4. a) Ni2Si film thickness vs. square root of RTP anneal time for the reaction of Ni 
with polycrystalline Si showing diffusion limited growth kinetics. Similarly, diffusion lim-
ited growth kinetics were obtained for the growth of NiSi on poly-Si and for the growth of 
both Ni2Si and NiSi on (100) Si. b) Arrhenius plots of the Ni/poly-Si reaction kinetics show-
ing the effect of dopants on the growth of Ni2Si and of NiSi.

Figure 5. TEM cross section of the reaction of Ni with p+ (100) Si at 310°C showing the 
presence of epitaxial NiSi2 grains. 

Another advantage of NiSi over CoSi2 is its lower contact resistance (Figure 
6b), which can be attributed in part to its lower processing temperature that pre-
vents dopant deactivation, an issue found for higher temperature CoSi2 processes. 

One of the main problems found for implementation of NiSi is its low thermal 
stability [8, 9, 13] (Figures 7, 8 and 9). NiSi films can degrade under thermal 
treatments by two mechanisms: morphologically (agglomeration) or by transforma-
tion to NiSi2. The first is characterized by a continuous increase in sheet resistance 
with anneal time (Figure 7a). Scanning electron microscopy (SEM) inspection con-
firmed that films with this type of sheet resistance evolution degraded morphologi-
cally, an example is shown in Figure 9c. It was found that thin NiSi films (few tens 
of nm) degrade morphologically while still in the monosilicide phase. This was 
verified by transmission electron microscopy (TEM) and X-ray diffraction (XRD). 
After agglomeration, the surface of the samples remains quite flat, with NiSi grains 
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alternating with exposed Si that has re-grown to the surface (Figure 9b). In con-
trast, the NiSi-Si interface becomes very rough. This suggests that the silicide-Si 
interface energy is significantly lower than the silicide surface energy. The degra-
dation of NiSi films on (100) Si starts with grain boundary grooving predominantly 
at the NiSi/Si interface. This stage of the agglomeration process is driven by reduc-
tion of grain boundary energy in the NiSi films. As grooves reach the film surface, 
Si becomes exposed. The exposed Si areas grow subsequently driven mainly by 
reduction of the high surface energy of the silicide. The mechanism and driving 
forces at the initial stages of degradation of thin NiSi films on poly-Si seem to be 
similar to those of films on (100) Si. In addition, poly-Si grain growth seems to 
also play a role, particularly for thicker films. The dominant driving force depends, 
among other factors, on silicide film thickness and poly-Si grain size.  
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Figure 6. a) Junction leakage distributions for active area n+/p island diodes after two-step 
RTP Ni silicidation. Anneal conditions indicated correspond to the first RTP step. Low 
leakage is obtained with moderate RTP1 thermal budgets, which control the silicide thick-
ness. b) Silicide to p+ Si contact resistance as a function of temperature of the second RTP 
step for Ni and Co silicides. High processing temperatures used in Co silicidation result in 
dopant de-activation in the underlying junction and contact resistance degradation. 

Thicker NiSi films (~60 nm) annealed isothermally by RTP at high temperatures 
degrade by transformation to NiSi2, while at lower temperatures they degrade first 
morphologically [8, 9]. Films that degraded by transformation to NiSi2 showed an 
initial increase in sheet resistance with anneal time, after which the sheet resistance 
remained stable upon further annealing at a value of about twice the initial sheet 
resistance (Figure 7b).  

Figure 8 shows Arrhenius plots of degradation times,  (20% increase in sheet 
resistance), for NiSi films. The mechanism of degradation was agglomeration ex-
cept for data points labeled as transformation to NiSi2. Degradation times were 
longer for thicker films, indicating thermal stability improves with increasing film 
thickness. Activation energies for agglomeration are ~2.4 eV (100) Si and ~3 eV 
on poly-Si. The activation energy for the NiSi to NiSi2 transformation is estimated 
to be higher than that of agglomeration. This would explain the observation that 
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thick NiSi films degrade morphologically at low temperatures, and by transforma-
tion to NiSi2 at higher temperatures. Transformation to NiSi2 was observed at 
lower temperatures on poly-Si than on (100) Si. 
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Figure 7. Sheet resistance (RS) normalized to initial value (RS0) vs. anneal time for           
a) 11 nm NiSi on n+ Si, and b) 44 nm NiSi on p +Si. Anneal times were normalized to deg-
radation times,  (20% increase in RS), shown in Figure 8. 
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~2.4 eV, except those labeled as “transformation to NiSi2” (for which  values are upper 
limits, since the transformation was too fast for the time scales used in the experiment). 

Alloying with Pt was shown to improve the thermal stability of NiSi films both 
against transformation into NiSi2 [15] and against agglomeration [8, 9] (the latter 
case shown in Figure 9). Pt at concentrations of ~7% was found to be predomi-
nantly in solution in the mono-silicide phase [8, 9]. 
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Germano-silicidation 

Next generation devices will likely use some form of strained Si channel engineer-
ing for performance enhancement, which may involve the presence of Ge in the 
source and drain areas (used both in several local and global strain approaches). 
Compatibility with Si–Ge will need to be considered for material selection. For ap-
plications using Si–Ge, Co silicide is inadequate due to the lack of solubility of Ge 
in CoSi2 [18]. The transformation temperature to the di-silicide phase increases 
with the addition of Ge and the transformation is accompanied by expulsion of Ge 
[18]. In contrast, Ge is soluble in NiSi, making Ni attractive for applications using 
Si–Ge alloys [9]. Transformation curves for the reaction of 10–nm Ni films with 
As and with B doped epitaxial Si–20%Ge on (100) Si are shown in Figure 10 and 
compared to those for Si. The low sheet resistance valley corresponds to Ni mono-
germanosilicide (with a slightly higher resistivity than NiSi). The process window 
for low sheet resistance is narrowed from both sides by the addition of Ge, but still 
acceptable. The formation of the low resistivity mono-germanosilicide phase is 
shifted to higher temperatures and thermal stability is degraded by the presence of 
Ge, which induces an earlier onset (lower temperature) of agglomeration [9]. 
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Figure 10. a) Sheet resistance vs. reaction temperature (30-s RTP) for 10-nm Ni on As-
doped and on B-doped epitaxial Si–20%Ge/(100) Si compared to pure Si. b) Top-view and 
c) cross-sectional SEM images of Ni/Si–20%Ge/(100)Si after 700° C 30-s RTP reaction 
showing agglomeration. 

The kinetics of agglomeration of Ni(SiGe) and NiSi films were studied, follow-
ing the degradation of sheet resistance with anneal time at various temperatures. A 
lower activation energy (~1.6 eV) was found for the agglomeration of Ni(SiGe) 
films in comparison to NiSi (~2.4 eV) as shown in Figure 11a. XRD studies (Fig-
ure 11b) indicate that at lower reaction temperatures (e.g. 450oC) the Ge content in 
the Ni mono-germanosilicide films is similar to that in the substrate (~20%, assum-
ing Vegard’s law). However, at higher temperatures (700oC), a significant amount 
of Ge is expelled from the Ni(SiGe) grains (Figure 11b). It is likely that Ge segre-
gation plays a role on the earlier onset and lower activation energy of agglomera-
tion of Ni(SiGe) films. 

Fully Silicided Gates 

Recently, there has been significant interest on the application of silicides as metal 
gate electrodes, and in particular, on Ni FUSI (fully-silicided) gates [9, 16, 17]. 
From the processing point of view, it is a variation of the Ni self-aligned silicida-
tion process in which the silicide fully consumes the Si in the gate. Ni FUSI ap-
pears as an attractive metal gate candidate that allows maintaining several aspects 
of the flows from previous generations (such as Si gate pattern and etch, and self-
aligned silicide processes), appearing as a less disruptive candidate than other 
metal gate systems. In a typical Ni fully silicided (FUSI) gate process, an amor-
phous or polycrystalline Si gate is first implanted with dopants and may receive an 
optional activation anneal. Ni is then deposited and reacted to completely silicide 
the gate down to the dielectric interface. The ratio of Ni to Si is chosen to ensure 
that a single-phase silicide is in contact with the gate dielectric. Since Ni²Si and 
NiSi grow sequentially by a diffusion limited growth mechanism, by choosing a 
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slightly Ni-richer ratio than required for NiSi (i.e. Ni/Si > 0.55), it is possible to 
obtain full silicidation reproducibly with NiSi as the bottom layer — controlling 
the work function — with a thin Ni2Si layer at the top of the gate. Dopants are seg-
regated to the surface and snow-plowed to the gate dielectric interface during sili-
cide growth (Figure 12a).  

A key property that has attracted attention to NiSi FUSI gates is the effect of 
dopants on their effective work function (WF) [9, 16], which may allow for tuning 
of the threshold voltage of NMOS and PMOS devices without the need for two dif-
ferent metals. Figures 12b and 13 illustrate the dependence of the WF of NiSi 
FUSI/SiO2 capacitors on dopants implanted into poly-Si before silicidation. A total 
shift in WF of ~600 mV was obtained between Sb doped and B doped Ni FUSI ca-
pacitors. It is speculated that the origin of the shift is the modification of the 
NiSi/SiO2 interface dipole by the presence of a high concentration of dopants seg-
regated to this interface during silicidation. Initial results of calculations using a 
density functional theory (DFT) molecular modeling technique support this view, 
showing a good correlation between calculated WF shifts resulting from the modi-
fication of the interface dipole by the addition of dopants and experimental data. 

0

2

4

6

8

10 12 14 16

1/kT (1/eV)

ln
(s

)

Ni/Si-Ge (As)
Ni/SiGe (B)
Ni/Si (As)

Ea~2.4 eV

Ea~1.6 eV

10 nm Ni

50 52 54 56 58

2-theta (deg)

Ni / Si-20%Ge 450C

Ni / Si  500C

Ni / Si-20%Ge 700C
NiSiNiSi0.8Ge0.2

In
te

ns
ity

 (A
.U

.)

50 52 54 56 58

2-theta (deg)

Ni / Si-20%Ge 450C

Ni / Si  500C

Ni / Si-20%Ge 700C
NiSiNiSi0.8Ge0.2

In
te

ns
ity

 (A
.U

.)

a)

b)

Figure 11. a) Arrhenius plot of degradation times (20% increase in sheet resistance) show-
ing lower activation energy for agglomeration in the presence of Ge. b) XRD showing a 
shift from the NiSi peak position with the addition of Ge (~20% Ge assuming Vegard’s law) 
for Ni/Si-20% Ge reacted at 450° C, and a bi-modal distribution indicating segregation of 
Ge out of the NiSi grains at 700° C. 
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Figure 12. a) SIMS (secondary ion mass spectrometry) profile after full Ni silicidation of B-
doped poly-Si gates on SiO2 gate dielectric, showing dopant pile-up at the NiSi/SiO2 inter-
face. b) C-V characteristics of As-doped poly-Si/SiO2 and of fully Ni-silicided/SiO2 capaci-
tors obtained from the reaction of Ni with undoped, As-doped and B-doped poly-Si. 
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Figure 13. a) Flat-band voltage shift vs. implant dose for Ni FUSI/SiO2 capacitors. b) Oxide 
thickness series for Ni fully silicided/SiO2 capacitors, showing shifts of the effective work 
function with dopants with little effect on fixed charges at the SiO2/Si interface. 

Summary and Prospects 

The evolution of silicidation processes and the change of silicidation materials 
have been driven for several CMOS generations by scaling of the transistor dimen-
sions. The transitions from Ti to Co silicide and recently towards Ni-based silicides 
have been mainly caused by limitations on the growth of the target silicide phase 
on small structures, in turn caused by low silicide nucleation density. This was the 
case for C54 TiSi2 at gate lengths <0.25 m, further extended with techniques such 
as pre-amorphization implants that enhanced nucleation density, and for CoSi2 at 
gate lengths below 40 nm. NiSi in contrast has no nucleation issues evident down 
to 25-nm gate lengths, and is viewed as the main candidate for SALICIDE proc-
esses for future generations. In fact, silicidation of small features can be excessive 
if not controlled properly due to diffusion of Ni from surrounding areas. Two-step 
RTP processes with a low thermal budget first RTP step are adequate to control 
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this effect. Low processing temperatures, low contact resistivity and compatibility 
with Si–Ge are also advantages of NiSi over Ti and Co silicides. Thermal stability 
is however quite lower for NiSi. Integration of NiSi into CMOS flows requires the 
use of low thermal budgets in all processing steps following silicidation. Addition 
of alloying elements such as Pt can improve the thermal stability of NiSi.  

Moving forward, the introduction of metal gates may decouple the S/D silicida-
tion process from the gate stack formation processes. Silicides will in any case con-
tinue to be used as contacting materials in source and drain areas.  With decreasing 
junction depths, the ability to form thin low resistance films with low Si consump-
tion, smooth interfaces and low junction leakage will become more critical. These 
requirements, however, may be relaxed by the introduction of raised S/D ap-
proaches. As parasitic resistances become dominant in small devices, the need for 
low processing temperatures and low contact resistivity will also be critical. With 
the likely incorporation of Si–Ge in S/D areas for mobility enhancement through 
local or global strain approaches, compatibility with Si–Ge will also be required.  

Silicides are also among the main metal gate candidates. The properties consid-
ered on material selection will vary for this application, with work function and 
gate stack stability and reliability becoming critical. The low resistivity require-
ment may be relaxed to some extent since the silicided gate will likely be thicker 
than silicides used in previous generation SALICIDE processes.  

Although the number of silicides now being explored for S/D or gate applica-
tions has increased, NiSi remains, however, as one of the main candidates for both 
applications.  The work function of NiSi was shown to change with the addition of 
dopants incorporated to the gate before silicidation. A change of ~600 mV was ob-
tained comparing Sb doped to B doped Ni FUSI gates. The ability to tune the WF 
of NiSi and the similarity of the Ni FUSI process to previous SALICIDE processes 
makes it an attractive metal gate candidate. 
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Introduction

Strains present in silicon devices arise from various origins. In electronic compo-
nents (MOS, CMOS), strains are non-intentionally produced during the techno-
logical steps of the growth process, such as oxidation (for example, insulator struc-
tures) or deposition of materials with different mechanical properties from those of 
silicon (for example, nitride lateral spacer). In the case of IV–IV heterojunctions, 
made of SiGe(C) alloys epitaxially grown on a Si or Ge substrate, strains are di-
rectly induced by the lattice parameter mismatch between the deposited layer and 
the substrate.  

Strains lying in the active areas of the devices usually damage the electric prop-
erties of the components, but their effective influence is still badly known. Never-
theless, in the case of IV–IV heterojunctions, strains can be used to increase the 
device characteristics and particularly its transport properties [1]. It is thus an im-
portant challenge to precisely characterize strains in Si devices. 

Strains present in devices are essentially evaluated from more or less complex 
simulations of the processes responsible for their appearance using, for instance, 
finite element modelling. However, due to the reduction of component dimensions, 
these simulations still need to be validated by comparison with direct characteriza-
tion methods with high spatial resolution such as transmission electron microscopy 
(TEM). The aim of this paper is to review the various TEM methods available for 
strain determination in Si devices and more generally in strained epitaxial layers. 
Both images (conventional or high resolution) and diffraction patterns can be used. 
Preparation of thin foils for transmission electron microscopy constitutes a major 
step prior to characterizations. Some considerations on the specimen preparation 
methods will be given below. 

Description of Strain in Epilayers 

We briefly describe here the strains present in the simple case of an epitaxially 
grown layer (Figure 1a) and the possible stress relaxation mechanisms.  
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Figure 1. a) Deposition of a thin layer (with lattice parameter ad) on a substrate (with lattice 
parameter as). The layer expands in the growth direction z. The consequent rotation  of a 
diagonal lattice plane is also represented. b) Elastic relaxation by 3D growth. c) Plastic re-
laxation by formation of misfit dislocations at the interface. 

Let us consider a thin layer (with initial lattice parameter ad) deposited on a 
thick and flat oriented substrate (with lattice parameter as). To achieve the lattice 
match, the layer is biaxially strained in the growth plane and expanded in the per-
pendicular growth direction (it is generally assumed that the substrate remains un-
strained since it is usually much thicker than the layer). Strains in the x and y direc-
tions of the interface plane are given by e// = (as-ad)/ad (e// can either be negative or 
positive for compressive or tensile strain, respectively). Application of linear elas-
ticity theory gives the following value for the strain in the perpendicular direction: 

e =ezz=-2 e// /(1- ) =-2e//C12/C11

where  is the Poisson’s ratio and the Cij are the elastic constants of the layer. If the 
deposited layer is an alloy, the lattice parameter and the elastic constants are calcu-
lated by means of Vegard’s law. 

Due to the elastic energy stored in the strained layer, elastic or plastic relaxa-
tion processes may occur after the deposition of a critical layer thickness. For high 
mismatch, the relaxation process is initially elastic (Figure 1b) and is characterized 
by surface buckling or formation of separated islands on the substrate [2]. The 
driving force for such a three-dimensional (3D) growth (Stranski–Krastanov 
growth mode) is the elastic relaxation occurring at the top of the islands which bal-
ances the increase of surface energy. Plastic relaxation can occur after the 3D 
growth during the islands coalescence or in two-dimensional (2D) layers for lower 
mismatch cases. This leads to the formation of misfit dislocations at the interface 
plane (Figure 1c). The full description of the various dislocation nucleation mecha-
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nisms involved in the 2D or 3D growth modes is beyond the scope of this paper 
and the interested reader is referred to the corresponding literature [3–7]. 

TEM Specimen Preparation 

In order to get a full description of the strain state, thin foils for electron micros-
copy must be taken from different sections of the specimen. Horizontal and vertical 
sections are particularly useful and are usually referred as to plan-view and cross-
sectional specimens (Figure 2). 

Figure 2.  Plan-view (a) and cross-sectional (b) specimens in the simple case of a hetero-
junction. Cross-sectional specimens are usually prepared by sticking two specimens to-
gether. 

Several methods are available to prepare thin foils for electron microscopy. 
One has to be aware of the possible modifications of the strain state which could 
result from the creation of free surfaces or from modification of the geometry of 
the device. The preparation methods should also preserve a large observable area. 
The classic dimpler and ion-mill processes introduce severe thickness gradients 
(the thin-foil thickness is not constant, even at a local scale), and the softer chemi-
cal polishing method always reveals surface topography responsible for local strain 
heterogeneities. The newer FIB is good for parallelism, but introduces strong 
amorphization on each sidewall. In addition, the observable area is always limited 
to a few microns (20 • 10 µm² typical). 

The tripod polishing appears as a very efficient method. Since its introduction 
in 1989 by Benedict et al. [8], tripod polishing has been applied to many tricky 
cases. It basically involves a mechanical polishing of the TEM thin foil down to 
electron transparency. The sidewalls are free of scratches, ions and chemicals, and 
the dead amorphous layer has a nanometric thickness. The observable area is wide 
(up to 1 mm) and the sidewalls are almost parallel (20’ angle attainable). Finally, 
the process is amenable to the preparation of both plan-view and cross-sectional 
specimens. 

Layer

Substrate

Layers

Electron incident beam

a b
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Conventional Two-beam Image 
Strain results in the bending and/or distortion of some lattice planes. Subsequently, 
local variations in diffraction conditions occur and these are associated with a 
change in the image contrast. The best contrast is observed in two-beam bright-
field (BF) or dark field (DF) conditions (the specimen is tilted so that only one 
strong diffracted beam is observed; BF and DF images are formed with the trans-
mitted beam and the diffracted beam, respectively). Interpretation of this contrast is 
generally possible by comparison with simulated images calculated by modelling 
the strain field associated with the studied structure [9, 10]. Finite element methods 
are now widely used to achieve these calculations. As an example, Figure 3 shows 
experimental and simulated DF images of a GexSi1-x island lying on a Si substrate 
observed in a plan-view specimen. In this case, the comparison between the ex-
perimental and simulated images enables the determination of the Ge content of the 
island.  

Figure 3. Two-beam dynamical dark-field images of a GexSi1-x island grown on a Si(001) 
substrate as observed in a plan-view specimen. a) Experimental image. b) and c) Simulated 
images calculated using the finite element analysis of the strain field associated with the is-
lands for x=0.4 (b) and x=1 (c). The best match is obtained for x=0.4. Courtesy of Y. An-
droussi and T. Benabbas. 

High-resolution Electron Microscopy (HREM) 
In this method the crystal is aligned so that its atomic columns are parallel to the 
incident beam. The corresponding image results from interferences and, depending 
on the experimental conditions and the resolution of the microscope, the columns 
appear as white or dark dots. In the presence of local strains the atomic columns 
are slightly shifted as well as the corresponding dots on the HREM images. Two 
methods are used to measure the strains from HREM images. 

The first one, called the peak finding method, consists of accurately measuring  
the shift of the atomic columns with respect to their ideal position in the unstrained 
materials. One example, taken from a InxGa1-xAs island on a GaAs substrate, is 
given in Figure 4 [11].  

Another elegant method called the geometric phase analysis was proposed by 
M. Hÿtch [12]. In this method, the Fourier transform is used to determine the local 
phase of lattice fringes in the image, the phase being very sensitive to slight strain 
variations. An example of the strain field located around an edge dislocation is 
given in Figure 5 to illustrate this method. 
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Figure 4. Strain characterization from a high resolution image of an InxGa1-xAs island de-
posited on a GaAs substrate. Strain map obtained by the Peak Finding Method. Courtesy of 
S. Kret, C.Delamarre and J.Y. Laval. 

Figure 5. Geometric phase analysis (GPA) of local stresses and strain in silicon: a) high-
resolution image of an edge dislocation viewed end on. The stress field measured by GPA is 
superimposed (stress contours for every 1 GPa up to 5 GPa). b–e) Corresponding dis-
placement field (ux, uy) measured experimentally (b,d) and from anisotropic elastic theory 
(c,e). The agreement with theory is 3 pm. Courtesy of M. Hÿtch.

Electron Diffraction 
Electron diffraction is a very valuable tool to characterize strained materials. De-
pending on the size and the convergence of the incident beam, selected-area elec-
tron diffraction (SAED), convergent-beam electron diffraction (CBED) and large-
angle convergent beam electron diffraction (LACBED) [13] are available (Figure 
6a). 
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Figure 6. a) Description of the main electron diffraction techniques as a function of the size 
and the convergence of the incident electron beam. b) Two-beam CBED pattern displaying 
“pseudo-kinematical” hkl excess and deficiency lines. c) Two-beam CBED patterns display-
ing dynamical lines. d) LACBED pattern. 

SAED produces spot or ring patterns. It is not really useful for local strain 
analyses since the pattern is an average pattern coming from a relatively large dif-
fracted area. In addition, the spots or rings are not very sensitive to slight strain 
variations. CBED is a focused method. When performed with a very small spotsize 
(in the range of 2 to 100 nm with modern microscopes) it is perfectly well adapted 
to local strain analyses. LACBED is a defocused method displaying simultane-
ously the diffraction patterns and the shadow image of the diffracted area. It can 
thus be considered as an image-diffraction mapping. Local strains modify this 
mapping, allowing identification of the “strain map” of a relatively large specimen 
area (up to a few microns).   

CBED and LACBED display disks containing lines [14]. As a matter of fact, 
each set of (hkl) lattice planes in diffraction position (vertical or nearly vertical 
planes) gives a set of parallel lines: an excess hkl line and a deficiency hkl line. In 
a two-beam CBED pattern (Figure 6b, c), the excess line is located in the hkl dif-
fracted disk and the corresponding deficiency line is in the transmitted disk (bright-
field disk). Weak “quasi-kinematical” lines are very sharp (Figure 6b) while strong 
“dynamical” lines are made of a set of black and white fringes (Figure 6c). In the 
multi-beam conditions, several deficiency lines are simultaneously observed in the 
transmitted disk (Figure 7a). In the LACBED method, the transmitted disk is very 
large and thanks to the selected-area aperture (Figure 6a), the patterns only display 
deficiency lines (called Bragg lines) which are arranged into pairs of  parallel  hkl 
and -h-k-l lines as shown on Figure 6d.  
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Figure 7. Effect of a variation of the lattice parameters on a Bright-Field CBED pattern. a) 
Experimental pattern. b) Theoretical pattern in agreement with a. c) Theoretical pattern after 
a slight change of the lattice parameter. The aspect of the circled intersection is modified. d) 
Experimental conditions used to observe a cross-sectional specimen. Simulations made with 
the “Electron Diffraction” software [15]. 

In strained materials, local atomic displacements modify  the lattice parameters. 
This effect can also be considered in terms of variations of the interplanar distances 
and/or rotation of the lattice planes (see, for example, the rotation of the diagonal 
lattice planes which occurs between the substrate and the layer in Figure 1a). Then, 
the diffraction conditions are locally modified and a slight shift and/or a rotation of 
the lines occur on the patterns. Two main experimental solutions are used to probe 
the strained areas.   

A first solution consists of observing the intersection of three or more lines 
whose aspect can be strongly changed even if the lines are very slightly shifted or 
rotated (see for example the circled intersection shown on Figure 7a). To obtain 
good accuracy, it is required to consider very sharp kinematical lines (called HOLZ 
lines) observed on zone-axis pattern (ZAP) and to calibrate the TEM voltage. 
Comparisons with simulated kinematical or dynamical patterns [15, 16] or inter-
pretations from dedicated software [17] allow the identification of the local lattice 
parameters. CBED performed with a very small spotsize (down to a few nm) is 
well adapted to this approach especially when the experiments are performed on 
cross-sectional specimens (Figure 7d). The beam is then located on various posi-
tions on the substrate and layer for local analyses [18, 19]. 

A second solution involves the observation of the local displacement of a spe-
cific line in a strained area with respect to its normal position in the unstrained 
area. This approach is mainly used with LACBED patterns as illustrated in the ex-
amples given in Figure 8. In this case, the shadow image of the specimen superim-
posed on the diffraction patterns is very useful and allows a direct identification of   

b c da
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the strained specimen areas [20-23]. Note that strain lying at the free surface of a 
sample can also strongly modify the intensity of some dynamical lines. This effect 
can be used to measure strain in epilayers [24].    

Figure 8. LACBED patterns of industrial specimens. a) Plan-view of a constraining isola-
tion trench. The Bragg line is clearly split in the strained area. b) Cross-section through a 
line of transistors. c) Enlargement of pattern b. The splitting and curvature of some Bragg 
lines are progressive leading to a typical V-shaped aspect. The shadow image of the illumi-
nated area, superimposed on the diffraction patterns, is clearly visible on these patterns. 

Other TEM Methods 
Two other TEM methods were also used to characterize strained materials: 

convergent-beam imaging (CBIM) (Figure 5a) which gives patterns similar 
to LACBED patterns but in image mode [25]. 
 bend contours observed in TEM images of buckled crystals as a transposi-
tion of the curvature method to TEM [26]. 

Concluding Remarks and Common Difficulties 
Several key points must be taken into account for the characterization of strained 
silicon: 

these TEM methods measure the displacement field of the strained areas. 
The connection with strain requires knowledge of the chemical composi-
tion of these areas in the case of alloys and /or the lattice parameters of the 
unstrained areas.  
the displacement field observed and measured in the thin foil may not be 
exactly the one present in the bulk material. This is mainly due to stress re-
laxations which may occur during the preparation of the thin foil. In addi-
tion, local stress can also be introduced during this stage. Therefore, the 
choice of preparation method(s) is crucial. 
the connection between strain and stress can be made using Hooke’s law, 
knowing the elastic constants of the materials. The finite element analysis 
is now widely used for these calculations.     
the various TEM methods are complementary and most of the time not 
self-sufficient. 
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There are, however, some experimental difficulties encountered when using 
TEM to characterize strains. HREM requires a dedicated microscope and very thin 
foils where relaxation phenomena can be very large. When performed with very 
small spotsizes, CBED can be sensible to specimen contamination. Electron-beam 
sensitive materials are also difficult to study with this method. Strongly strained 
areas located close to interfaces usually produce poor CBED patterns which are not 
useful for the analysis. LACBED has many advantages. Since it is a defocused 
method, the contamination is very low. The quality is excellent due to a strong fil-
tering of the inelastic electrons by the selected-area aperture. The presence of the 
superimposed shadow image is very valuable. Nevertheless, LACBED requires 
relatively large crystal areas and is not well-suited to small crystals.  

Other local methods that are now available to characterize strains, include      
X-ray microdiffraction and micro-Raman spectroscopy. A comparison of these two 
methods with the CBED method is given in reference [27].  

Because of its versatility, high spatial resolution and great sensitivity, TEM is 
the only available tool to characterize strains at a nanometer scale and with accu-
racy in spite of the great care that is required to quantitatively interpret the results.   
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Introduction

Driven by an increasing demand for mobile devices, the market for nonvolatile 
memories is rapidly growing [1, 2]. Today the majority of nonvolatile memories is 
based on charge storage and is fabricated by materials available in complementary 
metal oxide semiconductor (CMOS) processes. These devices have some general 
shortcomings like slow programming, limited endurance as well as the need for 
high voltages during programming and erasing. The mentioned shortcomings im-
ply severe restrictions on the system design side. A memory working like a random 
access memory — similar to static random access memory (SRAM) or dynamic 
random access memory (DRAM) — and being nonvolatile at the same time would 
therefore greatly simplify system design, since one universal memory could be 
used, where two or three memories are required today. Additionally, densities 
much higher than those possible today will be required for storing multimedia data 
like videos. This calls for a memory with an extremely small bit cell size. Since the 
realization of such a memory will require a switching between two stable states to 
achieve this goal, new materials that enable new switching mechanisms have to be 
introduced into the CMOS process flow. Figure 1 shows the hierarchy of possible 
CMOS memory material extensions used as a basis for the following discussion. 
The following articles of this chapter will introduce the material side of possible 
future nonvolatile memory options. 

Nonvolatile Memories Based on Charge Storage 

The vast majority of nonvolatile memories available on the market today is based 
on charge storage [3]. Two possibilities of storing charges are commonly used, 
namely floating gates and charge trapping layers. The dominant device today is the 
floating gate device. In charge storage devices the requirement for 10 years of data 
retention calls for a large energy barrier that has to be overcome during program-
ming and erasing [4, 5]. This, on the other hand, leads to massive shortcomings. A 
high voltage (1020 V) is needed to pass the potential barrier during program and 
erase operation, write/erase speed is rather slow (from microseconds up to seconds) 
and write/erase endurance is limited (typically about 105106 cycles).  
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Figure 1. The hierarchy of nonvolatile memories from a material’s perspective 

The different options of nonvolatile memories on the market today can be 
mainly characterized by the amount of alterability and the cell size. A mask read 
only memory (ROM) can only be programmed during fabrication but has a very 
small cell size. An electrically erasable programmable read only memory 
(EEPROM), on the other hand, is writeable and erasable on a byte level, but has a 
rather large cell size utilizing two transistors per cell. Flash memories, which are 
programmable on a byte or word basis and erasable on a block or sector basis, can 
be implemented using a single transistor as a memory cell and, therefore, have 
proven to be the best compromise for many applications.  

Among the Flash memories there are two different array architectures that are 
commonly used. In the not or (NOR) architecture the cells on one bitline are ar-
ranged in parallel making a fast random access (well below 100 ns) possible. In the 
not and (NAND) architecture the cells connected to one bitline are arranged in se-
ries [6].  

Figure 2 shows the schematic of a NOR array and a standard NOR Flash cell. 
The cell consists of a metal oxide semiconductor (MOS) transistor with an addi-
tional floating gate between the channel and the control gate. The cell is pro-
grammed using channel hot electrons leading to short programming times in the 1-
10 µs range and a high programming current caused by the low efficiency of hot 
electron injection. The cells are erased by using Fowler Nordheim tunneling. Up to 
very recently it was common to erase by tunneling to the source junction of the 
transistor. Using a channel erase scheme leads to smaller possible channel lengths 
and therefore to a better scalability [7] of the cell. In 0.13-µm technology and be-
low, channel erase is essential for cell size scaling [7]. 
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Figure 2. NOR Flash Array (a) and typical NOR Flash cell (b) 
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Figure 3. NAND Flash Array (a) and typical NAND Flash cell (b) 

Figure 3 shows the schematic of a NAND array and the cross section of a few 
NAND cells. Again the cell consists of a MOS transistor with an additional float-
ing gate in between the channel and the control gate. Programming and erasing is 
done using Fowler Nordheim tunneling from and to the channel. This leads to 
much longer programming times of typically a few hundreds of microseconds and 
requires higher voltages than in the NOR cell (up to 20 V). The programming cur-
rent, on the other hand, is much lower than for channel hot electron programming, 
making it possible to program a significantly larger number of cells in parallel and 
achieve much faster effective programming speed if single Byte programming is 
not required.  

The main advantage of the NAND architecture is the very small effective cell 
size due to the fact that no contacts are necessary between individual cells. This is 
paid for by a much larger random access time in the 10 µs range compared to the 
NOR Flash that enables sub-100-ns random access. Therefore, NAND Flash 
memories are used where large amounts of data that are accessed in larger portions 
(e.g. pictures, music, etc.) have to be stored. NOR Flash memories, in contrast, are 
primarily used for code storage. 
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To be competitive in the standalone memory market the cell size has to be as small 
as possible. One way to reduce the effective cell size is to store more than one bit 
in a memory cell (multi level cell = MLC) [8]. This approach is implemented in 
NOR [9, 10] as well as in NAND [11, 12] Flash memories, but it has the drawback 
of a reduced write and read performance.   

Due to the high energy barrier required, which leads to rather thick oxides       
(>8 nm for the tunneling oxide and >15 nm effective thickness for the oxide-
nitride-oxide (ONO)) and high voltages during program and erase, conventional 
charge storage devices are facing serious scaling limits below 100 nm ground rules 
[13]. To overcome these scaling limits and to address some of the other issues as-
sociated with charge storage devices, a number of alternative devices are investi-
gated. One way to address the scaling limit is to use a device with a vertical chan-
nel. Two options, namely a pillar type device [14] and a trench type device [15] 
have been proposed. 

Another common way to address the scaling issues are charge trapping devices, 
where the floating gate is replaced by a dielectric layer that contains large numbers 
of deep traps. Most commonly silicon nitride is used for this purpose. In the charge 
trapping device the effective thickness of the gate dielectric can be scaled more ag-
gressively than in floating gate devices. This leads to a better device scaling as well 
as lower voltage device operation [16]. However, the classical silicon oxide nitride 
oxide silicon (SONOS) device, which is programmed and erased using direct tun-
neling or modified Fowler Nordheim tunneling, suffers from a tradeoff between 
erase performance and retention [17]. During the tunnel erase process, the tunnel-
ing of electrons from the control gate to the charge trapping layer leads to erase 
saturation [18]. This can be overcome by using a very thin tunneling oxide, a high-
k top oxide [19], a control gate with higher electron work function [18], or hot hole 
erase. Using a very thin tunneling oxide leads to the aforementioned tradeoff be-
tween erase performance and retention. Both high-k top oxides and other control 
gates require further material optimization. One of these, or the combination of 
both approaches, could lead to a cell that makes the NAND architecture scalable 
into the deep sub 50-nm-range [20].

The hot hole erase is utilized in multi-bit charge trapping devices [21]. In this 
alternative way to store two bits in one memory cell one bit is stored on each side 
of a charge trapping device. The second bit in a cell can be accessed simply by re-
versing the direction of the cell and therefore this approach causes no performance 
drawback. The symmetric operation requires a virtual ground NOR array. This ap-
proach leads to effective bit sizes of about 3-4 F2 (F is the minimum feature size of 
the manufacturing process), which is roughly 30% of the bit size of a conventional 
one bit NOR Flash.  

Figure 4 shows a typical multi-bit charge trapping device. The device is pro-
grammed using channel hot electron injection and erased by hot hole injection. The 
hot holes are generated using band to band tunneling at the respective junction al-
lowing fast erase for rather thick bottom oxides in the range of 5 nm. By reading 
the device in reverse mode compared to programming and using a sufficiently 
large drain voltage, the effect of the second bit can effectively be suppressed. 
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Figure 4. Virtual ground NOR array (a) and cross section of a multi-bit charge trapping cell 

Many research and development activities are currently observed with multi-bit 
charge trapping devices [22, 23, 24] and high density products have appeared on 
the market [25, 26]. 

The scaling limit as well as the low write performance and limited endurance of 
both floating gate and charge trapping devices can be addressed by using thinner 
tunneling barriers. To overcome the retention problems of such an approach, a 
Coulomb blockade effect is utilized in silicon nanocrystal devices [27] and a com-
bination of different materials as tunnel oxide is used in crested barrier devices 
[28]. Sufficient nonvolatile retention in combination with significantly better per-
formance remains to be proven in approaches implementing a very thin tunneling 
oxide. On the other hand, nanocrystal devices with an increased bottom oxide 
thickness are an interesting alternative to charge trapping devices eliminating the 
erase saturation issue [17]. The challenge lies in the reproducible fabrication of the 
nanocrystals with respect to size and density and in maintaining the achieved elec-
trical properties after the complete CMOS integration. The following two articles 
of this chapter will give a comprehensive overview on the two main fabrication 
methods for nanocrystals. The first article will cover nanocrystal devices fabricated 
using low pressure chemical vapor deposition (LPCVD) while the second one will 
focus on ion beam synthesis on nanocrystals. 

The write/erase speed and endurance issue can also be overcome by using a de-
vice that is merged with the actual storage device allowing a lowering of the poten-
tial barrier during writing and erasing and maintaining the high barrier during stor-
age. Memories called phase-state low electron drive memory (PLEDM) [29] and 
scalable two transistor memory (STTM) [30] by the respective authors are memory 
cells that apply this concept by using multiple tunnel junctions covered by the con-
trol gate and an additional signal line to supply the charge during write and erase. 
Again, the nonvolatile retention of these devices has not been demonstrated yet. 

Nonvolatile Memories Utilizing Inorganic Switching 
Materials

To overcome the limitations of charge storage devices alternative switching 
mechanisms have to be applied. Since, up to now, integrated circuit technology 
deals mainly with inorganic materials, a lot of research and development activities 
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have been focused towards novel inorganic materials [31, 32]. These memory 
mechanisms include ferroelectric and magnetic switching as well as material phase 
change to store information. Most of these memory options are aspired to merge 
into a CMOS technology platform by adding specific modules. Therefore, these 
concepts are generally expected to result in products within a few years. The addi-
tive modules may be implemented as switchable capacitors or resistors using vari-
ous reading and writing schemes. In order to achieve the highest possible densities 
passive cross-point arrays rather than active transistor cells are desired. The smaller 
cell size, however, has to be paid for by a reduced performance due to a more 
complex readout.  

Ferroelectric memory technology [33] is based on the electric dipole switching 
of a certain class of materials. These crystalline ferroelectric materials can be pro-
grammed in two different states by simply applying an electrical bias to the films. 
The electric field causes mobile ions to align along the applied field. Moreover, the 
individual unit cells of the crystal interact with their neighbouring cells to form 
ferroelectric domains. The nonvolatility is based on the fact that the majority of the 
polarized domains will retain their polarization state along the external field after 
the removal of the electric field. 

Common ferroelectric materials are PbZrxTi1-xO3 (PZT), SrBi2Ta2O9 (SBT) and 
(Bi,La)4Ti3O12 (BLT). The most common way to integrate a ferroelectric capacitor 
into a memory cell is the 1T/1C cell, which is similar to a DRAM cell. In order to 
sense the polarization state of the ferroelectric film a switching of the polarization 
is required. Depending on the initial polarization state of the film a small or a large 
amount of charge will flow to the circuit, when the capacitor is biased into one di-
rection. The initial state can be identified by comparing this signal to a suitable ref-
erence. However, a write back is necessary to restore the initial information. In the 
chain FeRAM architecture one select transistor and one ferroelectric capacitor is 
connected in parallel rather than in series. Commonly, 8 or 16 elements of this kind 
are connected in series to form a chain. Since both contacts to the capacitor are 
shared between two cells, this leads to a very compact cell. The chain FeRAM ar-
chitecture was used to demonstrate 8-Mb and 32-Mb devices [34, 35]. Combined 
with a capacitor that has its electrodes oriented perpendicularly to the semiconduc-
tor surface [36] this concept could improve the scalability of ferroelectric memo-
ries. In the 1T ferroelectric field effect transistor (FeFET) cell, the gate oxide of a 
MOS transistor is replaced by a ferroelectric film. The readout can be done – simi-
lar to a Flash cell – by sensing the drain current of this transistor and therefore it is 
nondestructive.  

Ferroelectric materials show some specific reliability challenges. One is the de-
crease in signal with the number of switching cycles. This so-called fatigue phe-
nomenon depends on the material, its deposition and the choice of electrodes. Ad-
ditionally the capacitor has the tendency to prefer a state in which it has been 
stored for extended periods of time. This so-called imprint can lead to a failure, if 
the opposite state is written and subsequently read. Today ferroelectric memories 
for low densities are well established in the memory market [37]. In the third arti-
cle of the chapter, the scaling issues that are associated with ferroelectric memo-
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ries, and that have hindered the success of the technology for higher densities so 
far, will be illustrated.  

Resistance switching in perovskite materials is another candidate for future 
nonvolatile memories [38, 39]. Certain perovskite materials show a pronounced 
change in electrical resistance, if voltage pulses are applied. These materials in-
clude the class of materials that show the colossal magnetoresistance effect, the 
best known is (Pr,Ca)MnO3 (PCMO) [40] as well as Cr-doped SrTiO3 and SrZrO3
[41]. 

For the realization of magnetic random access memories (MRAM) three differ-
ent physical effects, namely anisotropic magnetoresistance (AMR), giant magne-
toresistance (GMR) and tunneling magnetoresistance (TMR) are potential candi-
dates [42, 43]. AMR was used for the first MRAM products, but is obsolete today 
due to the very low resistance change. The GMR effect is based on the spin-
dependent interface scattering of charge carriers in a sandwich structure of a con-
ducting layer embedded between two magnetic layers. A resistance change of up to 
6% is observed between the case, where the two magnetization states are parallel 
and the case, where they are anti parallel. If one magnetic layer is pinned and the 
other is free to switch, the structure is referred to as a spin valve (SV). By modify-
ing the cell design and the reading sequence a pseudo spin valve (PSV) can be con-
structed leading to a doubling of the observed resistance change [44]. Like with 
AMR, GMR-based cells consist of all-metal structures leading to low resistance 
cells, which are not favourable for high density memories. 

Finally, in the tunneling magnetoresistance concept a magnetic tunnel junction 
(MTJ) is used, where the tunneling current from one ferromagnetic layer to another 
one passing through a very thin insulating layer is dependent on the magnetic state 
of the two ferromagnetic films relative to each other. The resistance change be-
tween the case where the two magnetization states are parallel and the case where 
they are anti parallel is about 30–50% [45]. The MRAM cell is written by current 
pulses through the bitline and the wordline in order to generate a magnetic field, 
which is large enough to switch one of the ferromagnetic layers, but not the second 
one. The magnetic domain switching and thus writing time of the cell is in the 
nanosecond range. In contrast to ferroelectric memories the spin flipping mecha-
nism does not degrade with cycling and therefore no endurance limitation is ex-
pected. Medium density MRAM memories based on MTJs are expected to hit the 
market very soon [46, 47]. In the fifth article of this chapter the different devices 
constructed from magnetic tunneling junctions will be covered. 

Phase change memories are based on the reversible phase change between the 
amorphous and the crystalline phase of a chalcogenide glass [48]. These two 
physical states of matter differ in their resistivity. The transition from the crystal-
line to the amorphous state is performed by applying a very short electrical pulse to 
a resistive heater in contact with the phase change material, thereby melting the 
material and afterwards rapidly cooling it below the glass transition temperature in 
order to freeze the amorphous phase. The crystalline state is written by a little 
longer and lower pulse, enough to heat the material between the crystallization 
temperature and the melting temperature. 
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The most promising candidates for phase change memory applications are Ge-Sb-
Te (GST) and Ag-In-Sb-Te alloys, which are also used in rewritable DVD optical 
memories [49]. The phase transition in these materials is very fast and can be re-
peated 1012 times [48]. Product demonstrators up to 64 Mb have been built based 
on this technology [50]. Articles number six and seven of this chapter will cover 
the current status of phase change memory technology as well as a detailed mate-
rial study of the switching in GST.  

Ionic conduction is used in a number of approaches to switch between a high 
and a low resistive state. An oxidizable anode and an inert cathode are used to con-
tact a solid-state electrolyte in the conductive bridging RAM (CBRAM). In the 
erased state the resistance is very high, however, by applying an external voltage, 
metal cations formed at the anode diffuse into the electrolyte and thus metallic den-
drites form to bridge the high resistive matrix. Typical metal ions used are Ag or 
Cu and the solid electrolytes can be glasses like As2S3, GexSe1-x [51], Cu2S [52], or 
oxide layers like WOx [53, 54]. By forming the metallic bridge, the resistance of 
the cell can be reduced by several orders of magnitude. The main advantage is the 
low and reproducible switching voltage defined by the electrochemical reaction in-
volved.  

Organic Memories 

Instead of using an inorganic switching material it is also possible to implement 
organic materials. The advantage of organic materials lies in the fact that the prop-
erties of organic materials can easily be tailored. The main drawback is that usually 
the stability — especially the temperature stability – is limited. Therefore, organic 
materials are usually limited to memory concepts that are processed in the back 
end of line (BEoL). The processing in BEoL, on the other side, introduces the pos-
sibility to stack several memory layers on top of each other and to drastically in-
crease the memory density. The CMOS circuits necessary to operate the array can 
be placed under the array resulting in very high cell efficiency [31, 32]. The or-
ganic memory layers are stacked on top of each other separated by insulators. De-
pending on the switching effect used, electrodes may also be shared among differ-
ent memory layers reducing the processing steps for the memory array [55]. This 
approach is not limited to organic memories, in fact the first stacked OTP-type 
products use amorphous silicon antifuses [56], but organic materials have a large 
potential to combine all the necessary requirements to achieve a rewritable version 
of such a memory [55]. 

In this paper we discriminate between organic memories, which are memories 
using bulk switching effects in organic materials, and molecular memories which 
use the properties of a single (usually also organic) molecule. Figure 5 illustrates 
this concept showing an organic memory cell in Figure 5a and a molecular mem-
ory cell in Figure 5b.  The latter will be covered in the following section of this ar-
ticle.
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Figure 5. Schematic representations of an organic (a) and a molecular memory (b)

For organic memories either ferroelectric switching or conductance switching is 
used. Ferroelectric polymers have a much lower permittivity and a much slower 
switching speed than inorganic ferroelectrics [57, 58]. This may lead to the possi-
bility of making the above mentioned pure cross point arrays, which were not suc-
cessful with inorganic ferroelectrics [37]. The slow switching speed can be com-
pensated for by massive parallelism in high density data storage applications like 
digital cameras, MP3 players or digital videos. 

For resistance switching a number of different concepts have been published 
[54]. Krieger et al. have proposed the use of structural electronic instability in one-
dimensional molecular systems [59]. In a concrete realization they used a polycon-
jugated compound (polyphenylacetylene) with 5–7% of potassium chloride. By 
applying an electric field the sodium and chloride ions are separated and form con-
ducting complexes with the one-dimensional molecular system. Fast switching, a  
switching endurance of 108 cycles, data retention of 1.5 months as well as a multi-
level cell storing four different resistance values were demonstrated [60, 61]. 

Potember et al. proposed an electrically induced phase transition in charge 
transfer complexes like silver and copper tetracyanoquinonodimethane (TCNQ) 
salts as another class of material showing promising switching behavior [62]. 
Charge transfer complexes recently also have demonstrated promising memory 
properties and integration results [63]. A large number of other materials showing 
switching effects have been reported in the literature [64, 65, 66, 67]. In most cases 
further work will be required to achieve stability and switching properties that are 
suitable for memory applications. The last article in this chapter will explain the 
main approaches under study today. 

On top of the pure electrical approaches there are also approaches that use 
combinations of electrical and optical writing and reading effects [68]. The integra-
tion of these effects into high density memories still has to be proven.   
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Molecular Memories 

The term molecular memory is used here for memory elements that make use of ef-
fects occurring in a single molecule involving quantum mechanical effects. It is not 
necessary to establish a contact to a single molecule. It is generally more conven-
ient to create a monolayer film consisting of a large number of functional mole-
cules and contacting these films by depositing an electrode layer on top. These 
types of memories, however, then have the potential to be scaled down to the scale 
of a single molecule. 

Rotaxane molecules were investigated by Collier et al. [69]. Though a reason-
able on/off ratio has been proven, it has also been found that these molecules were 
only programmable once. Using [2] catenane molecules the same researchers es-
tablished reversible switching [70]. Recently, modified rotaxane molecules were 
shown to allow reversible switching and a very compact 64-bit memory was real-
ized [71].

By attaching nitro-redox centers to suitable phenyl-based molecules Reed and 
Tour produced a large reversible switching effect [72, 73]. With self-assembled 
monolayers of these molecules embedded into an Au/molecular ML/Au electrode 
structure a fast and reversible resistance switching with a thermally activated decay 
time of about 103 s at room temperature was achieved. The retention is thought to 
depend on the energy barrier given by the thiol/Au contact. The current under-
standing is that the charge transfer to or from a molecule alters its geometric form 
and thereby its electronic orbital structure leading to the observed resistance 
change. Multiporphyrin nanostructures use a redox reaction to store charge in the 
molecule as the basic operational principle. The effect has been demonstrated in 
liquids [38] but no solid state realization of this concept has been shown. 

Nanoelectromechanical nanotube memories are a crossbar arrangement of car-
bon nanotubes with well-defined on/off states [74]. The proposed memory array 
consists of single-walled nanotubes arranged in parallel rows lying on an insulating 
substrate. These rows are crossed by perpendicularly arranged nanotubes, which 
are suspended from periodic supporting pillars. Memory functionality is based on 
the electrostatic forces which act in between transiently charged nanotubes. Attrac-
tive or repulsive electrostatic forces bring the nanotubes in contact or separate 
them. The resistance at a matrix crosspoint is by some orders of magnitude lower if 
the two nanotubes are in contact. The degree of mechanical strain required for 
bistability is well below the elastic limit of the material. This type of memory 
could lead to ultrahigh density of 1012 elements per square centimeter [74]. How-
ever, no procedure for defined manufacturing of the single nanotube elements is 
known yet. The first realization, again, uses monolayer films of nanotubes [75]. 

Finding adequate deposition and structuring methods and tailoring the chemical 
properties of the materials is subject of the current research on molecular memo-
ries. The characterization and optimization is facing severe challenges and will cer-
tainly require much more time. Especially the thermodynamic stability of the dif-
ferent molecular states and the reaction kinetics have to be studied in more detail in 
order to give a deeper insight in the suitability of such molecules for their applica-
tion in future nonvolatile memories.  
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Summary 

In this article the main concepts for nonvolatile memories both in production and 
in the research stage have been summarized with the focus on material science as-
pects as well as basic concepts and a classification of the various approaches is 
given. Today’s nonvolatile memories are based on charge storage with the majority 
of the products using charge storage devices. Charge trapping devices are becom-
ing more important due to their superior scaling promises. To overcome the limita-
tions of charge storage devices new switching materials have to be introduced in 
the CMOS process. Memories using inorganic switching materials, especially 
ferroelectric, magnetoresistive and phase change memories are in an advanced de-
velopment stage. Ferroelectric memories are already established for lower density 
products. Organic memories hold the promise of low cost and very high densities. 
However, the material stability will need significant improvement. Molecular 
memories are scalable down to molecular dimensions if the basic fabrication issues 
as well as the contact formation challenges can be solved.  

The following articles will give in-depth coverage on nanocrystal, ferroelectric, 
magnetoresistive and organic memories. All of the more advanced short to mid-
term concepts are therefore covered in detail here, while the organic memory sec-
tion gives an outlook into the mid and long-term future. 
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Introduction

Mobile, battery-powered electronics are becoming more and more common and 
indispensable [1]. Cellular phones, personal digital assistants, digital cameras and 
music players are widely spread and fuel the need for more semiconductor data 
storage devices that retain the data even when the supply voltage is disconnected. 
Due to the opening of this mobile electronics market non-volatile memories have 
gained huge attention and semiconductor market shares. The commonly used non-
volatile memory is the so-called Flash memory. The Flash cell is a charge-storing 
memory cell which is based on a metal oxide semiconductor (MOS) field effect 
transistor (FET) with a charge-storing island embedded in the gate oxide. This type 
of transistor is most commonly used for digital semiconductor logic circuits and 
also acts as the basis of other non-volatile memories such as the charge-trapping 
NROM [2]. Like MOSFETs, Flash and floating-dot memories are compatible to 
complementary MOS (CMOS) technology. This is very important for the integra-
tion of non-volatile memory into logic circuits. However, conventional Flash mem-
ory cells suffer from limited write endurance due to degeneration of the isolation 
material that surrounds the charge-storing island. Floating-dot memories circum-
vent this handicap by employing a nano-dot layer that is insensitive towards local 
defects. To understand the details of these memory devices the next paragraph 
deals with the basic functional principle of Flash and floating-dot memories. 

Fundamentals

The MOSFET transistor is the workhorse of data processing logic devices like 
computer processors and microcontrollers. In case of silicon MOSFETs the gate 
insulator is commonly fabricated from silicon dioxide (SiO2). An introduction of 
charge carriers into this gate insulator leads to a change of the electric field within 
the gate insulator and thus to a change of the influenced carrier density inside the 
transistor channel. This leads to a threshold voltage shift Vth and subsequently, the 
drain current ID can be influenced by several orders of magnitude. This effect is 
exploited by charge-storing devices like FLASH and floating-dot memories. 
As depicted in the cross-section schematic of a Flash memory cell (see Figure 1a) a 
second gate is embedded into the gate dielectric. Because this gate electrode is not 
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contacted and thus its electrical potential is not directly controlled it is called float-
ing. This floating gate is electrically insulated from the gate electrode above and 
from the transistor channel beneath by two insulating layers. While the upper insu-
lating film is used to prevent any electrical current between the floating gate and 
the gate electrode the task of the lower dielectric layer is more sophisticated. This 
layer is a tunnel dielectric layer. By applying appropriate voltages to the gate elec-
trode, charge carriers can be forced to tunnel through this layer to and from the 
floating gate. After disconnecting the write or erase gate voltage these carriers re-
main on the floating gate and influence the transistor’s threshold voltage Vth. This 
threshold voltage shift Vth can be easily measured so that the stored information 
can be read from the memory transistor. The floating gate divides the gate capacity 
into a control oxide (cox) capacity Ccox and a tunnel oxide (tox) capacity Ctox (see 
schematic on the left in Figure 1). 

Figure 1. Cross-section schematic of a FLASH (a) and a floating-dot (b) memory cell tran-
sistor. 

The threshold voltage shift Vth that is induced by the charge on the floating 
gate only depends on the floating gate charge Qfg and the control oxide capacitance 
Ccox:

Vth = Qfg/Ccox

The charge storage capabilities of the floating gate are directly governed by the 
electrically insulating properties of the oxide layers. The information storage time 
is determined by the leakage current through the oxide layers. Since the tunnel ox-
ide is usually thinner than the control oxide, its insulating quality must be very 
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high to effectively suppress leakage currents. On the other hand, the tunnel currents 
during write and erase processes damage the tunnel oxide locally and weaken its 
insulating properties. Finally, repeated write and erase procedures lead to a local 
conducting path through the tunnel oxide so that the charge can quickly flow back 
into the transistor channel after a charging process. After such a fatal oxide break-
down the memory cell is defective since its charge storing capability is destroyed. 
In order to enhance FLASH’s oxide breakdown tolerance, floating-dot memories 
have been introduced [3-5]. Here, instead of one floating gate many separated 
floating dots are employed for charge storing. Thus, a local oxide defect only af-
fects and discharges a locally limited area of one or a few dots but not all of them. 
Therefore, the oxide breakdown tolerance is improved and longer device lifetimes 
with more write/erase cycles can be achieved. Furthermore, a floating dot memory 
device is less sensitive to inhomogeneities of the tunnel oxide thickness which can 
lead to a premature oxide breakdown. Figure 1b) shows the cross section of such a 
floating-dot memory transistor’s gate stack exhibiting the charge-storing dot layer 
embedded into the gate insulator. 

Fabrication

Different approaches exist for the fabrication of floating-dot memory devices. The 
main challenge is the manufacture of the nano-dots with a density as high as possi-
ble while also retaining the electrical insulation from each other. These processes 
comprise the deposition and thermal annealing of amorphous silicon [6] or silicon 
rich oxide (SiOx, x<2) [7] and the implantation of silicon into silicon dioxide [8, 9]. 
Another possibility is the self-organized deposition of silicon nano-dots by low 
pressure chemical vapor deposition (LPCVD) [10, 11] and the subsequent deposi-
tion of the control oxide. Devices based on this latter fabrication method have been 
manufactured and electrically characterized. Silicon on insulator (SOI) substrate 
was chosen since it offers unique advantages in terms of current control and scal-
ability of these devices. SOI substrates consist of a thin (10–100 nm) monolithic 
silicon film that acts as the active semiconductor layer and that is electrically insu-
lated from the bulk silicon material by a buried oxide layer in-between. By etching 
completely through this top silicon layer down to the silicon dioxide it is possible 
to fabricate insulated silicon structures and devices. SOI substrate offers the possi-
bility of three-dimensional devices like triple-gate transistors [12, 13] and FinFETs 
[14, 15] which possess extremely high drain current controllability due to the im-
proved gate influence. 

For the fabrication of the memory devices slightly p-doped (boron, 2·1015 cm-3)
SOI substrates with a top silicon layer thickness ttop of 100 nm were used. The tran-
sistor channel was lithographically defined and etched using a reactive ion etching 
(RIE) process. The 3-nm-thick tunnel oxide was thermally grown. Subsequently, 
the silicon nano-dots and the control oxide were deposited. These two key proc-
esses are described in detail in the following paragraphs. After the manufacturing 
of the memory gate stack the gate electrode is deposited by poly-silicon LPCVD, 
lithographically defined and RIE-etched. Finally, an arsenic implantation and an-
nealing is used for n-doping the source and drain regions and the gate. Figure 2 de-
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picts a simplifying perspective schematic of a floating-dot memory transistor on 
SOI substrate. The source, drain and channel regions fabricated of the top silicon 
can be recognized as well as the poly-silicon gate electrode on top and the gate in-
sulator with the embedded floating silicon nano-dots in-between. The SOI top sili-
con thickness, the channel width W and the gate length L are also indicated. 

Figure 2. Schematic of a floating-dot memory transistor on SOI substrate. 

Fabrication: Self-organized Silicon Nano-dot Deposition 
by LPCVD 

For the memory effect of floating-dot storage devices the fabrication of the charge-
storing islands is the key process. In contrast to silicon implantation and annealing 
the deposition of nano-dots by LPCVD on top of the tunnel oxide offers the advan-
tage of a precise vertical localization of the nano-dots within the gate stack. There-
fore, the tunnel oxide has got an exact and easily controllable thickness since it can 
be thermally grown. When developing an LPCVD process for the deposition of 
silicon nano-dots, one must consider that the amounts of deposited silicon are very 
small. In order to keep the deposition time from falling below an uncontrollable 
and unreproducible minimum the process parameters must be chosen carefully. 
Apart from the furnace geometry the parameters of the LPCVD process are the 
temperature, the gas mixture, the gas flux, the pressure, and the deposition time. In 
case of the applied process the used gas is silane (SiH4). The temperature, pressure 
and silane flux are kept low in order to keep the density of reactants inside of the 
furnace and their reactivity low. Also, the pretreatment of the tunnel oxide surface 
influences the results of the nano-dot deposition. It has been reported that the den-
sity of the dots can be enhanced by an HF-treatment of the underlying silicon diox-
ide layer. This HF-treatment leads to an OH-bond termination of the silicon diox-
ide surface and to a decrease of the activation energy of the silane-based vapor 
phase deposition [16]. The deposition of nano-dots by LPCVD runs through three 
different phases as depicted in Figure 3. These phases are nucleation, dot growth 
and coalescence. During the nucleation the dot density increases because new nu-

Kanal-Kanal- GG

 L Si nano-dots 
  in gate oxide 

 source 
 gate 

ttop W top silicon

 buried silicon dioxide 

 bulk silicon 

drain 



  Floating-dot Memory Transistors on SOI Substrate 131 

cleation sites are used for silicon accumulation out of the gas phase. Then, the dot 
growth sets in and the dot density remains almost constant. The deposited silicon is 
mainly integrated into existing dots which become larger and finally start to coa-
lesce with each other in the last phase. Here, the dot density decreases until eventu-
ally there is only one contiguous silicon layer. 

Figure 3. Idealized, temporal evolution during the deposition of silicon nano-dots by 
LPCVD exhibiting three phases: nucleation, dot growth and coalescence. 

Coalescing silicon dots on top of a thin silicon dioxide layer are shown in the 
scanning electron microscopy (SEM) image of Figure 4. It can be seen that coa-
lescing silicon dots form larger contiguous areas. The amount of deposited silicon 
is too high resulting in a non-optimal dot density. 

By adjusting the deposition parameters appropriately it is possible to decrease 
the deposited silicon amount and to maximize the dot density. In Figure 5 a SEM 
image of silicon nano-dots on a 3-nm-thick tunnel oxide is shown. In comparison 
to Figure 4 the amount of deposited silicon material is smaller resulting in an opti-
mal dot density of 4·1011 cm–2. The dot diameter is between 5 and 10 nm. This dot 
deposition process is used in the devices presented in the following paragraphs. 

Fabrication: High Quality Silicon Dioxide Deposition by 
RPECVD 

Silicon dioxide is one of the best electrical insulators for standard silicon process 
technology in terms of interface quality as well as electrical and mechanical stabil-
ity. Furthermore, it can be very easily grown from silicon material by thermal oxi-
dation as it is applied for the fabrication of the tunnel oxide. During this process 
silicon material is exposed to an oxygen atmosphere at high temperatures 
(800-1100°C) and reacts with it to silicon dioxide. 44% of the final silicon dioxide 
layer was formerly silicon material. So, during this process silicon is consumed. In 
the case of floating-dot memories it is necessary to deposit the control oxide in-
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stead of growing it. During a thermal oxidation process the silicon nano-dots 
would be completely consumed and thus, their charge-storing function eliminated. 

Figure 4. SEM image of coalescing silicon dots. 

Figure 5. SEM image of LPCVD-deposited silicon dots with a density of 4·1011 cm–2 and 
diameters of 5-10 nm. 

The dielectric layers in FLASH and floating-dot memory devices play a key 
role in regard to the function and reliability of these devices. The deposited silicon 
dioxide must therefore be of high quality which can be recognized by a very low 
electrical conductivity, low oxide charge, low oxide trap and low interface state 
density as well as a high electrical breakdown field. To meet these requirements a 
remote plasma enhanced chemical vapor deposition (RPECVD) process is used. 
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The RPECVD chamber system is depicted in Figure 6. Due to its construction it 
offers several advantages allowing for the deposition of very high quality silicon 
dioxide. For the deposition the sample is heated up to a temperature of only 250°C. 
This low temperature is possible because of the additional application of plasma 
energy. The plasma is generated inductively (inductively coupled plasma, ICP) by 
a high frequency (HF) coil which is energized by an HF generator and a matching 
unit. The plasma region is spatially separated from the sample substrate and thus 
does not damage the sample surface by irradiation. Furthermore, it is possible to 
select the gases which pass the plasma region and are excited. In this case only 
oxygen and helium are let into the chamber passing the plasma region. The helium 
is used as an energy transfer medium transporting the plasma energy from the 
plasma region to the substrate surface. These selective gas inlets limit the possible 
chemical reactions and the resulting chemical products which improve the quality 
of the deposited oxide. Silane is introduced by a sample-near gas ring contributing 
the needed silicon. At the sample surface silane and oxygen form silicon dioxide 
assisted by the plasma energy delivered by the helium and oxygen molecules. Ex-
cept for the silicon dioxide only volatile substances like O2, He, H2 and H2O (gase-
ous) emerge which are pumped out of the system. With this process it is possible to 
deposit high-quality silicon dioxide at a constant deposition rate. After the deposi-
tion the sample is thermally annealed in an RTP chamber system at 1000°C for 
30 s in order to further improve the silicon dioxide and its interface quality. The 
achievable quality of the deposited silicon dioxide is close to thermally grown 
SiO2. The electrical properties are summarized in Table 1 [17, 18]. 

Table 1. The electrical properties of the RPECVD-deposited SiO2.

Oxide charge density Interface trap density Breakdown field 
7·1010 cm–2 3·1010 cm–2eV–1 12 MV/cm

Floating-dot Memory Transistors 

Applying the aforementioned processes, floating-dot memory transistors were fab-
ricated on silicon on insulator substrate with a top silicon layer thickness of 
100 nm. The transistor channel width W is 20 µm, the gate length L is 2 µm. All 
structures were defined by optical lithography. The tunnel oxide is 3-nm thick, the 
control oxide is 50-nm thick. Two SEM images of this device are shown in Figure 
7.

The memory properties of these devices are characterized by electrical meas-
urements. Figure 8 depicts the transfer characteristics of a floating-dot memory 
transistor which show the effect most clearly. The drain current ID is plotted loga-
rithmically versus the gate voltage VG. The drain source voltage VDS is 100 mV in 
this case. The first measurement runs from negative to positive gate voltages. The 
backward measurement was done in the opposite direction. The high negative and 
positive voltages at the beginning of the measurements led to discharged and nega-
tively charged nano-dots, respectively. This charging effect can be observed by a  
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Figure 6. Schematic of an RPECVD chamber system. 

shift of the ID curves along the gate voltage axis. After applying a high positive 
voltage the silicon nano-dots were charged with electrons which led to a right shift 
of the second curve. The hysteresis between the two curves, i.e. the threshold volt-
age shift Vth, is a direct indicator for the amount of charge stored inside of the 
nano-dots. A threshold voltage shift of 5.3 V is observed corresponding to a charge 
difference of about six electrons per silicon nano-dot between the first and second 
measurement. 

The drain current ratio between these two curves is shown in Figure 9. It can be 
used to evaluate the memory signal strength when reading the information out of 
such a memory transistor. It can be seen that the drain current modulation exceeds 
106 at a gate voltage of about –5 V which allows a distinct read-out of the stored in-
formation. 
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Figure 7. SEM images of a floating-dot memory transistor with W=20 µm and L=2 µm. 
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Figure 8. Transfer characteristics of a floating-dot memory transistor revealing a threshold 
voltage shift of 5.3 V due to charged nano-dots. VDS=0.1 V. 

In order to retain the stored charge for commercially relevant periods 
(~ 10 years) the tunnel SiO2 must not be thinner than about 8 nm [19]. In this case 
the tunnel oxide is only 3-nm thick resulting in an exponentially shorter retention 
time. It can be observed within days and hours by monitoring the drain current ID
with fixed drain source and gate voltages. In Figure 10 such a retention time meas-
urement can be seen. The drain source voltage VDS is 100 mV, the gate voltage is 
kept at 0 V after charging and discharging the silicon nano-dots by applying +40 V 
and –42 V for 1 min respectively. The monitoring time period is 12 h. A worst-
case linear approximation results in a storage time of three days. By using a thicker 
tunnel oxide drastically increased storage times will be achievable. 
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Figure 9. Drain current ratio ID,discharged/ID,charged versus gate voltage VG, tcox=50 nm. 
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Figure 10. Storage retention time measurements after charging and discharging. VDS=0.1 V. 

In order to lower the programming voltages it is necessary to use a thinner con-
trol oxide on top of the nano-dots. Exploratory devices have been fabricated with a 
20-nm-thick control oxide. This lowers the threshold voltage hysteresis as well as 
the write/erase voltages. In Figure 11 the transfer characteristics of one of these 
devices is shown. 

The write and erase voltages are +18 V and –21.5 V, respectively. The channel 
width W of this exploratory memory transistor is 40 µm. As can be seen in    
Figure 11 the measured threshold voltage hysteresis is 1.5 V which indicates an 
average charge of 4.2 electrons per silicon nano-dot. 
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Figure 11. Transfer characteristics of a floating-dot memory transistor with only 20 nm con-
trol oxide exposing a threshold voltage shift of 1.5 V. VDS=0.1 V. 

Conclusion

Non-volatile memories have become an indispensable part of today’s digital data 
processing. The quickly growing mobile electronics market especially fuels the 
demand for these devices. The presented floating-dot memory concept discloses a 
related and CMOS-compatible alternative with enhanced write/erase endurance 
compared to FLASH while not demanding severe changes of the manufacturing 
process at the same time. Here, the charge-storing silicon nano-dots are deposited 
by a self-organized LPCVD technique. The introduced concept is based on ad-
vanced SOI substrates, which exhibit fabrication as well as device advantages and 
offer higher scaling potential than conventional bulk silicon substrates. The electri-
cal data of the presented examination devices prove the suitability of the floating-
dot memory concept and pave the way for enhanced non-volatile memory devices. 
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Introduction

According to the International Technology Roadmap for Semiconductors (ITRS) 
[1] multidot memory dominates the research activities of emerging memory de-
vices. First published in the mid 1990s [2] this memory concept bases on a layer of 
well-separated Si or Ge nanocrystals (NCs) embedded in the transistor gate oxide 
substituting the floating gate of classical Flash-memory devices. Transferred 
through an injecting oxide, charges are captured or trapped in or at NC, which 
leads to a change of the transistor-characteristic. The separation of storage nodes 
allows further reduction of device dimensions, excess voltages and times with re-
taining non-volatility and improved endurance. Moreover, this concept supports 
the ability to store two bits in one transistor cell [3]. An overview of preparation 
methods of multidot memories is summarized in ref. [4]. The NC-formation by 
ion-beam synthesis (IBS) utilizes processes of self-organization and redistribution 
of supersaturated and perturbed matrices. Mainly small NCs (dNC  3 nm) are pre-
pared with very high density of NNC  1012cm–2. Combined with cost-effective 
processing IBS is a promising method for NC formation. 

The Principle of Ion-beam Synthesis 

From the technological point of view IBS is a combination of high-dose ion im-
plantation (II) and subsequent annealing. II leads to a supersaturation by impurity 
atoms (Si, Ge) inside the gate oxide. Generally speaking, their distribution, which 
is of gaussian-type by implantation, is adjusted by the mass and energy (in keV) of 
the implanted ions. Their average position (projected range Rp) is determined by 
energy, the achieved NC-size and NC-density by II-dose (in ions/cm2). The NC-
formation is described in terms of self-organization, nucleation and growth      
(Figure 1) [6]. Their mean size, density and spatial distribution changes during 
Ostwald ripening. These more general considerations have to be extended for high 
dose ion implantation in thin gate oxides taking "swelling" and "interface(IF)-
mixing" into account. Furthermore, for Ge-II a "redistribution" of impurity atoms 
was observed. 
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Figure 1. Scheme of ion-beam synthesis of nanostructures after [5]. By subsequent anneal-
ing or even during ion implantation NCs nucleate inside the supersaturated region and grow 
in the following. Buried layers or wires can be formed for very high ion doses by a process 
of coalescence. 

These aspects have a strong impact on the formation of NC-based memory devices 
by IBS. 

Passing through the matrix the implanted ions lose energy by interactions with 
electrons and nuclei of matrix atoms within the SiO2, whereas the latter one domi-
nates for low ion energies. At high-dose II a cascade of displaced atoms leaves a 
strongly damaged gate oxide behind. As a consequence, the damaged oxide surface 
is sensitive to the local environment of cleaning and annealing conditions [7, 8]. 
The subsequent annealing is necessary to form NC and to restore the oxide as well. 

Different Approaches of NC Formation by IBS 

Figure 2 shows three main concepts of synthesis leading to different distributions 
of NC. (i) Ultra-low-energy (ULE) implantation of Si+-ions in 10 nm SiO2 using 
II-energies of 1 keV and very high II-doses (D  1 1016cm–2) leads to a very shal-
low Si-profile in a near-surface region, where Si-NCs form during annealing. (ii) A 
completely different concept is pursued by irradiation of a poly-
Si(Gate)|SiO2|Si(bulk) stack. Damage cascades of displaced atoms lead to a mixing 
of both formerly sharp Si/SiO2-IFs. During subsequent annealing and IF-
reconstruction a rather symmetric arrangement of Si-NCs forms in vicinity to the 
gate- and bulk electrode within the SiO2. (iii) By low-energy (LE)-implantation 
both components – primary implanted Si ions and detached Si atoms by IF-mixing 
— contribute to the resulting NC distribution. A comparison of Si- and Ge-II 
shows that in the latter case additionally a redistribution of Ge during annealing 
has to be taken into account. Each of these concepts is discussed in the following 
exemples.  
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Figure 2. Three main concepts of NC-formation by means of IBS differing in the applied 
ion energy lead to different NC-distributions. 

Ultra-low-energy Implantation 

As mentioned before the ULE-IBS is carried out in thin gate oxides (  7nm) using 
a Si-ion energy of 1 keV and very high doses (1 1016cm–2) [8–10]. As a conse-
quence, the resulting Si excess in the oxide reaches 35 at.% [10]. This high 
amount of added atoms leads to a continuous swelling of the oxide during implan-
tation and thus to a very shallow insertion of Si atoms. This high degree of pertur-
bation requires annealing temperatures of T  950°C for at least 30 min in N2 or Ar 
atmosphere. Kinetic Monte Carlo (KMC) simulations [11] show that in those cases 
the process of NC-formation has to be discussed in terms of "spinodal decomposi-
tion" and percolation. Transmission electron microscopy (TEM) investigations 
(Figure 3) indicate far more the formation of a structurally and/or electrically con-
nected layer with crystalline reflexes than of isolated and well separated NCs [8, 
12]. 

A memory window of 2 V is reported with applied write/erase pulses of 9 V 
for durations of 10 ms [8]. Neither degradation nor drift in memory window was 
detected after 106 write/erase cycles. Long-term extrapolation indicates a 10-year 
retention with a memory window of about 0.4 V. Here the control oxide is im-
proved by dilution of the annealing gas with 1.5% O2. The NC-layer is positioned 
more towards the gate than to the Si-bulk electrode (see Figure 3 for 7 nm SiO2). In 
contradiction to that the charge exchange between Si-substrate and the NC-layer 
dominates [8, 9]. Thus, the mechanism of charge transfer through the oxide is sup-
posed to be trap-assisted. The attempt to reduce the tunneling distance to <5 nm 
between the Si-NC layer and the Si substrate by increasing of II-energy failed (for 
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details see [10]). A distance of 2 nm can only be achieved by implantation in thin-
ner gate oxides ( 5 nm). 

Figure 3. High-resolution cross-sectional (X-)TEM images under defocused bright field 
conditions for 10, 7 and 5-nm-thick oxides according to ULE implantation under same II- 
and annealing conditions (see text) [8], presented with permission of Elsevier Science B.V. 

NC Formation by Interface-irradiation 

Here the supersaturation of Si in the oxide is not directly related to the implanted 
species of Si. The Si-excess near the Si/SiO2-IFs is achieved just by irradiation of a 
stack as presented in Figure 2b, in principle more or less independent on type of 
ion. In this case a 50 nm n+-poly-Si gate covers 15 nm SiO2 grown on p-Si [13]. 
This stack is irradiated by 50 keV 1 1016 Si+-ions/cm2. This concept of NC-
formation by  irradiation is protected by patents for device-relevant applications 
[14]. 

As a consequence of II, matrix atoms (Si and O) are displaced and mixed; both 
formerly sharp Si/SiO2-IFs get smeared out. For the as-implanted state the ex-
pected Si-excess is shown in the inset of Figure 4a. The majority of implanted Si-
ions is positioned deeply in the Si-bulk, thus a direct contribution of those atoms to 
the NC-formation is negligible. 

During subsequent annealing (T  950°C) the instable mixture of Si and SiO2
starts to separate. During reformation of the IFs some more strongly displaced Si 
atoms stay within the SiO2, form precipitates and grow to NCs. The same happens 
to displaced O atoms within the Si-bulks forming SiO2-clusters in the gate and sub-
strate. The process of IF-reformation and NC-formation is confirmed by KMC-
simulations (see Figure 4). The number of Monte Carlo (MC) steps corresponds to 
annealing temperature and time. 

Aspiring towards equilibrium conditions the Si- and SiO2-clusters disappear 
with on-going annealing time, but due to the higher mobility of O in Si than Si in 
SiO2 the Si-NC are far more stable. The process of dissolution and growth can be 
described by means of Gibbs–Thompson relation and Ostwald ripening [6]. 
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Figure 4. A 3D-KMC simulation of an irradiated stack as presented in Figure 2b. The gray-
scales reflect the number of diatomic Si-Si bonds. After 50000 MC steps Si-NC and SiO2-
clusters are formed in the SiO2 and in the Si-bulk, respectively. With proceeding simula-
tion/annealing time the Si/SiO2-IF gets smoother and the NCs dissolve  until an equilibrium 
of totally separated regions is reached. The KMC-simulation was performed by K.-H. 
Heinig, Forschungszentrum Rossendorf 2003, and is presented with permission (see also [5, 
11, 16]). 

As indicated in the Figures 2b and 4c, after annealing two layers of 1-2 nm 
small NCs form almost symmetrically in vicinity to each Si/SiO2-IF. They are self-
aligned by a denuded zone of 1-3 nm SiO2 separated from the Si-gate and substrate 
electrode. The distance depends on the degree of IF-mixing, annealing temperature 
and time. Although so far the direct detection of these Si-NCs by fringes in con-
ventional high resolution (HR)X-TEM failed, decoration experiments prove their 
existence [15]. This concept has the distinct advantage that the sensitive SiO2 re-
gion is covered and thus unaffected by cleaning and annealing ambient. 

First electrical investigations of samples annealed at 1050° C for 30 s in N2
show clear memory behaviour [13]. Write/erase-pulses of 10 ms at voltages of  

6 V reach programming windows of 0.6V with a data retention of hours at 
85°C. A trade-off between the degree of mixing and NC-size, NC-density and their 
distance to the Si-bulk limits the application for memory devices. A stronger per-
turbation for larger injection distances needs a higher temperature budget for re-
construction. As a consequence larger NCs ripen in much lower density. 

Low-energy Implantation and Redistribution 

The third concept deals with low-energy (LE) implantation of Si or Ge-ions in gate 
oxides of 10-30 nm thickness (Figure 2c). With respect to the different mass of Si 
and Ge the parameters of II (energy and dose) has to be adjusted to achieve similar 
ion distributions in SiO2 and a comparable and moderate damage at the Si/SiO2-IF. 
For dox=20 nm the implantation is carried out for 74Ge+-ions at 12 keV with 
5.0 1015 cm-2 (LD) and 1.5 1016 cm-2  (HD) and for 28Si+-ions at 6 keV with 
7.0 1015 cm-2 (LD) and 2.0 1016 cm-2  (HD), respectively. The samples are subse-
quently annealed at 950°C (Ge) and 1050°C (Si) for 30 s in Ar. 
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Figure 5. Effects of sputtering, swelling, IF-mixing and a redistribution have to be taken 
into account discussing IBS. (a) Implanted content of Ge and Si. Obtained Ge-II-profiles 
calculated by TRIM and TRIDYN result in considerable differences by swelling, especially 
for excess-concentrations 10 at.%. Si-TRIM profiles are referenced by the straight line. (b) 
A Si-excess by IF-mixing has to be taken into account, here shown by Ge-LE-II (TRIDYN). 
(c) After subsequent annealing a significant redistribution of Ge is observed by Rutherford 
backscattering spectrometry (RBS). 

The distributions of implanted Ge and Si in SiO2 are calculated by TRIM [17] 
(Figure 5a). For excess concentrations of 10 at.% dynamic effects of swelling and 
sputtering during implantation have to be taken into account, here calculated for 
Ge using TRIDYN [18]. A fraction of implanted ions and recoils reaches the 
Si/SiO2-IF leading to mixing effects (see Figure 5b for Ge-II), which results in an 
additional Si-excess within the SiO2.

During annealing Ge starts to redistribute (Figure 5c) [19, 20]; a fraction dif-
fuses towards the Si/SiO2-IF. Moreover, a loss of Ge-content is observed reaching 
about 30% of the implanted amount. In contrast implanted Si can be obtained as 
locally stable proved by isotope experiments [21]. Solely oxidation reduces the 
amount of free Si, whereas this fraction gets lost for the process of Si-NC-
formation. 

(HR)X-TEM investigations (Figure 6a) reveal that for Ge-IBS (LD) the NC-
distribution differs significantly from the as-implanted Ge-profile. For the higher 
dose larger NCs form in the middle of the SiO2 (Figure 6b). The position of Si-NCs 
(Si-II (HD)) follows the implantation profile (Figure 6c) as predicted by TRIM-
simulation (Figure 5a). For the lower dose no fringes were detected. The evidence 
of Ge-NCs is much clearer than for Si-NCs due to an additional Z-contrast imag-
ing. Similar to the IF-irradiation Si-NCs form in vicinity to the Si/SiO2-IF as dis-
cussed before. Diffusing Ge atoms decorate the Si-NCs, thus compensating the 
tendency to dissolve during annealing. 

Electrical analysis for Ge-IBS (LD) gives the expectation of programming 
times of 100 ns for a memory window of 1 V at pulses of –8 V [22]. With 
write/erase pulses of 8 V for 100 ms a large memory window of 8 V (Ge-II) is 
achieved that lasts on the order of seconds with 0.2 V remaining after days. For 
Si-LE-II(HD) the memory window saturates at 2 V with a retention of 0.5 V for 
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weeks with applied programming pulses of 8 V for a duration of 100 ms. For 
similar structures a 256K-nvSRAM [23] is demonstrated proving long endurance 
capability. 

 Figure 6. (HR)X-TEM investigations according to LE-IBS. Redistribution effects changes 
the position of NCs significantly (a). For high-dose II the position of NCs  follows the impu-
rity profiles of implantation (b,c). 

Conclusion

Three different approaches for the IBS of nanocrystals in the gate oxide of MOS 
structures were discussed. In all cases clear memory behaviour was observed. A 
variance of multidot devices from DRAM-like to non-volatile-semiconductor-
memory-like applications was shown. For high-dose IBS swelling, sputtering and 
IF-mixing have to be taken into account, which have a strong influence on the 
memory capabilities. It has been found that for Si-IBS or Ge-IBS, annealing influ-
ences the elemental depth profiles and the corresponding NC-distribution in a very 
different way. As a consequence, samples prepared by Si-IBS tend more to 
NVRAM-like behaviour, whereas the redistribution of Ge observed in Ge-LE-IBS 
provides DRAM-like properties. The latter combines the formation of NCs in a 
short distance to the Si substrate caused by IF-irradiation with a high density of 
small, well-separated NCs, which are fundamental requirements of common and 
future memory devices. Thus, IBS has the potential for use in cost-effective multi-
dot memory applications, for example, in a multidot DRAM with prolonged reten-
tion time. 
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Ferroelectric-based Memories within the RAM Family  

For all matrix-based memories, the storage principle is based on physical states 
that can be read electrically by addressing the matrix element. Matrix-based memo-
ries (Figure 1) are based today on semiconductor chips and can be grouped into 
read and write random access memory (RAM), typically used for data storage, and 
read only memory (ROM), typically used for instruction storage.  

Figure 1. Categories of matrix-based memory chips showing the most relevant types. The 
abbreviations are explained in the text. The boundary between non-volatile RAM and repro-
grammable ROM is not sharp. Today, it is given by the write times, which are in the ns to s
range for non-volatile RAM and in the ms to s range for reprogrammable ROM [1]. 
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The latter group can be further divided into once-programmable ROM and repro-
grammable ROM. The programming of the first group is either performed during 
fabrication of the chip by an appropriate layout of the last metallization mask 
(mask-based ROM), which is cost-effective only in very large numbers (> 10 000 
pcs.) or, in the case of programmable ROM (PROM), by the customer in a first 
programming step in which, for example, tiny metal bridges at the matrix nodes are 
either fused or left intact to represent the binary information. In the case of repro-
grammable ROM, MOSFETs with an additional floating gate are used as storage 
elements. The floating gate is charged to different voltages during the program-
ming sequence to open or close the MOSFET channel in a non-volatile fashion. 
Before a new programming sequence, the information must be erased by discharg-
ing the floating gates of all memory cells. For electrically erasable PROM 
(EEPROM and Flash) reprogramming is conducted by an enhanced programming 
voltage, typically generated on the chip. In all types of reprogrammable ROM, the 
re-writing is far more time-consuming than the reading. Hence, they are used only 
when rewriting is rarely required. 

RAM devices are classified into volatile RAM and non-volatile RAM. The 
volatile RAM types comprise static RAM (SRAM) and employ flip-flop-based 
latches as storage elements, while the so-called dynamic RAM (DRAM) uses a 
tiny capacitor with two different charge storage levels to represent the binary in-
formation [1]. Due to the unavoidable self-discharge of capacitors, the information 
needs to be refreshed periodically. The refreshing period is a fraction of a second. 
Since the storage cell capacitor and the single select transistor of a DRAM cell re-
quires a much smaller area on a Si chip than the six transistors needed to make up 
the cell select and flip-flop of an SRAM cell, DRAM employed for the main pri-
mary memory in common personal computer systems. On the other hand, SRAM 
has a faster access time than DRAM and, hence, is used as cache memory to tem-
porarily store frequently used instructions and data for quicker access by the proc-
essing unit(s) of a system. Nonvolatile RAM technologies are typically based on 
novel electronic materials, which are not utilized in classical semiconductor tech-
nology. The following physical storage principles have been employed or are sug-
gested for future non-volatile memory devices: 

A capacitor with a hysteretic dielectric, i.e. a ferroelectric, is employed in 
the non-volatile ferroelectric RAM (FeRAM).
Polarization charges of ferroelectric gate oxides of a FET are employed in 
ferroelectric FET (FeFET).
Electrical resistance of a magnetoelectronic tunneling junction in which the 
tunneling probability depends on the direction of the magnetization is util-
ized in magnetoresistive RAM (MRAM).
Electrical resistance of a phase-change material that can be thermally 
switched between a crystalline and an amorphous phase is used by a novel 
non-volatile RAM concept called ovonic unified memory (OUM) [2], 
based on the same writing principle as the rewritable DVDs.  
Electrical resistance at a crosspoint of carbon nanotubes switchable by ex-
ternal electrostatic potentials. 
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Electrical resistance of organic molecules, that depends on a switchable po-
larization or configuration state.  

Other variants and combinations have indeed been reported in the literature. Still, 
this list provides the relevant devices currently in use or shows a high potential for 
future systems. In most cases, the physical storage principles for RAM are based 
either on the charge stored at the node (charge-based RAM) or the node shows a 
different resistance (resistance-based RAM) for the logic states. In some cases, the 
physical storage principle is combined in the gate of the select transistor, for which 
the channel resistor is readout (e.g. in the case of EEPROM or FeFET). 

This chapter will cover the operation principles and the scaling properties of 
non-volatile memories based on ferroelectric oxides. It will comprise FeRAM,   
FeFET, as well as concepts based on the switchable resistance of ferroelectric ox-
ides. Prior to this specific description, we will consider some general issues of the 
scaling of matrix-based integrated memories. More detailed information on the en-
tire topic is given in [1]. 

General Scaling Trends for Future Memory Generations 

The future scaling of matrix-based memory chips is determined by economic, 
technological, and physical boundary conditions. The historical development of 
memories in the past decades and the International Technology Roadmap for 
Semiconductors (ITRS) [3] provide reasonable guidelines for further evolution. 
Here, we will only consider general aspects while specific topics are discussed in 
the following sections. In contrast to the ITRS, we will not give any information on 
the estimated year of introduction but only on trends concerning the geometrical 
and electrical specifications. The data for the predictions are mainly taken from  
[3–5]. 

First, we introduce definitions to describe the geometry scaling shown in  
Figure 2 vs. the minimum feature size, F. The die size, ADS, is the total area of a 
memory chip grown in the past, but is expected to grow only slightly during the 
coming memory generations for economic reasons. The fraction of the storage ma-
trix area on the chip is given by XMatrix. For the 256 Mb DRAM generation, the 
storage matrix area is approximately 55% of the total die area, i.e. XMatrix = 0.55. 
During the next generations, this value may increase to 0.75 … 0.85 (Figure 2). 
The area of an individual storage cell at a node of the matrix is denoted ACA, which 
is given by the square of the feature size, F2, times the cell area factor, XCA, which 
describes how many F2 are needed to realize the cell: 

2
CA CAA X F  (1) 

For example, on a 256 Mb DRAM chip a cell area factor XCA = 8 is required to 
realize a cell. According to the ITRS, it is expected that it will be possible to re-
duce XCA to 4 in the long run (Figure 2).  
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From these considerations one can calculate the total storage capacity of a chip, i.e.
the RAM capacity (bits/chip) by 

Matrix DS
2

CA
RAM Capacity

X A
X F

 (2) 

Figure 2 indicates, for example, that a possible future 1 terabit (Tb) memory 
generation is expected to require a feature size in the range of 10 to 12 nm together 
with a die area of about 600 mm2. This is true of all types of matrix-based memo-
ries able to follow the extrapolations for XMatrix and XCA sketched in the diagram. It 
should be noted that the storage density [(bits/cm2) = RAM capacity / ADS] shows 
the progress in technology more clearly than the total RAM capacity. In fact, in the 
long run the ITRS predicts a decreasing chip size for economic reasons, which will 
delay the introduction of RAM generations on a single chip while the functional 
density is scaled aggressively. 

Figure 2. Roadmap of the chip and cell geometry. The symbols are explained in the text [1]. 

In addition to the geometrical aspects, there are general trends for electrical 
specifications that are independent of the specific type of memory (Figure 3).
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Figure 3. Roadmap trends of electrical specifications such as the BL capacitance, the mini-
mum signal voltage and the operating voltage. The BL capacitance is shown for 512 storage 
cells per BL, which is typical of a 64 Mb DRAM. The cell capacitance is relevant for 
DRAM. The symbols are explained in the text [1]. 

The sense amplifier margin VS,min is expected to decrease slightly. This is also 
true of the bit line capacity CBL due to the shorter line for connecting the same 
number of cells. The product reveals the minimum charge QS needed to be stored 
in a cell: 

S S,min BL S( )Q V C C  (3) 

In order to reduce QS significantly, the BL may be divided into sub-BLs to re-
duce CBL. This may be very helpful since the major challenge for future charge-
based RAM lies in the area needed for the storage capacitor, which is proportional 
to QS. This topic is discussed briefly in [1]. In addition, the operating voltage VDD
will continue to decrease (Figure 3). According to the ITRS roadmap, VDD will 
scale in the range between F1 and F1/2, depending on an optimization for minimum 
power or for maximum speed. In conjunction with QS, this gives the scaling of the 
storage cell capacitor CS for DRAM  

S
S

DD

Q
C

V
 (4) 

while for FeRAM a different relationship applies.  
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For resistance-based memories, there is a boundary condition on the product of I0
and RS,OFF + RL according to Equation (5), since VBL(“0”) may not exceed VDD.
Hence, Equation (5) reveals 

0 S,OFF L BL DD("0")I R R V V  (5) 

Here, RS denotes the resistance of the storage element (in the "ON" or "OFF" 
state) and RL is the line resistance, which includes the channel resistance of the ac-
cess transistor, too. Insertion of Equation (5) into Equation (6) gives 

S,minS S

DD DDS,OFF L2
VR V

V VR R
 (6) 

From the scaling of VS,min and VDD, discussed above, one reads the required 
scaling of the relative change of the resistance between the two logic states, ex-
pressed by Equation (6). This applies in general to all resistance-based memories 
that are read out by the current sensing scheme described above. 

Ferroelectric Random Access Memory (FeRAM)  

Modern ferroelectric random access memory (FeRAM) using one transistor and 
one capacitor per cell node (1T-1C concept) is built similarly to DRAM, with the 
difference that it incorporates a ferroelectric film as a capacitor to hold data, in-
stead of a simple dielectric film. The ferroelectric film has the characteristic of a 
remanent polarization, which can be reversed by an applied electric field and gives 
rise to a hysteretic P-E loop. By using thin film technologies, capacitors of sub-
micron thickness can be prepared so that operation voltages are reduced to a level 
below standard chip supply voltages. FeRAM uses the P-E characteristic to hold 
data in a non-volatile state and allows data to be rewritten fast and frequently. In 
other words, an FeRAM, as all non-volatile RAM, has the advantageous features of 
both RAM and ROM.  

Voltage pulses are used to write and read the digital information. If the electri-
cal field of the applied pulse is in the same direction as the remanent polarization, 
no switching occurs. The change of polarization PNS is due to the dielectric re-
sponse of the ferroelectric material. If the initial polarization is in the opposite state 
of the field, the polarization reverses giving rise to an increased switching polariza-
tion change PS.

The different states of the remanent polarization (+Pr and –Pr) cause a different 
transient current behavior of the ferroelectric capacitor to an applied voltage pulse, 
as shown in [6]. By integrating the current, the switched charge QS and the non-
switched charge QNS can be determined. The difference in charge Q =      A P
enables one to distinguish between the two logic states. Scaling is characterized, in 
general, by the shrinking of the feature size, the reduction of the operation voltage 
and the expected enhancement of the voltage sensing. For the future scaling of 
FeRAM, a possible scenario is shown in Figure 4. Today, the development has 
reached a 64-Mb chip with a feature size of 0.13 m.  
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Figure 4. Roadmap trends of FeRAM. The symbols are explained in the text.

The area of an individual storage cell ACA is given by the square of the feature 
size F and an area factor XCA describing how many F2 are needed to realize the 
cell. Today, XCA for FeRAM ranges between 15 and 30, while it is typically 8 for 
DRAM. Cell optimization could lead to a decrease of XCA for FeRAM. This re-
sulted in a scaling of the cell area, ACA, which is slightly steeper than F2. The ca-
pacitor footprint area is the projection of the capacitor on the cell area ACA. The 
factor XFP indicates how much of cell area is covered by the ferroelectric capacitor: 
AFP = XFP ACA. This factor is expected to be slightly enhanced along further minia-
turization (XFP  F –0.1...-0.3). The limitations of the actual area of the ferroelectric 
capacitor AS are determined by the switched cell charge and the remanent polariza-
tion: AS = QS / 2 Pr. A reduction of AS is possible as far as the charge is high 
enough to be detected by the sense amplifier. As shown above, it is expected that 
QS decreases with F 0.9... 1.2, i.e. at feature size of 70 nm, a charge of 10 fC should 
be detectable. 

In addition, scaling effects on the material properties of the ferroelectric which 
are independent of all design aspects, should be taken into account. In principle, 
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the remanent polarization Pr is independent of the area within a ferroelectric plate 
capacitor. However, this may not be true at the nanoscale. Inherently, ferroelectric 
behaviour is a cooperative phenomenon that will cease when the dimensions of the 
ferroelectric body become too small. We will return to this issue below. Extrinsi-
cally, there are further factors that may impact on Pr. For example, processing ef-
fects at the sidewalls of a ferroelectric capacitor will decrease the effective value of 
Pr. Therefore, we will assume that Pr follows: Pr  F 0.1…0.2, so that even at feature 
size of 10 nm a remanent polarization is still larger than 10 m/cm2. Combining 
the estimations for Qs and Pr results in the following relation between capacitor 
area and feature size:  

As ~ F0.8…1.0     (7) 

When an actual area of the ferroelectric capacitor is required that is larger than 
the footprint area, three-dimensional capacitor structures as multi-stacked cells or 
trenches must to be introduced. This requirement is expressed by the three-
dimensional folding factor X3D = AS / AFP  and corresponds to the relation X3D > 1. 
As shown in Chapter 22 of [1], it estimated that only memory generations above 
256 Mb will require non-planar technologies. In this respect, FeRAM offers a sig-
nificant advantage over DRAM where non-planar (trench and stack) techniques are 
already needed since the introduction of the 4 Mb generation (at approximately      
1 m feature size). Taking into account the scaling of ACA, XFP and AS, the folding 
factor depends on F with:  

X3D ~ F 1.0… 1.5     (8) 

Long-term extrapolation to high density FeRAM with 64 Gb with a feature size 
of 30 nm the folding factor is about 10. This value is conceivable by the extrapola-
tion of current techniques, but it requires a production at low tolerances. 

The final memory density for FeRAM at the end of the roadmap depends on 
inherent physical properties, technological limitations, and economic aspects. Con-
cerning the inherent physical issues, the potential limitation by the cooperative of 
the ferroelectricity has been mentioned already. This is called the superparaelectric 
limit. However, it has been shown theoretically and experimentally that films made 
from ferroelectric oxides keep their ferroelectric properties to thicknesses as low as 
2 to 3 nm [7]. Lateral scaling seems to be limited to size above approximately      
20 nm [8] by the superparaelectric limit. This is no immediate limitation, since the 
FE capacitor is highly folded anyway. Still, it is not clear yet how the super-
paraelectric limit is linked to aspect ratio of the ferroelectric body.  

Another more simple physical limitation is given by the geometry. As de-
scribed, the 3D folding helps to circumvent the discrepancy between the strongly 
decreasing cell area and the more moderate decrease of the required capacitor area. 
However, this does not immediately take into account that the capacitor has a finite 
thickness. If the size of the cell comes close to the thickness of a (folded, i.e. up-
right oriented) capacitor, scaling will come to its end. Suppose that ferroelectric 
capacitors of only 3-nm thickness can be fabricated. To this thickness we add elec-
trodes of e.g. 3-nm thickness. If this stack is oriented perpendicularly, it requires 9 
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nm. The side of a square 4 F2 cell for the 1 Tb/cm2 generation shows approxi-
mately this length as can be read from (Figure 4). Hence, this will be the ultimate 
scaling limitation for FeRAM. Most probably, the technology and economy limits 
will come much earlier. Still, it is interesting to note that the limitation just dis-
cussed is slightly in favour of FeRAM compared to DRAM. In the multi-Gb era, 
DRAM will require high-k dielectrics. On the other hand, the leakage in DRAM 
cells is a very critical parameter because it leads to self-discharge and, hence, af-
fects the refresh scheme. Because of the leakage behaviour of high-k dielectrics, 
dielectric thicknesses well below 10 nm are not conceivable. Leakage is much less 
an issue in FeRAM because of its storage and read-out principle. Therefore, we 
used the smaller thickness for our estimation. 

A final consideration has to be given to the scaling of the coercitive voltage of 
ferroelectric capacitors. For proper read and write operations, the coercitive volt-
age, VC, must always stay below approx. half the operation voltage, VDD.  Since  
VDD decreases with the reduction of F, as explained above, VC needs to decrease as 
well. However, in the sub-micrometer thickness regime, VC does not scale propor-
tional to thickness but much less (see Chapter 22 in [1]). The technological and in-
herent physical contributions to this relationship are not yet completely clear.  

Ferroelectric Field-Effect Transistors (FeFET)

The concept of a ferroelectric field-effect transistor (FeFET) exploits the combina-
tion of a ferroelectric material as a gate insulator in a MOS type FET. The ferro-
electric polarization charge adds to the charge at the gate dielectric, which controls 
the channel conductivity (Figure 5). By switching the direction of the ferroelectric 
polarization, the threshold voltage of the transistor can be shifted. This leads to a 
device that can be used for logic gates and still offers a non-volatile memory func-
tion. A detailed survey on FeFETs is provided by Chapter 14 in [1]. 

Although the concept appears simple, many problems and challenges are en-
countered in the realization. First of all, there is no useful ferroelectric oxide mate-
rial that forms a "clean" interface with Si on the atomic scale. Typically, there must 
be an optimized non-ferroelectric buffer layer (I) between the Si (S) and the ferro-
electrics (F), giving rise to a MFIS stack structure (M = metal electrode). This 
buffer has to be highly insulating to suppress injection and leakage currents and 
should have a relatively high permittivity in order to reduce the voltage drop across 
layer I. Buffer materials such as ZrO2, HfO2, or CeO2 are reported. At the interface 
with Si the formation of few atomic layers of SiO2 can not be avoided due to the 
oxygen affinity of Si. Still, charge injection often cannot be completely avoided, 
leading to apparent hysteresis effects without any ferroelectric origin. In order to 
optimize the processing of the buffer layer I and the ferroelectric layer F independ-
ent of each other, a MFMIS is built. The center metal M acts as a floating electrode 
in this structure. A second challenge arises from the fact that the remanent polari-
zation Pr of a typical ferroelectric oxide exceeds 10 C/cm2. An analysis of the po-
tential and charge distribution shows, however, that large Pr values lead to huge 
electric fields in layer I which may far exceed the breakdown voltage. Within a 
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MFMIS structure, this problem can be avoided by reducing the area of the F layer 
on top of the inner layer M. A third, interrelated, challenge is the limited retention 
time of all FeFET structures built up to now. Due to small leakage currents, the po-
larization charges of the ferroelectrics are screened within a period that is in the 
range of days, at most. The requirement for a universal non-volatile memory is a 
retention time of at least 10 years. A fourth challenge arises from the application of 
FeFETs in high-density 1T non-volatile memory circuits (1T = one transistor per 
cell). The NAND matrix offers (for ideal FeFETs) a layout in which XCA can be re-
duced to a value as small as 4, similar to the situation in NAND Flash memories. 
However, the disturb pulses to non-addressed cells is so high that it cannot be tol-
erated under real operation conditions. The disturb scenario is significantly im-
proved in the AND matrix scheme, at the expense of a larger cell. For details see 
[9]. 

Figure 5. Schematic cross-section of a FeFET. The gate dielectric is a ferroelectric material. 
As an example, a polarization state including surface charge layers is shown. 

With regard to scaling, the ideal FeFET can be treated very similarly to 
MOSFET and can follow the same scaling rules [3]. A precondition is that the 
properties of the ferroelectric materials can be adjusted accordingly. Especially, 
there is the need to reduce the coercitive voltage (similar to the scaling require-
ments of the FeRAM, see above). In addition, the remanent polarization needs to 
be kept at an adequately low level while the hysteresis loop must remain square-
shaped. An ultimate limitation to scaling of ideal FeFETs is the superparaelectric 
limit below a critical lateral size of approximately 20 nm [8].  

However, the scaling of real FeFET devices faces more immediate limitations, 
which are deduced from the challenges mentioned above. First of all, a reduction 
of the films’ thicknesses leads to charge injection and leakage currents, which in-
troduce additional, undesired hysteresis effects and a screening of the ferroelectric 
polarization. If the thicknesses are kept constant during the lateral scaling of the 
device, the operation voltage can not be reduced as required for the scaling of the 
standard MOSFET. Details of two scaling approaches using a constant gate stack 
thickness and a variable gate stack thickness are reported in [10]. 
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Ferroelectric Resistive Switching Effects  

There are various conceivable interactions between polarization charges and the re-
sistance of passive layer structures in which the direction of the polarization affects 
the resistance value. 

One such interaction is expected to occur in ultrathin ferroelectric films, the 
thickness of which is low enough to allow for tunnelling currents (ferroelectric 
tunnel junction, FTJ). The direction of the electron tunnelling current through such 
an MFM structure can be either parallel or antiparallel to the direction of ferroelec-
tric polarization. There are different mechanisms through which polarity of the 
ferroelectric polarization may impact on the barrier and, hence, the tunnelling cur-
rents. As a consequence, the current-voltage (I–V) characteristics are expected to 
show dedicated features at the position of the coercitive voltage and a hysteretic 
behaviour. There are several theoretical and experimental papers that deal with this 
phenomenon [1–13]. 

The interaction mechanism in an FTJ may be, for example, the piezoelectric re-
sponse (the so-called butterfly curve), which changes the width of the barrier and, 
because of the strong thickness dependence of the tunnelling currents, causes a de-
tectable change in the I–V curve. Furthermore, an interaction of the ferroelectric 
polarization on the band offset and/or the effective mobility of the charge carriers 
is conceivable [13].  

Another interaction of the polarization charge directly affects the shape of the 
potential barrier and, as a consequence, the charge transport by any transport 
mechanism (thermoionic emission, diffusive transport, etc.). Different variants are 
reported in the literature. The ferroelectric Schottky diode assumes a conductive, 
ferroelectric film with an ohmic contact on one side and a Schottky contact on the 
other [14]. Depending on the direction of the ferroelectric polarization, the deple-
tion layer is either strengthened or compensated, leading to a low or high resistance 
of the structure. A related concept is based on a two-layer stack of a ferroelectric 
film and a (moderately) conducting, non-ferroelectric layer [15]. The direction of 
the ferroelectric polarization determines whether a potential barrier or a potential 
valley is formed at the ferroectric layer/non-ferroelectric layer interface, leading to 
a corresponding modulation of the resistance (Figure 6). In fact, it can be shown 
that the ferroelectric Schottky diode and this two-layer system are the two limiting 
cases of the same concept. 

It is worthwhile to mention that further resistive switching effects have been 
reported for non-ferroelectric oxides (e.g., [16]). The scaling potential of all resis-
tive switching concepts cannot be estimated as long as the mechanism is not clari-
fied. One important aspect relates to the effective area of the phenomena. The con-
cepts mentioned above assume that the resistive switching takes place uniformly 
over the entire electrode area. Alternatively, however, the effect may take place at 
local "hot spots", representing channels of significantly enhanced conductivity 
through which most of the current flows. The extent of this localization determines 
the scaling potential for future resistively switching memory devices. If the hot 
spot mechanism holds, it must be guaranteed by the material and the technology 
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that one (or defined number of) hot spot exists per memory element even when the 
area becomes very small. If the uniform conduction and switching mechanism 
holds, geometrical scaling is possible down to very small feature sizes. In this case, 
the challenge is given by a sufficiently high conductivity of the stack, that is still 
switching.

Figure 6. Calculated I–V curve for a two-layer stack consisting of a ferroelectric and a non-
ferroelectric layer. Carrier concentration at both electrodes: 1019 cm–3, thickness of the ferro-
electric layer: 50 nm, spontaneous polarization: 10 µC/cm2, thickness of the dielectric layer: 
10 nm. Calculation performed by R. Meyer [15]. 
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Introduction

The joint venture of IBM and Infineon Technologies unveiled a prototype 16-Mbit 
magnetoresistive RAM (MRAM) in June 2004. This 16-Mbit MRAM chip features 
read and write cycles of around 30 ns, which makes it competitive with established 
DRAM memory chips. The prototype with a cell size of 1.4 µm2 is manufactured 
with a 0.18 µm CMOS process used for standard logic chips. A 4-Mbit MRAM of 
Freescale Semiconductor Inc. possesses a similar performance and is a standard 
product, that is already available to customers. The next development steps include 
transferring the design to a 0.13 micron process. 

The fast read and write features give a huge advantage over other non-volatile 
memory devices like flash cards. Furthermore, MRAM is less demanding with re-
spect to power consumption than comparable DRAM chips. The first projected 
markets are therefore the replacement of flash memories in RF-ID, memory cards, 
or mobile phones.  

Besides automotive and sensor applications, magnetic logic devices are said to 
be another lucrative market by arguments resting on the same advantages as 
MRAM technology. The non-volatile character allows a reprogrammable and re-
configurable logic. Especially tempting is the fact that memory and logic are then 
based on the same technology platform. This opens the unique opportunity to build 
up a unified system on a single chip. 

The core of this progress is the magnetic tunnel junction (MTJ), which basi-
cally consists of two ferromagnetic (fm) layers separated by a nanometre-thick in-
sulating barrier that electrons are able to tunnel through. In the following, the con-
cept and the material aspects are illustrated. New developments with double 
barriers and more sophisticated three-terminal devices will be introduced. And fi-
nally, concepts are proposed for a full integration of magneto-electronic devices in 
Si technology. 

Material Aspects of Single MTJ 

Although different companies follow different routes to implement magnetic tun-
nel junctions in the common Si environment, lower process temperatures and con-
tamination reasons favor the preparation of junction stacks in the backend-of-line 
(BEoL) process, i.e., after the transistor levels are finished. A write line and a bit 
line generate the local magnetic fields for bit writing (Figure 1). Selective readout 
is managed by one or two additional transistors per cell (1Tr1MTJ by Freescale, or 
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2Tr1MTJ) or by a cross-point architecture where several junctions are connected in 
series (NEC). 

The serial circuitry with the transistor has the consequence that the absolute 
junction resistance has to be much larger than the transistor resistance. Therefore, 
depending on the junction size, the area resistance of the tunnel stack should be 
about 0.1 to 10 k µm2, which corresponds to a starting Al thickness of 0.6 to 0.9 
nm plus oxidation (described later). Depending on the technology process, the dis-
crimination of the high and low level additionally requires a voltage gap of 100 to 
400 mV. Thus, a resistance change as large as possible is desirable. Following the 
simple model of Julliere [1], the relative resistance change, called tunnel magne-
toresistance (TMR) amplitude, is directly connected to the spin polarization P of 
the ferromagnetic material next to the barrier. We have tested a variety of sputtered 
polycrystalline materials. The best values are yielded from Fe-based alloys 
(PCo70Fe30 = 50%, PCo50Fe50 = 48%, PNi80Fe20 = 53%) whereas simple transition 
ferromagnets give lower values (PFe = 43%, PCo = 38%). Thus, TMR amplitudes of 
50 % could be easily reached by proper choice of ferromagnetic materials. Even 
larger amplitudes can be achieved by half-metallic Heusler alloys like Co2MnSi (P 
= 60%) [2] or La0.67Sr0.33MnO3 (P = 78%) [3], although their fabrication is compli-
cated. Astonishingly, the alloy CoFeB recently showed much larger TMR ampli-
tudes of 70% at room temperature [4]. The reason for this is unclear, and it is 
speculated that its amorphous state leads to a smoother surface, and hence, a 
smoother Al growth for the barrier. Consequently, the oxidized barrier is more ho-
mogeneous and defect-free. Although not contained in the original Julliere theory, 
the defect-free quality of the barrier is also decisive for large TMR amplitudes. The 
importance of the barrier was best recognized by a Japanese group who measured 
230% TMR with epitaxial Mg oxide barriers [5]. The deposition process, however, 
cannot easily be transferred to replace the standard Al oxide barrier. 
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Figure 1. Principle layout of a 1Tr1MTJ cell by Freescale Semiconductor Inc. 

Since MRAM chips are processed on Si wafers with a diameter of at least eight 
inches, the layer homogeneity is a further challenge in order to achieve a uniform 
area resistance across the whole wafer. Especially, the exponential behavior of the 
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tunnel current requires a film thickness uniformity of ±0.1 Å. In order to avoid 
roughness-induced magnetic interactions [6] of the hard and sense magnetic layers, 
the interface roughness should be minimized, too. This can be achieved by opti-
mizing the deposition parameters and choosing suitable materials, e.g., amorphous 
or nanocrystalline instead of polycrystalline layers. Further issues like reliable 
magnetic switching [7], dielectric stability [8], and dielectric stability (discussed 
later) are of immense importance. 
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Figure 2. Left: setup of a layer stack with contacts and diffusion barriers. Right: major and 
minor loop of a TMR hysteresis. The two states of a bit are available at zero field. 

The realization of MTJs comprises three main challenges in fabrication: the 
stack deposition, the barrier oxidation and the patterning. The latter wasn’t an issue 
for the prototypes of the 0.18-µm technology, but isn’t solved if the cell size enters 
the 100-nm limit. The tolerable standard deviation of the area resistance across an 
eight inch wafer is 2%, i.e., the cell radii have to be kept constant within ±0.5 nm. 
On the other hand, the resistance must not change as well. Since the tunnel current 
grows exponentially with the thickness of the insulating barrier layer, the maxi-
mum allowable thickness variation is ±0.1 Å. Not only due to these criteria, the 
appropriate choice of material is essential for reliable MRAM fabrication. Figure 2 
shows a typical layer stack which is suitable for MRAM application. 

The bottom and top contact layers (Cu, Al, W) serve as an electrical connector 
to the enclosed functional magnetic tunnel cell. Diffusion barriers prevent the in-
termixing of layers, which would disable correct operation. The optimization of its 
functionality requires a more complicated layer stack than simple pictures impli-
cate. The most important requirements are smooth growth, small crystallites or an 
amorphous state, hard/soft architecture of the magnetic properties, vanishing mag-
netic coupling between the layers, a perfect barrier without any defects, thickness 
homogeneity, and more. The hardmagnetic electrode typically consists of an anti-
ferromagnetic (AF) pinning layer, which supports a ferromagnetic layer or an arti-
ficial ferrimagnet (AFi). Usually, proper growth of the AF layer requires an addi-
tional seed layer. An insulating tunnel barrier separates the hardmagnetic and sense 
electrode. The latter softmagnetic electrode is again usually capped by a diffusion 
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inhibitor. The material aspects and functionality of the different layers are ex-
plained in the following sections. 

Exchange Biasing 

The hardmagnetic electrode should be as insensitive as possible to external mag-
netic fields, which are generated, for example, by the switching lines or by stray 
fields of neighboring layers. Furthermore, it should be thermally stable and simple 
to fabricate. 

The simplest way to realize a hardmagnetic electrode seems to be the use of a 
single hardmagnetic layer, e.g., CoCr [9] or CoCrPt [10]. Although this solution 
provides a high thermal stability, the magnetic interaction with the softmagnetic 
layer hinders independent switching. A different route is to pin a magnetic layer to 
a natural antiferromagnet (AF) by exchange biasing via direct magnetic exchange 
coupling. The pinning effect of the exchange bias is visible as a shift of the switch-
ing to large fields in TMR major loops (Figure 2).  

Usually, the pinning effect is activated after film deposition by an annealing 
step at 300°C in a homogeneous magnetic field. While the magnetization of the ad-
jacent ferromagnetic layer is aligned along an external field, the AF is heated 
above its Néel temperature. The direct exchange orients the AF interface spins 
along this direction and “freezes” them during the subsequent cooling. The strength 
of this coupling (typically several 10 kA/m) can be explained by a model of un-
compensated spins; only a small fraction of interface spins contributes to the pin-
ning (see the review by Berkowitz [11]). Typical AF materials are FeMn, IrMn, 
and PtMn. The two latter excel due to their corrosion resistance and high exchange 
field values [11–15]. For example, the composition Ir17Mn83 gives a relatively high 
Néel temperature and, hence, a high blocking temperature [16]. 

Thus, it is possible to completely separate the hysteresis curves of the hard-
magnetic and softmagnetic electrodes, which is essential for MTJs. 

The Artificial Ferrimagnet (AFi) 

The AFi consists of two ferromagnetic layers separated by a nonmagnetic inter-
layer. A multitude of material combinations shows an indirect exchange coupling 
via conduction electrons in the interlayer. This forces an antiparallel alignment of 
the ferromagnetic layers at certain interlayer thicknesses [17, 18]. This interlayer 
coupling is an oscillating function with thickness, similar to the RKKY spin polari-
zation in the neighborhood of a magnetic defect in a nonmagnetic host. 

The most relevant AFi stack for MRAM application seems to be a FM/Ru/FM 
trilayer with CoFe, CoFeB, or similar as the ferromagnetic material [19, 20]. Ru is 
reported to have the strongest interlayer coupling with a second maximum at about 
8 Å. A reduced net magnetic moment due to the antiparallel orientation of the fer-
romagnetic layers reduces the torque of an external field, and, therefore, enhances 
the stiffness of the hardmagnetic electrode. The AFi provides a clear improvement 
of the magnetic rigidity [21, 22]. In addition, the antiparallel alignment of the FM 
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layers leads to a flux closure in laterally patterned junctions, which reduces the 
stray field interaction with the softmagnetic sense layer. 

Alternately, trilayers consisting of ferromagnetic rare earth and transition met-
als show an antiparallel exchange coupling of the individual layers. Thus, they can 
be exploited as hardmagnetic electrodes as well. MTJs consisting of IrMn ex-
change-biased NiFe/Gd/NiFe trilayers show a compensation of the magnetic mo-
ment and a sixfold enhancement of the exchange-bias field [23]. Recent investiga-
tions show that this compensation even works at room temperature if Gd is 
replaced by GdCo alloy [24]. 

AFi stacks are also promisingly employed as softmagnetic sense layers due to 
their tendency to minimize stray fields and due to the possibility of spin flop 
switching [25], which provides a soft stepwise (by 90° angle) rotation of the mag-
netization in an otherwise compensated AFi. 

Barrier Formation by Al Oxidation 

The formation of the tunnel barrier is a challenging preparation step for the MTJs 
[26]. The simplest approach is direct Al oxide deposition, but better results are 
yielded by a post oxidation of thin Al films. This oxidizing mechanism, however, 
is discussed controversially in the literature [27, 28]. Recent high-resolution trans-
mission electron images reported by a Japanese group visualized each oxidation 
stage including annealing and give a feeling of what happens [29]. If some metallic 
Al is left due to underoxidation, this leads to smaller tunnel resistances and TMR 
amplitudes. By overoxidation, however, the adjacent ferromagnetic layer is oxi-
dized more or less by oxygen diffusion through the grain boundaries of the poly-
crystalline Al film, which generally also leads to a deterioration of the TMR and 
certainly to a much larger tunnel resistance. 

Both the excellent wetting properties of Al on transition metals [30] and the ap-
parently ideal oxidation without defects favor Al oxide barriers as the golden 
mean. Moreover, a working barrier seems to be possible with nearly all gentle oxi-
dation methods as long as the Al film itself is continuous and smooth. 

A lot of different oxidation techniques have been employed, e.g., plasma [31], 
remote electron cyclotron resonance (ECR) plasma [32], ion beam [33], thermal 
[34], ultraviolet-light assisted [35], and natural oxidation [36]. The MTJs prepared 
by different oxidation methods show different barrier properties and TMR effects. 
For instance, natural und UV-assisted oxidation is better for low resistance MTJs 
in read heads, whereas plasma oxidation is favored for medium resistance memory 
cells in MRAM devices [37]. 

New Concepts by Magnetic Double Junctions 

The development of magnetic double junctions (MDJs) that consist of either two 
stacked single MTJs or one MTJ in combination with a Schottky barrier is interest-
ing from the physical and the application point of view [38]. On the one hand bal-
listic effects [39] and resonant states [40, 41] are predicted, leading to higher mag-
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netoresistance values. On the other hand, it is possible to build a multi-valued logic 
and improve the bias voltage dependence in applications [42]. The essential elec-
tron transport regimes employed in MDJs are sketched in Figure 3 and described 
with respect to their advantages in the following. 
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Figure 3. Comparison of different electron transfer mechanisms employable in MDJs. 

Diffusive Electron Transport  
Experiments with CoFe/Al oxide/NiFe/Al oxide/CoFe junction stacks demonstrate 
that a simple serial resistor model is sufficient to explain the electron transport at 
first glance [38]. The fast relaxation of electrons to the Fermi energy results in an 
overwhelming portion of diffusive transport. This means that the scattering time of 
tunnel electrons that cross the first barrier is smaller than the dwell time in the mid-
dle electrode. In this case, the Julliere model [1] predicts unchanged TMR ampli-
tude, if (a) the spin polarization of all three electrodes is the same, (b) the tunnel 
electrons do not lose spin information during tunneling, and (c) there are no other 
contributions to the electron transport (see the following). 

The serial circuit of two junctions considerably improves the bias stability, 
which is interesting for many applications including MRAM. The voltage drop at 
each junction is half of the bias voltage as shown in Figure 4. The benefits are lar-
ger TMR amplitudes at elevated bias voltages, improved electrical breakdown sta-
bility, and in addition, a multi-valued state: three different signal levels are ad-
dressable (Figure 4). This allows the storage of more than two states in a single 
elementary cell. The concept is expandable to four and more states for memory or 
logic applications [43, 44]. 

Resonant States 
Resonant quantum well states, which could theoretically exhibit a large TMR am-
plitude, are not evident experimentally in MDJs consisting of metallic electrodes 
up to now. First hints to the presence of quantum well states are found in single 
junction experiments that show thickness oscillations with epitaxial Cu/Co bilayer 
electrodes [45]. 
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Figure 4. Left: bias dependence of a single and double junction. Right: triple state of a dou-
ble junction. In case of equal TMR and area resistance of the single junctions, the levels 
would be equidistant. 

Ballistic Electron Transport  
All electrons crossing the barrier contribute to the tunnel current. These electrons 
are subject to a lot of scattering processes and relax to the Fermi level quite rap-
idly. The decay probability obeys an exponential law. Typical mean free paths be-
fore scattering are 1–10 nm at room temperature. The electrons that arrive at a cer-
tain distance without any energy loss are called ballistic or hot electrons. 
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Figure 5. Calculated current density through a Co/Al oxide/Co (Cu)/Al oxide/Co MDJ for 
different transport regimes. 

The absence of ballistic effects in MDJ can be understood by calculating the 
contribution of the ballistic to the total current. This calculation is carried out for 
Co/Al oxide 1.5 nm/Co 2 nm/Al oxide 1.5 nm/Co stacks at a bias voltage of         
30 mV. The Schrödinger equation of free electrons is solved for the double junc-
tion potential in the anti- and parallel-magnetization state. Whereas the TMR am-
plitude rises from 44% for diffusive tunneling to 115% for ballistic transport 
(without any resonant state enhancement), the ballistic current is a factor of 107

smaller than the diffusive part. Thus, the larger ballistic TMR effect is always 
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masked by the overwhelming diffusive current part. This ratio can be improved by 
decreasing the barrier thickness, but it is not possible to balance both currents (Fig-
ure 5). 

Spin Excess by Electron Accumulation  
As mentioned above, ballistic electrons keep their momentum and energy during 
their relaxation time. After scattering, the electrons can keep their spin information 
quite a while longer. For example, this spin relaxation time gives rise to decay 
length of 1 µm in Cu [46]. Contrary to noble metals, the spin decay length in fer-
romagnetic materials is much shorter (1–5 nm). Thus, a flow of spin polarized 
electrons across a barrier causes a local excess of one spin sort within the spin de-
cay length, leading to spin accumulation (Figure 3). Still sustaining larger TMR 
amplitudes than single MTJ, contributions of accumulative currents can apprecia-
bly increase at thin barrier thicknesses (Figure 5, calculated with a Cu middle elec-
trode). 

The specified transport regimes are utilized in several new concepts of spin-
dependent devices. They are quite promising with respect to their signal ampli-
tudes. The next two sections are devoted to them. 

Spin Filtering with Ballistic Electrons 

Spin dependent measurements of ballistic electrons could distinguish between en-
ergy-dependent scattering events and filter out pure spin scattering. The sketch of 
Figure 6 shows the principle setup of a device containing a MTJ on top of a Schot-
tky barrier. A ferromagnetic emitter injects spin-polarized electrons across a tunnel 
barrier to the second electrode. Only ballistic electrons are able to traverse the base 
to the Schottky barrier. Electrons having enough energy are collected in the semi-
conductor. This device enables the experimental access to ballistic electrons by a 
simple combination of a single MTJ and a Schottky barrier, which acts as a diode 
to collect the ballistic electrons. Figure 6 also shows an example of a measured bal-
listic magnetocurrent (BMC) of a NiFe 5 nm/Al oxide 1.8 nm/Co 5 nm stack on   
n-GaAs(100). The bias voltage is applied across the Al oxide barrier, whereas the 
lower Co electrode is grounded. The ballistic current over the Schottky barrier is 
measured by an ohmic contact at the semiconductor. 

As usual, the TMR amplitude drops with increasing bias voltage. The BMC is 
zero up to the threshold of the Schottky barrier height of about 0.8 eV. Then, the 
BMC increases and reaches a maximum value of about 70% at 1.5 eV at a tem-
perature of 50 K. This value increases at lower temperatures and is much larger 
than the usual TMR amplitudes in this voltage range. 

Even larger BMC values were recently obtained by implementing a spin valve 
(SV) between two barriers (Figure 3). Spin valves consist of two ferromagnetic 
layers separated by a thin nonmagnetic layer, e.g., Co/Cu/Co. Different spin decay 
lengths of majority and minority electrons cause spin filtering by traversing one of 
the ferromagnetic layers, and hence, a strong spin polarization of the ballistic cur-
rent. Since the antiparallel magnetization state affects both channels of spin cur-
rent, a very large magnetocurrent is available. The BMC depends exponentially on 
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the thickness of the relevant magnetic layers. Therefore, it can reach infinity theo-
retically, but the total current also decreases exponentially. The balance of these 
opposite factors is a question of optimization of material, layer thickness, barrier 
transparency, and collection efficiency. 

The so-called spin valve transistor (SVT) is a hybrid device, where a spin valve 
structure is embedded between two semiconductor layers exhibiting Schottky bar-
riers. The collector current of such a SVT depends on the applied bias as well as 
the magnetic state of the base. A large BMC of typically 300% is obtained at room 
temperature. Although the fabrication is difficult for mass production, it clearly 
demonstrates the possibilities of such approaches. An extensive recent review on 
this topic can be found in [47]. 
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Figure 6.  TMR and BMC amplitude vs. bias voltage in double junction stack consisting of 
a Co/GaAs (100) Schottky barrier and a single MTJ on top (80×80 µm2) at a temperature of 
50 K. 

Magnetic tunnel transistors (MTTs) are similar to the SVTs, but inject hot elec-
trons from a nonmagnetic metal emitter via a tunnel barrier instead of a Schottky 
barrier (Figure 4). BMC values exceeding 3400% are reported at a temperature of 
77 K (with additional base voltage) [47]. Local studies of such spin valve struc-
tures (NiFe/Cu/Co/GaAs) by ballistic electron emission microscopy exhibit huge 
magnetocurrents of the order of 600% already at room temperature. BMC map-
pings show that the spin filtering effect of the spin valves is quite homogeneous on 
sub-µm scales [49]. 

MTT and SVT are suitable to inject a spin polarized current into the semicon-
ductor, and to produce a spin accumulation zone near the contact. As shown, the 
degree of spin polarization can be quite large, if spin is also conserved during 
crossing the Schottky barrier. The principle has already been demonstrated by opti-
cal means [50, 51]. 
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Spin Injection in and Ejection from Semiconductors 

The implementation of MTJ or MDJ suffers from moderate temperature stability, 
which banishes the fabrication to the BEoL process. Typically, the TMR amplitude 
diminishes already above annealing temperatures of 300°C due to interdiffusion of 
the metallic species in the stack [52]. Most prominent is the diffusion of Cu to the 
barrier interface, which disables the spin polarization of the electrodes [53]. Thus, 
temperatures of up to 550°C in the FEoL process are far out of reach. The best so-
lution would be the utilization of the semiconductor itself as spin host. This ap-
proach needs three crucial components: spin injection, spin transport, and spin 
ejection, i.e., electrical detection (Figure 7). 

injector collector
gate

semiconductor

injector collector
gate

semiconductor

Figure 7. Spin transistor with ferromagnetic injector and collector electrodes. 

Datta and Das supposed a so-called three-terminal device in 1990 [54]. It con-
sists of a transistor with two ferromagnetic electrodes, the spin filter, and a third 
gate electrode, which steers the spin precession. The conductance of the device de-
pends on the applied gate voltage, which allows switching between two states. 
Much simpler and more effective would be a direct detection of the injected spin-
polarized electrons by a spin-conserving ejection to a ferromagnetic collector. 

Precondition for the successful operation of such a spin transistor is a high spin 
injection rate into the semiconductor and a large spin diffusion length. The first is-
sue proved to be difficult in praxis. In 1997, optical spin injection into a semicon-
ductor was reported [55]. Further investigations of optical injection promised a 
long spin diffusion length corresponding to a decay time of at least 1 ms [56, 57]. 
The preceding chapter numerates several possibilities of injection. Other experi-
ments used the injection of spin-polarized electrons from a ferromagnetic semicon-
ductor, as discussed by Ohno [58]. The detection, however, is always achieved by 
optical means (e.g., [58, 59, 60]). A spin polarization of about 20% at room tem-
perature is shown by analyzing the polarization state of light emitted by a LED 
with NiFe contact leads [61]. Thus, both spin injection and transport in semicon-
ductors are apparently feasible. 

The opposite path, i.e., the ejection from semiconductors, seems to be straight-
forward. Unfortunately, up to now there exists no report of a successful combina-
tion of electrical injection and detection of spin-polarized current in semiconduc-
tors. This experimental proof, however, would be the next step towards a spin 
transistor.
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Introduction

Non-volatile memories (NVM) are playing a very important role in the semicon-
ductor market, thanks in particular to Flash technology, that is used mainly in cel-
lular phones and other types of electronic portable equipment (mobile PCs, mp3 
players, digital cameras and so on). This trend will continue in the coming years 
and it is expected that portable systems will demand even more from NVM either 
with high density and very high writing throughput for data storage application, or 
with fast random access for code execution in place. Although Flash memory tech-
nology has been able to follow the evolution of the semiconductor roadmap, since 
its introduction in late 1980s, and further scaling down is forecasted to continue 
into the coming years, there are some physical limitations to be faced and the 
downscaling beyond the 45 nm technology node is still considered critical. Hence 
other technologies, alternative to floating gate devices, have been proposed and are 
under investigation. These new proposals exploit different physical mechanisms to 
store the information, like magnetism, ferroelectricity, solid electrolysis, and phase 
change. Among the different NVM based on these mechanisms, apart from the 
floating-gate concept, phase-change memories (PCM), also called ovonic unified 
memories (OUM), are one of the most promising candidates to become a main-
stream NVM, having the potentiality to improve the performance compared to 
Flash – random access time, read throughput, direct write, bit granularity, endur-
ance – as well as to be scalable beyond Flash technology. 

Origins, Concept, and Development 

Research on the electronic properties of disordered materials dates back to the 
1950s with the original work of S. R. Ovshinsky that, in the years from 1958 to 
1961, investigated the chemistry and the metallurgic properties of amorphous 
semiconductors and discovered two types of reversible switching phenomena [1]. 
The first mechanism, called ovonic threshold switching (OTS), is a field-assisted 
and reversible transition that makes an amorphous semiconductor switching from a 
highly resistive to a conductive state.  

Once the amorphous resistivity drops, a second transformation may occur in 
several compounds. This mechanism, called ovonic memory switching (OMS), is a 
reversible phase-change from the amorphous to the crystalline state induced by 
Joule heating due to the current flow. From then on, threshold and memory switch-
ing were observed in many materials [2–5], and increasing efforts were devoted to 
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exploiting both mechanisms in applications like xerography [6] and electronic 
memories [7]. 

Figure 1. Conceptual PCM cell structure (a) and simulated thermal profile showing the 
Joule heating effect employed for electrical programming (b). 

The use of phase change chalcogenide alloy films to store data electrically and 
optically was first reported in 1968 [1] and in 1972 [8], respectively.  In the early 
phase of their development, phase change memory devices used tellurium-rich, 
multicomponent chalcogenide alloys with a typical composition of Te81Ge15Sb2S2.
During the 1970s and 1980s, significant research efforts by many industrial and 
academic groups were focused on understanding the fundamental properties of 
chalcogenide alloy amorphous semiconductors [9], and prototype optical memory 
disks and electronic memory device arrays were also announced [10]. A major step 
for the development of chalcogenide-based applications was the introduction of 
rapidly crystallizing alloys by several optical memory research groups [11].  These 
new compounds, derived from the germanium-antimony-tellurium ternary system, 
did not phase segregate upon crystallization like the earlier Te-rich alloys, exhibit-
ing congruent crystallization [12] with no large-scale atomic motion. Fast pro-
gramming operations were thus achieved, allowing one to exploit the phase-change 
chalcogenide alloys for optical storage. Starting from the 1990s, Energy Conver-
sion Devices, Inc., focused the research on the amorphous semiconductor alloy 
Ge2Sb2Te5, also known as GST, developing the phase-change technology now used 
in rewritable DVDs [11, 13].  

In optical disks the information storage relies on the OMS mechanism. In this 
application, a laser pulse focused onto the area corresponding to the bit size heats 
up the GST making it locally change between the amorphous and the crystalline 
phase. The different diffraction index of the two phases makes possible the optical 
read out. Since the phase change is also accompanied by a dramatic resistivity 

a)      b) 
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variation, the same material has been proposed for applications in semiconductor 
memories [7]. In this case the phase change is electrically induced and the stored 
information is associated to the corresponding high and low resistance values. 
Since both states are stable, no energy is required to keep the data stored, resulting 
in an inherently non-volatile memory technology.  

The PCM cell is essentially a resistor of a thin-film chalcogenide material with 
a low-field resistance that changes by orders of magnitude, depending on the phase 
state of the GST in the active region (Figure 1a). The switch between the two states 
occurs by means of local temperature increase. Above the crystallization tempera-
ture, crystal nucleation and growth occur and the material becomes poly-crystalline 
(set operation). To bring the chalcogenide alloy back to the amorphous state (reset 
operation), the temperature must be increased above the melting point and then 
quenched down very quickly to preserve the disorder and not let the material crys-
tallize. From an electrical point of view, it is possible to use the Joule effect to 
reach locally both critical temperatures (Figure 1b) using the current flow through 
the material by setting proper voltage pulses with durations in the range of tens of 
nanoseconds. The cell read out is instead performed at low bias.  

Although the phase change concept has been well known for many years and 
the first studies date back to the 1970s, its application for NVM has known re-
newed efforts and in 1999 the idea to have a semiconductor NVM cell based on the 
phase change of a chalcogenide material has been presented again [14, 15]. Since 
then the effort to bring the PCM basic concept to a mature technology level has 
constantly increased and many groups have started to study, to develop, and to in-
tegrate in MultiMegabit arrays the memory cell. As a demonstration of the interest 
and of the activities on PCM, in 2003 six papers, related to the phase change mem-
ory technology, were presented at the International Electron Devices Meeting [14, 
16–20]. Recently, PCM technology reached the phase of large array demonstrator 
(from 8 Mb to 64 Mb) showing a promising level of maturity for manufacturability 
and fast growing capabilities [21, 22]. 

Chalcogenide Compounds Physics 

The information storage in PCM devices relies on the different resistivities of the 
GST alloy in the polycrystalline phase (from now on referred to as crystalline 
state) and in the amorphous one, varying from 25 m ·cm to values three orders of 
magnitude higher. In complete analogy with optical disk technology, data storage 
relies on the OMS phase transitions. However, PCM devices are programmed 
through electrical pulses. Therefore, the GST electrical properties are of fundamen-
tal importance for the device operation. Since the crystalline state is highly conduc-
tive, a sufficiently high current can easily flow through the device causing the 
melting of the GST and allowing one to reset the memory cell.  

On the other hand, the high-field threshold switching phenomenon (OTS) is 
mandatory to allow current flowing through the device and to heat the amorphous 
chalcogenide. When a threshold voltage is reached, the PCM device passes into a 
highly conductive state, also referred to as ON states, that allows the flow of a 
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large current density at moderate voltage drops. The GST is thus heated to about 
350°C and the amorphous to crystalline transitions can be accomplished in hun-
dreds of nanoseconds. The threshold switching in amorphous chalcogenide is thus 
essential for device functionality and can be regarded to be as fundamental to PCM 
as hot carrier injection or electron tunneling is to floating-gate memory technology. 

Figure 2. Crystallographic structures for the poly-crystalline (a) and amorphous (b) phase 
[26]. 

Despite the importance covered by the OTS mechanism for PCM functionality, 
the nature of the switching effect was debated for decades [23–25] and only re-
cently its electronic nature was clearly demonstrated [26, 29]. Starting from the 
original Ovshinsky’s study [1], several models have been proposed, with many re-
searchers supporting the idea that OTS is essentially a thermal effect and that the 
current in an amorphous layer rises above the threshold voltage due to the creation 
of a hot filament [23]. Later Adler showed that, at least in thin chalcogenide films, 
the  OTS effect is not thermal [24], in agreement with Ovshinsky's original picture. 
In his pioneering work [25], he demonstrated that a semiconductor resistor may 
feature OTS, without any thermal effect, provided that carrier generation, driven by 
field and carrier concentration, competes with a strong Shockley–Hall–Read re-
combination via localized states.  

A complete description of the GST structure and of the physical mechanisms 
responsible for charge transport in chalcogenide alloys has been recently provided 
in [26]. Relying on a description of the GST microscopic structure in both the crys-
talline (Figure 2a) and amorphous phase (Figure 2b), it was argued that both struc-
tural states of the alloy could be treated as semiconductors with comparable energy 
bandgaps. From optical absorption spectra it was estimated that the bandgap is 
about 0.7 eV in the amorphous state and 0.5 eV in the polycrystalline state. Rely-
ing on low-field electrical measurements, a conductivity activation energy, Ea, of 

a) Crystal     b) Amorphous 
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about 0.3 eV for the amorphous state and 0.02 eV for the crystalline state were es-
timated. In addition, the amorphous phase exhibits a very low, trap-limited hole 
mobility of 2×10-5 cm2/V·s, while the crystalline phase shows band-type mobility 
of about 10–15 cm2/V·s. These large differences are mainly due to the existence of 
disorder-induced localized electronic states inside the amorphous phase.  
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Figure 3. Amorphous GST I–V characteristic showing the electronic threshold switching ef-
fect (a) and corresponding programming curve, defined as the low-field resistance as a func-
tion of the programming current (b). 

When chalcogenide alloy semiconductors are amorphized, electronic energy 
levels originating in the valence and conduction band are pushed into the original 
empty energy band gap of the crystalline material. These new gap states are spa-
tially localized and do not extend throughout the material. Consequently, carriers 
move through the amorphous material either by hopping among the localized states 
or by being successively thermally excited to spatially extended band states and 
then being trapped into localized states. The experimental observation that Ea is 
about Eg/2 was then explained in terms of a large density of special negatively and 
positively charged traps that also result from structural disorder in amorphous 
chalcogenide alloys [25].  These charged traps (valence alternation pairs) act like 
compensating dopant levels in a conventional crystalline semiconductor, effec-
tively forcing the Fermi level to lie near midgap between the energy levels of the 
two types of traps.  

In the polycrystalline state, crystal vacancies are proposed [26] to give rise to 
acceptor-like states that move the Fermi level close to the valence band edge. This 
Fermi level position, plus the loss of the disorder-produced trapping states, gives 
rise to the nearly degenerate p-type high conductivity of the crystalline state. In the 
amorphous phase, the chalcogenide alloy material has a high electrical resistance at 
low electric fields.  With increasing voltage, conductivity is initially ohmic, but it 
begins to grow exponentially when the field exceeds 105 V/cm. As shown in Figure 
3a, when a particular “threshold voltage,” Vth, is exceeded, the material switches 
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rapidly into a highly conductive “dynamic on-state.” The threshold switching re-
sults from the competition between a traps-based recombination mechanism and a 
concentration –assisted field-induced generating mechanism that fills the traps and 
inhibits the recombination efficiency [26]. The dynamic on-state is maintained as 
long as a sufficient “holding current” passes through the device. This transient high 
conductivity state is electronic in origin and does not involve a structural transfor-
mation from the amorphous to the low-resistance crystalline state since it has also 
been observed in molten chalcogenide semiconductors [27]. In PCM devices, 
threshold switching essentially allows one to deliver the required programming 
current needed to program a bit in the high-resistance state at low voltage [28].   

The second reversible transition exploited for memory storage is the OMS 
mechanism. This is a phase transition between the glass and the polycrystalline 
condition and its dynamics are correctly explained by nucleation and growth kinet-
ics, as reported in [29]. Figure 3b finally reports the programming curve of an 
amorphous PCM device. For programming currents lower than 200 A, the chal-
cogenide material remains in the amorphous state and this low-programming cur-
rent region is usually exploited for cell read out. At moderately high current den-
sity, the amorphous GST crystallize, reaching the set condition. Only when a 
sufficiently high current flows through the device is the GST melted and reamor-
phized in the reset condition. Despite the phase-change transition dynamics being 
analogous to the mechanism employed in rewritable optical disks, it has been 
shown that the existence of  inhomogeneous electrical pattern due to the OTS ef-
fect leads to complicating phase distribution inside the PCM cell [30]. Even though 
the macroscopic properties of the intrinsic cell do not seem significantly impacted 
by this effect, the implication on the device properties and on the statistical behav-
iour are still largely unexplored and currently under investigation. 

Figure 4. Schematic cross sections of the PCM cell with BJT (a) and MOS-selector (b). 

Cell Architectures 

Considering the electronic and transport properties of the GST alloy, either in the 
crystalline or in the amorphous state, in order to form a functional compact mem-
ory array, a PCM cell must be formed by the variable resistor with a selector de-

a) b)
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vice (transistor) in series. Hence, the basic PCM cell has a 1T/1R structure. The 
type of transistor and of data-storage varies respectively as a function of the appli-
cation and of the process architecture strategy. For high-density memory, a more 
compact cell layout is achieved via the vertical integration of a p-n-p bipolar tran-
sistor (Figure 4a), while for embedded memory the transistor is a n-channel MOS 
(Figure 4b), where a larger cell size is balanced by a minimum process cost over-
head with respect to the reference CMOS [31]. Only recently a MOS-selected 
PCM cell has been also proposed for high-density application, obtaining a compact 
cell layout thanks to a very narrow, but also very short, gate dimension [32]. A 3.5 
nm gate oxide transistor should provide the necessary reset current with a supply 
voltage of 3V. In this approach, the process simplicity is balanced with a heavily 
stressed CMOS and the data-storage long endurance concern is translated into 
MOSFET reliability. 

Figure 5. TEM picture showing the GST-heater interface in an optimised -trench cell with 
reduced programming currents (a), integration in an array with BJT selectors (b), and an      
8 Mb demonstrator microphoto [22, 31]. 

The integration of the data-storage occurs between front-end and back-end 
modules of the CMOS process. The “simple” variable resistor, i.e., the heater and 
GST system, may be obtained in different ways and the choice is a function of the 
understanding of process complexity, current performance, thermal properties and 
scaling perspective [14, 16]. Early phase change nonvolatile memory devices [10] 
were  fabricated  by  sputtering  the  chalcogenide  memory  alloy  into 5- m pores 
etched in an oxide layer deposited on a silicon substrate containing the diode ac-
cess devices. Memory operation was demonstrated, but the relatively large pro-
gramming volume and poor thermal efficiency resulted in programming current too 
large for a competitive NVM technology.  A possible approach to improve the 
memory element performance is to use a sub-litho contact heater with a planar 
GST or a modified version with a recession in the contact and GST confinement, 
which should improve the thermal properties and reduce the reset current [32]. A 
completely different approach relies on the definition of the contact area between 
the heater and the GST by the intersection of a thin vertical semi-metallic heater 
and a trench, called " trench" [31], in which the GST is deposited (Figure 5). The 

trench architecture keeps the programming current low and maintains a compact 

a)    b)     c) 
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vertical integration. Since the trench can be defined by sub-litho techniques and 
the heater thickness by film deposition, the cell performance can be optimized by 
tuning the resulting contact area still maintaining a good dimensional control. 
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Figure 6. Programming curves of a PCM cell for different set (a) and reset (b) pulse widths. 

Electrical Performance 

To exploit the PCM technology for high-performance applications, fast write and 
read times are mandatory, while still preserving good data retention capabilities. 
One of the main concerns to speed up the writing operation is the trade-off between 
fast crystallization and good non-volatility properties. To assure 10 years data re-
tention capabilities at temperatures in the range of 110–120°C [31], the GST com-
pound with the stoichiometry 2-2-5 has been chosen. However, better retention ca-
pabilities imply longer programming pulses to crystallize the GST. 

Figure 6a shows the programming curves of a MOSFET-selected PCM cell for 
several programming pulse widths.  For very long pulses (10 s), a complete crys-
tallization is easily achieved with a resistance change of two orders of magnitude 
between the set (crystalline phase, low resistance) and the reset state (amorphous 
phase, high resistance). However, this programming time is unacceptable for real 
high-performance products. By reducing the pulse width, the GST is not able to 
fully crystallize, resulting in a higher set resistance. However, for pulses as short as 
20 ns, a factor of 10 in the resistance change between  the two programmed states 
is still achieved. Despite the read margin being reduced for very short pulses, Fig-
ure 6a clearly demonstrates a suitable working window for read out operations with 
a 20 ns set time. 

The programming curve in Figure 6a also shows a reset programming current 
as low as 600 A. This value, obtained with the trench approach, can be further 
reduced by tailoring the GST contact area and the heater resistance. Since the 

trench width scales with the lithography, a continuous improvement of power 
consumption is expected in the next generation devices. Moreover, optimizations 
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of the heater material and thickness are proven to allow a reduction of the pro-
gramming current, leaving room for further improvements. 

Figure 6b reports the programmed amorphous resistance as a function of the re-
set pulse widths. The three curves correspond to different pulse amplitudes, i.e.,
programmed reset states ranging from 105 to 106 . By reducing the pulse width to 
as short as 10 ns, a small decrease of the programmed resistance can be appreci-
ated. This effect could be related to the existence of a delay to reach the thermal 
steady state condition in the heated volume, mainly due to the high thermal resis-
tivity of the GST film. In any case, the read margin is still granted and program-
ming pulses of 20 ns and 10 ns for the set and reset operations, respectively, are 
suitable for a 10× resistance change of the PCM cell. These programming/erase 
capabilities, combined with a demonstrated read access time shorter than 50 ns in a 
multi-megabit demonstrator, clearly confirm that the PCM technology is suitable 
for high-performance embedded non-volatile memory products. 

Endurance of phase change memory cells has been reported in several publica-
tions [28, 31, 32] to be between 109 and 1013 write/erase cycles – considerably in 
excess of the nominal 106 cycle endurance of Flash.          
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Figure 7. PCM cell endurance (a) and retention capabilities (b). 

A typical endurance measurement is also reported in Figure 7a. A number of 
extrinsic mechanisms that limit cycle life have been identified for PCM cells [33]. 
Delamination of the chalcogenide semiconductor layer from the resistive electrode 
material can occur after repeated thermal cycles if proper attention has not been 
paid to surface preparation and film adhesion.  Another mechanism results from 
changes in the GST composition due to interactions with electrode chemistry at 
elevated temperatures. As a result, the cycle life of the bit is found to be a power 
law function of the energy applied in the programming pulse.     
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Figure 8. Experimental verification of programming current reduction with the decreasing 
of the contact area  (a) and expected scaling in two different scenarios (b). 

An advantage related to the reduction of the reset pulse width is the correspond-
ing improvement of the PCM cell endurance. The cycle life measured on different 
cells as a function of the reset pulse width shows that the cell endurance depends 
on the overall time elapsed by the cell at higher temperature (reset operation). 
Analogous measurements performed with a variable set and fixed reset pulse 
widths do not show instead any cycle life dependence on the programming strat-
egy. This result demonstrates that the actual limit for PCM cell endurance is related 
to the total energy dissipated inside the device, now being in the order of few 
Joules. As previously stated, the trade-off between fast crystallization and non-
volatility must satisfy the mandatory requirement of 10 years storing capabilities 
up to a temperature of 85°C. In PCM devices, data loss can occur due to the spon-
taneous crystallization of an amorphous bit. However, as shown in Figure 7b, a 
lifetimes of 10 years at 110°C [31] has been demonstrated. 

Future Challenges 

Since PCM technology is based on the basic properties of the chalcogenide alloy, 
the integration of the material into a standard CMOS process still represents a chal-
lenging matter: not for the single cell concept, which is already proven to be very 
strong, but for the manufacturability of very high density NVMs, where the tech-
nology can be considered robust if demonstrated only over many billions of cells. 
Another critical topic is represented by the reset current:  its controllability and re-
duction is fundamental to guarantee a compact and scalable cell size, a competitive 
writing power consumption and enhanced reliability. Hence the development ef-
forts are mainly focused on the optimization of the data storage structure with re-
spect to the reset current. Recent results, reported in Figure 8a, have shown signifi-
cant improvements in the cell current reduction with the perspective of a 
continuous scaling according to the technology node (Figure 8b) [14, 16].  
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Considering its key features, PCM technology is a promising candidate as a main-
stream NVM. Although today the technology is still in the early stages, the devel-
opment results and the level of comprehension of the physical mechanisms ob-
tained so far allow one to foresee a fast progress. 
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Introduction

GeSbTe alloys exhibit a large variation of the optical and electrical properties 
when changing from the amorphous to the crystalline state, in the metastable rock-
salt structure (fcc). The amorphous-to-fcc transition can be reversibly induced by 
laser irradiation or current pulses. For these reasons, these materials have been 
used as optical rewritable storage media and have also been recently proposed for 
phase change nonvolatile random access memories (PCRAM) [1]. The storage 
mechanism is the structural reversible phase change. The two logic states are 
represented by the crystalline (low resistivity) versus the amorphous phase (high 
resistivity).  

GeSbTe alloys with compositions centering around the GeTe–Sb2Te3
pseudobinary line, in the ternary phase diagram, are very promising as data storage 
media. They exhibit high crystallization rate and good reversibility between 
amorphous and crystalline phases. Furthermore, the phase change characteristics 
may by controlled by selecting the film composition [2]. Among the others, films 
with Ge2Sb2Te5 composition combine a high transition rate together with 
sufficiently large activation energy (more than 2 eV). 

In view of the application as storage material in PCRAMs, we have studied the 
amorphous-to-fcc transition in Ge2+xSb2Te5 (x = 0, 0.5) thin films. We have 
followed, under isothermal annealing, the change of the resistivity, that 
characterizes the two memory logic states. The effects of annealing temperature 
and time on the structure and the electrical properties of films with different 
composition have been compared. Moreover, since the storage mechanism is based 
on a phase transition that proceeds via nucleation and growth, these two involved 
processes need to be studied in more detail. 

Electrical [3], but also optical and calorimetric measurements [4–6], commonly 
employed to characterize the phase transition, are only sensitive to average 
variations of the physical properties. They do not allow one to separate the 
contribution of the nucleation and the growth and to follow the early stage of the 
transition, during which the nucleation process strongly depends on time. This 
transient regime is directly related to the grain size distribution, which can only be 
measured by using microscopic techniques. In situ transmission electron 
microscopy (TEM) analysis represents a very powerful technique to 
experimentally determine the parameters that are strictly related to the dynamical 
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evolution of the population of crystalline grains, such as the incubation time, the 
growth velocity, and the driving force of the transformation. However, it has been 
shown that the electron beam may influence the nucleation process, making 
difficult the study of the kinetics of the amorphous-to-fcc transition in Ge2Sb2Te5
films by in situ TEM analysis [7]. In this work, the effects of the electron beam 
have been suppressed by switching off the electron beam current during in situ
thermal treatments, and by analyzing only fresh areas. In this way, the density of 
fcc grains and the size distribution have been determined for various temperatures 
and times. By this information, the contribution of nucleation and growth has been 
separated and the scalability of PCRAMs has been evaluated.  

Effect of Composition on the Electrical Properties and 
Structure

The amorphous-to-polycrystal transformation can be followed in situ by sheet 
resistance measurements, performed by using the four point probe method. 
Samples have been prepared by sputtering at room temperature, from a single 
target, 50-nm thick Ge2Sb2Te5 films on oxidized Si substrates. The obtained 
amorphous films were then isothermally heated in a thermal chuck, at temperatures 
in the range of 130–190°C, to obtain the conversion into the low resistivity fcc
phase. Figure 1 reports as full and open symbols, the resistivity vs. temperature, as 
measured after 13-min. isothermal anneals, for x = 0.0 and x = 0.5, respectively. 
The uncertainty in the resistivity determination is lower than the symbol size. 
Films with x = 0.0 exhibit a continuous decrease of the resistivity as a function of 
temperature. In Ge2.5Sb2Te5 films, the resistivity instead reaches a small plateau at 
temperatures between 145 and 160°C, and then it further decreases as the 
temperature increases. After annealing at 190°C the resistivity of the two samples 
becomes comparable.  

In order to relate the electrical properties to the film structure, samples annealed 
at different temperatures were analysed by X-ray diffraction (XRD). We used a 
SIEMENS D5005 diffractometer operating with Cu K  (  = 0.15406 nm), in 
grazing angle configuration with an incident angle of 0.7°. The measured 
diffraction patterns in Ge2Sb2Te5 samples, annealed at 130°C for 120 min or at 
higher temperature, correspond to an fcc structure. The lattice parameter is a = 
0.602  0.001 nm, in agreement with the values reported in literature [3, 8].  
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Figure 1. Resistivity as a function of annealing temperature, measured after 13 minutes 
isothermal anneals for samples with x = 0.0 and x = 0.5. 

XRD spectra collected for films with x = 0.5, obtained in samples annealed at 
temperatures below 170°C, are instead the convolution of  the spectrum of a fcc
phase with that of the amorphous phase, even if the thermal treatment is protracted 
for a few hours. Therefore, in Ge2.5Sb2Te5 films, the observed decrease of the 
resistivity at temperatures in the range 130–160°C, does not correspond to a full 
crystallization. XRD spectra show that the contribution of the residual amorphous 
material can be completely eliminated by annealing the samples at temperatures 
above 160°C.  

TEM images and transmission electron diffraction patterns confirm the 
presence of residual amorphous material, uniformly distributed in the film, after 
annealing at temperatures in the range of 130–160°C. 

Further information can be obtained by monitoring the position of the XRD 
peaks as well as the full-width at half maximum (FWHM) as a function of 
temperature. Data plotted in Figure 2a and b as full and open symbols have been 
obtained by profile fitting analysis using the pseudo-Voigt function for 
compositions x = 0.0 and x = 0.5, respectively. The width of 220 peaks in 
Ge2Sb2Te5, shown as full squares in Figure 2a, slightly decreases as the 
temperature increases, while the peak position, plotted in Figure 2b, remains 
constant as a function of temperature. The FWHM and peak position vs.
temperature measured for x = 0.5, plotted as open symbols, exhibit a different 
behavior. In the temperature range 130–160°C, the FWHM decreases as a function 
of annealing temperature, while the peak positions remain almost constant and 
close to those measured in Ge2Sb2Te5. For temperatures higher than 160°C, the 
peak positions and widths instead gradually move to higher values with increasing 
temperature. In this temperature range (160–190°C) no residual amorphous 
material has been observed. Moreover, the FWHM measured in samples with x = 
0.5 is always larger than that obtained for x = 0, indicating that in samples with an 
excess of Ge, the growth process is inhibited. 
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Figure 2. Width (a) and position (b) of 220 peaks, obtained by profile fitting analysis for 
samples with x = 0.0 (full symbols) and x = 0.5 (open symbols). 

Phase separation has been reported in Ge2Sb2+xTe5 films, with the formation of 
fcc crystals and a small amount of Sb, which remains amorphous at the grain 
boundaries [8]. The presence of a residual amorphous material in our samples, may 
be a confirmation that the structure tends to maintain a relatively large amount of 
vacancies. However, in the present work, the amorphous material, remaining by 
annealing samples in the temperature range 130–160°C, can be almost completely 
converted into a crystalline phase, by increasing the annealing temperature. The 
increase of the FWHM, as well as the change of the peak positions as the 
temperature increases, indicate that the residual amorphous material is converted 
into a different phase, with fcc structure, but with slightly lower lattice parameter. 
Reasonably, the crystalline phase formed under annealing at temperatures below 
160°C, has the Ge2Sb2Te5 composition. However, as the crystallization proceeds, 
the residual amorphous material becomes richer and richer with Ge, with a 
composition that depends on the crystalline fraction . As an example, for  = 
40%, the composition of the amorphous material is Ge3Sb2Te5. A crystallization 
temperature above 160°C, as observed to completely crystallize samples with 
composition Ge2.5Sb2Te5, is in quite good agreement with those reported in Ref. 
[2], for compositions away from the pseudobinary line, close to those that may 
form in our samples.  

Transition Kinetics in Ge2Sb2Te5

In order to separate the contribution of  nucleation and growth, the two processes 
that govern the amorphous-to-crystal transition, X-ray diffraction and electrical 
measurements, which provide only average volume information, have been 
coupled with in situ TEM analysis, which allows one to also measure the grain 
density and size during the transition. The deposited Ge2Sb2Te5 amorphous 
samples were made transparent to the electron beam for TEM analysis by 
grounding, dimpling, and etching. The chemical etch is preferred with respect to 
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conventional Ar ion milling to avoid sample heating above the crystallization 
temperature, which may occur during ion milling. TEM analyses were performed 
using a JEOL 2010 TEM operating at 200 kV, with a sample holder equipped with 
a heating stage and a thermocouple. To obtain a good statistical evaluation of the 
grain density and size, for each time step, regions of about 20 m2 were analyzed. 
In order to minimize the effect of the electron beam on the nucleation process, the 
electron current was switched off during thermal heating. Moreover, after each 
annealing time, only fresh areas of the sample were observed. The transformation 
has been followed in the temperature range from 130 to 143 C, because outside of 
this range the transition becomes too slow or too fast for the TEM observation and 
for the ramp rate of the employed heater. 

Figure 3. TEM images of a Ge2Sb2Te5 film annealed at 137°C for 85 min (a) and 105 min (b).

Figures 3a and b show plan view images in bright field of a Ge2Sb2Te5 sample 
annealed in situ at 137°C for 85 min and 105 min, respectively. Crystalline grains 
embedded in the amorphous matrix appear as dark or bright regions. From these 
images, the grain density and size can be evaluated as a function of annealing time, 
for all analyzed temperatures.  
Figure 4 shows the grain density as a function of time for various annealing 
temperatures.  The error bars are determined from the statistical fluctuations of the 
number of grains per unit area. After the incubation period, the grain density 
linearly increases with time, indicating that a constant nucleation rate is 
established. The nucleation rate J, defined as the average number of grains which 
appear per unit time and area, can therefore be evaluated from the slope of the 
linear fit to the data plotted in Figure 4. To take into account the reduction of the 
available volume, the obtained value has been divided by the amorphous fraction. 
However, since our analysis is limited to low transformed fractions, this correction 
result is negligible.  

(a) (b) 
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Figure 4.  Number of grains per unit area, vs. annealing time at different temperatures. Solid 
lines are linear fits to data. 

In Figure 5 the maximum grain radius has been plotted as a function of 
annealing time for different temperatures. Since these values could be affected by 
eventual pre-existing seeds, data in Figure 5 have been averaged between different 
images, collected after the same annealing time. The error bar length is the 
difference between the maximum and the minimum of the largest measured sizes. 
These, in general, exhibit a small dispersion. The grain radius linearly increases 
with time and the growth velocity can be evaluated by the linear fit to the data 
shown in Figure 5. 

The nucleation rate and growth velocity can be plotted as a function of the 
reciprocal temperature, determining, from the linear fits, the activation energies for 
the involved processes. Values of En = 2.9  0.5 eV and Eg = 2.3  0.4 eV have 
been evaluated for the nucleation and growth process, respectively.  

Figure 5.  Maximum grain radius measured in Ge2Sb2Te5 as a function of annealing time for 
various temperatures. Solid lines are linear fits to data. 
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In the classical theory of the nucleation and growth, the activation energies for 
the nucleation rate and for the growth velocity differs by the barrier energy G*,
for the formation of a crystalline grain of critical size. Our determination, 
considering the experimental uncertainty, indicates a value of G* lower than 1 
eV. This result suggests the occurrence of a heterogeneous nucleation 
phenomenon. The observed dependence of total activation energy for the 
crystallization on the materials between which the Ge–Sb–Te layer is sandwiched 
[3, 6, 9] confirms our results. 

Moreover, it has been observed that as-deposited films crystallize with longer 
incubation times and higher total activation energy than melt-quenched amorphous 
films, because these materials contain quenched-in crystalline nuclei [4, 9, 10]. 
Following this explanation, the total activation energy for melt-quenched samples 
is only determined by the growth process. Differences of 0.2–0.3 eV [4, 10] have 
been reported in the literature between the total activation energies measured in as-
deposited and melt-quenched films. It is straightforward to show that this 
difference is equal to G*/n , where n is the Avrami exponent, which in thin films 
is expected to be between 2 and 4. Therefore, from these experiments [4, 10], G*
can be estimated to be between 0.4 and 1.2 eV, in good agreement with our 
determination. 

The separation between the nucleation and growth processes and the evaluation 
of their activation energies allow the estimation of the number of crystalline nuclei 
that form in a memory cell at the temperatures reached during programming 
through current pulses.  
Let us consider a population of 1010 memory cells, each of volume V and with an 
average number of nuclei N, formed during programming. The probability to have 
one failing bit into a chip can be evaluated as the probability P(0, N) that, due to 
statistical fluctuations, one cell out of 1010 does not form any crystalline nucleus 
during the programming pulse. Following the Poisson statistics, P(0, N) = e–N,
where N=J V is the average number of grains formed after the program time 
with a nucleation rate J, that is assumed to have an Arrhenius behavior with a 
single activation energy. Since, according to these hypotheses e–N  1/1010, this 
gives N  20. For typical values of  50 ns and T  800 K, we obtain a volume V

 10–19 cm3. This volume corresponds to a contact size of less than 8 nm. 
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Introduction

Recently, organic memory devices, which use organics as the active materials, 
have gained much attention [1–21] due to the advantages of using organic materi-
als, such as high flexibility, easy processing, low fabrication cost, and larger area 
fabrication by printing techniques. They can be used for nonvolatile memory de-
vice applications, such as Flash memory, random access memory, and can also be 
used as switches to drive organic light-emitting diodes for electronic paper applica-
tions. In this chapter, we review the development of two-terminal organic memo-
ries driven by an electric field. These devices exhibit a conductance change, where 
a low conductance state (off-state) may switch to a high conductance state (on-
state) under a critical applied voltage. We hope this will provide an introduction to 
those who have interest in this field.  

Organic Memories Using Charge-transfer Complex 
Materials

Dating back to the 1970s, the threshold switching phenomenon had been observed 
in metal–organic charge-transfer complex systems by Potember et al. [1, 2], where 
the transition between the high-conductance and the low-conductance states is real-
ized by charge transfer between copper (Cu) and tetracyanoquinodimethane 
(TCNQ).  It was explained that under an applied electric field, the charge-transfer 
complexes undergo a phase transition accompanied by a corresponding change in 
electrical resistivity, but the details about the phase transition were not clear [1]. 
The typical current-voltage characteristics for the charge transfer complex system 
are shown in Figure 1 [2]. The device switching speed was about 15 ns and a high 
current pulse was used for restoring the device to the off-state.  

The memory effect based on the metal–organic charge transfer complex mate-
rials was very popular during the 1970s and 1980s. Recently, Oyammada et al. re-
ported a switching and memory effect in Cu: TCNQ charge transfer–complex thin 
films, where a thin aluminum oxide (Al2O3) layer between the anode and the 
Cu:TCNQ layer was critical to the observed switching phenomenon [3].  The 
Al2O3 layer was obtained by exposing the Al (20 nm) film to a UV–ozone chamber 
(12 min, O2 1 atm) or by sputtering Al2O3. The Cu:TCNQ film was deposited by 
the co-evaporation method. The typical I–V characteristics for the 
ITO/Al/(Al2O3)/Cu:TCNQ/Al device are shown in Figure 2.  Figure 2 reveals the 
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characteristic electrical switching of an ITO/Al/Cu:TCNQ/Al device. The device 
has a clear threshold from low impedance to high impedance at an applied voltage 
of 10.0±2.0 V and a reverse phenomenon at a negative bias of –9.5±2.0 V, when 
the authors progressively applied a voltage as indicated by the circled numbers. 
This characteristic switching phenomenon was observed more than 1000 times. 
However, they observed no switching effect in the ITO/Cu:TCNQ/Al device, sug-
gesting that the Al layer plays an important role in switching (inset of Figure 2). 

Figure 1. Typical dc current–voltage characteristics showing bistable switching in a 5- m-
thick Cu-TCNQ sandwich structure [2].

Figure 2. J–V characteristics of an ITO (300 nm)/Al (20 nm)/(Al2O3)/Cu:TCNQ (1:1,      
100 nm)/Al (100 nm) device. (Inset) J–V characteristics of an ITO (300 nm)/Cu:TCNQ (1:1, 
100 nm)/Al (100 nm) device [3].
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Writing and erasing was realized by applying a positive and negative electric field 
(about 106 V/cm), respectively, to the films. The on/off ratio can reach as high as 
104. No mention of write–erase cycle tests and retention tests were found in this re-
port. They failed to observe the switching effect without the Al2O3 layer, and the 
device mechanism was not clear.   

Organic Memories Based on Polymer Films 

The switching phenomenon was also observed in some polymer films early in the 
1970s [4, 5] and most of the earlier observed electrical memory effects turned out 
to be due to filament formation. Recently, at Princeton University, the Forrest re-
search group reported a write-once-read-many times (WORM) memory effect by 
burning polymer fuses [6, 7].  

The conductive polymer fuse consisted of polyethylene dioxythio-
phene:polystyrene sulfonic acid (PEDOT: PSS). Current transients were used to 
change the fuse from a conducting to a nonconducting state to record a logical "1" 
or "0". The burning resulted in a permanent reduction of forward-bias current by 
approximately five orders of magnitude. The conducting polymer film was ob-
tained by spin coating technique. Figure 3 shows the I-V curves before and after  
10 V voltage pulse was applied to an Au/PEDOT:PSS/n-Si device.  

Figure 3. Current density vs. voltage characteristics of a Au/PEDOT:PSS/n-Si devices, after 
etching surrounding PEDOT:PSS, before (squares) and after (circles) switching with a 5-ms, 
10-V pulse [7]. 

The Princeton group also demonstrated a simplified polymer/Si OI–HJ rectify-
ing junction with potential applications for WORM memories. Polymer conductiv-
ity switching at high current densities was due to an oxidation/reduction reaction in 
the PEDOT:PSS film made possible by the injection of holes and electrons from 
the Au and Si contacts, respectively. Stabilization of the nonconducting state of 
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PEDOT: PSS occurs on shorter time scales and at significantly lower current densi-
ties than has been previously observed for Au/PEDOT/ITO double injection de-
vices. They had confirmed that the thermal effects play a significant role in stabi-
lizing the neutral PEDOT:PSS species formed by charge injection. The change 
from high to low conductivity state resulted in a permanent reduction in conductiv-
ity by a factor of >104 in a time period of ~300 ns. The switching process was 
found to be highly reliable and reproducible. It was suggested that this device struc-
ture had the potential for use in passive-matrix memory arrays in archival data stor-
age.

Organic Memories Based on Functional Molecules 

Electrical switching and memory effect were also reported for the devices using 
functional organic molecules as the active materials [8–12]. The basic idea is that 
organic molecules may have various conformations and states (reduction state or 
oxidation state), which may change under an applied electric field and cause the 
conductivity change [8]. The difficulty in this study is that it is not easy to verify 
that the observed switching and memory effect are caused by the real molecular 
conformation change or not. 

Pal et al., reported that conductance switching between three levels can be 
achieved in supramolecular structures of Rose Bengal [8], where electroreduction 
and conformational change of the molecules caused the conjugation modification, 
and as a result, conductance of the molecules was changed. At a negative voltage, 
Rose Bengal molecules are electroreduced to the high-conductivity state, while a 
positive voltage oxidized the molecules back to their low-conductivity state (Figure 
4). The off-state is defined as state 1, while the on-state as state 2a. At a higher
VMax, the switching definition itself has been found to change. Figure 4 shows that 
with VMax > 4.5 V, the material switched to a still higher conductivity state (state 3) 
at a positive VMax. At a negative VMax (< –4.5 V), Rose Bengal molecules switched 
off to a state (state 2b), which has a conductance around that of state 2a. They 
therefore had observed at least three conducting states in these devices, all of which
can be achieved reversibly. The ratio between the two conductance states was as 
high as 2000. The ratio and VMax at which the switching definition changed depends 
on the pH of PAH in the supramolecular matrix. 

Organic Memories in Organics/Metal Nanocluster/Organic 
Structure

In the above-reported organic memories, metals already have been introduced in 
metal–organic charge-transfer complex systems. Recently, the UCLA research 
group demonstrated an organic electrical bistable device (OBD) by introducing 
metal nanocluster layers within an organic layer as the active medium [13–18], 
which shows rewritable nonvolatile memory behavior (Figure 5).  
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Figure 4. Current–voltage characteristics of a device based on ESA films of Rose Bengal 
(pH of PAH = 8.0) for two sweep directions and at two VMax. Filled and open symbols repre-
sent sweeps from forward and reverse bias, respectively, in both the cases. VMax was 4.5 (tri-
angles) and 5.0 V (circles). The vertical arrows represent switching from state 1 to state 2a 
and from state 2b to state 3. The chemical structure of Rose Bengal in its ground state is 
shown in the inset [8]. 

Figure 5. The I–V characteristics of an OBD device measured from –5 to +5 V (open circle) 
and +5 to –5 V (filled circle) [17]. 

The on-state and the off-state differ in their conductance by as much as 106

times and show a remarkable retention. In order to obtain these metal nanoclusters, 
a slow evaporation rate (~0.3 Å/s) for the metal vapor in a vacuum around 2×10–6

torr was utilized, so that the middle layer consisted of metal nanoclusters (metallic 
cores with insulating shells). The size of the nanoclusters was about 10 to 15 nm. 
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Alternatively, the metal nanoclusters can also be achieved by other means; for ex-
ample, co-evaporation of Al vapor with organic insulating molecules.  

Figure 6 illustrates the OBD switching mechanism [17]. Free electrons in the 
metallic Al-nanocluster cores tunnel through the energy barrier formed by the insu-
lating shells of the cores, from one energy well to the other against the direction of 
the applied electric field. The negative charge will be stored on one side of the well 
and the positive charge will remain on the other side. The stored charge subse-
quently makes the organic layers undergo a conductance change and switches the 
device to the on-state. 

Figure 6. The schematic band diagram illustrating OBD under switching voltage electrons 
in the cores of Al nanoclusters tunneling resonantly through the energy barrier provided by 
the insulating coatings on the Al nanoclusters. Resulting positive–negative charges are 
stored on both sides of the Al-nanocluster layer, and switching the device to on-state [17].  

Later we performed a theoretical calculation regarding the electron transmis-
sion probability through the device and found that indeed, the electron transmission 
probability with the positive–negative charges on both sides of the nanoclusters 
layer is several orders of magnitude higher than the case without charges within the 
nanoclusters layer [18]. 

Electrical bistable devices have been fabricated using the sandwiched structure 
of organic/metal nanocluster/organic as the active medium interposed between two 
Al electrodes. Experimental studies of the device operation mechanism have been 
carried out. It was found that the bistability is very sensitive to the nanostructure of 
the OBD. The UV–visible absorption spectrum, surface morphology, and electrical 
conductance studies suggested that the middle metal layer for the bistable device 
consisted mainly of partially oxidized, small metal nanoclusters, instead of pure 
metal as previously described [9]. An impedance study of the device indicated that 
more charge is stored for the device in a high-conductance state than in a low-
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conductance state. It is believed that the nanocluster layer is polarized after the ap-
plied bias is above a threshold voltage, consequently making the organic layers un-
dergo a conductance change, switching the whole device to a high-conductance 
state. A proper reverse bias is needed to neutralize the stored charge and to restore 
the device back to a low-conductance state. It is also found that high-yield and 
high-performance OBDs must be fabricated with a slow deposition rate for the 
middle metal layer to allow the formation of very small-sized nanoclusters. 

Figure 7. Current–voltage characteristic of an Al (50 nm)/Alq3 (50 nm)/Al (5 nm)/Alq3
(50 nm)/Al (50 nm) device [19]. 

The IBM research group at Almaden [19] also observed electrical bistability in 
this organic/metal nanocluster/organic system as shown in Figure 7, where the I–V 
characteristics were not the same as what we observed. The mechanism details are 
not clear, and need to be further verified. But one difference from our device was 
that the middle nanocluster layer was very thin (5 nm). They believed that the 
mechanism is a charge storage, as described by Simmons and Verderber [20]. 

Organic Memory by Controlling Cu-ion Concentration 
Within the Organic Layer 

A high on-state current memory device was reported by our research group, by 
controlling the copper ions within the organic layer [21]. The device structure is 
copper anode/buffer layer/organic layer/cathode. The switching-on process was re-
alized by applying a positive voltage pulse between the two electrodes, driving Cu+

ions into the organic layer to transform the device into a high-conductance state.  
Figure 8 shows the typical I–V characteristics of a Cu–OBD. When the bias was 

ramped from 0 to 3.5 V, the current injection was initially very low. At a critical 
voltage (Vc1) of approximately 0.7 V the device switches from the low-conductance 
(off) state to a high-conductance (on) state. The device stays in the on state as the 
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bias is increased until it reaches another critical voltage (Vc2) of around 2 V, where 
it reverts to the off state. Therefore, the transition from the off state to the on state 
(switch-on) can be achieved by applying a medium bias ranging from Vc1 to Vc2,
and the transition from on state to off state (switch-off) can be achieved by apply-
ing a voltage greater than Vc2. Interestingly, the switch-on and switch-off processes 
are nonvolatile processes, i.e., once the device switches to either state it remains in
that state for a prolonged period of time. A small probing (or reading) bias, less 
than the Vc1, may be applied to detect the state of the device. The bottom inset of
Figure 8 shows the stress test carried out in the on and off states probed by 0.1 V. 
We also tested the retention time for both the states under no bias condition and 
found it to exceed six months. In addition, we also evaluated the thermal stability 
of both the states of the Cu–OBDs at 110°C for several hours in ambient condi-
tions. The device remained in either state without degradation. Therefore, Cu–
OBDs can be electrically programmed for rewritable nonvolatile memory applica-
tions. 

Figure 8. The typical I–V characteristics of Cu–OBDs. The inset shows the device structure 
and stress test for the device at both the on state and off state [21]. 

Organic Memory Based on Polymer Composite Containing 
Metal Nanoparticles and Small Organic Molecules

An electrical bistable device was recently developed by using a polymer film 
mixed with metal nanoparticles and conjugated small organic compounds [22, 23]. 
As shown in Figure 9, this device has a simple device structure. The active film be-
tween the two metal electrodes was formed by a solution process.   

The materials in the device include an inert polymer such as polystyrene (PS) 
or poly(methyl methacrylate) (PMMA), metal nanoparticles, and conjugated or-
ganic compound such as 8-hydroxyquinoline (8HQ) or 9,10-dimethylanthracence 
(DMA). The Au nanoparticles have an average particle size of 2.8 nm in diameter. 
The inert polymer was used as the matrix. The device was fabricated through the 



  Organic Nonvolatile Memories  205

following process. At first, the bottom Al electrodes (rows) were deposited in a 
high vacuum through a thermal evaporation. Then, the active film was formed by 
spin-coating a solution, such as 1,2-dichlorobenzenoic solution of 1.2% by weight 
PS, 0.4% by weight 1-dodecanethiol-protected Au nanoparticles (Au-DT), and 
0.4% by weight DMA. Finally, the top Al electrodes (columns) were thermally de-
posited. The notation Al/PS+Au-DT+DMA/Al is used to represent this device. 

Figure 9. Device structure.

Figure 10 shows the I–V curves of the device Al/PS+Au–DT+DMA/Al tested 
in air. Initially, the device was in the off state, and the current was approximately 
10 10 A at 1 V. The electrical transition from the off state to the on state took place 
at 6.1 V with an abrupt current increase from 10 10 A to 10 6 A (curve (a)). The de-
vice exhibited good stability in this high conductivity state during the subsequent 
voltage scan (curve (b)). The high conductivity state was able to return to the low 
conductivity state by applying negative bias as indicated in curve (c), where the 
current suddenly dropped to 10 10 A at 2.9 V.   

This switching behavior can be repeated numerous times and can be driven by 
voltage pulses as well. Hence, this device can be used as a nonvolatile memory. 
The transition time from the off state to the on state is less than 25 ns. 

Such electrical transition was observed for the device tested under a nitrogen 
atmosphere as well as in the air, which suggests that water and oxygen do not play 
any role in the electrical switching.  The switching mechanism is not the filament 
formation between the metal electrodes, which was the reason for the electrical 
transition observed for some polymer films. The device Al/Au DT+DMA+PS/Al 
in the on and off states was studied by ac impedance spectroscopy. No drop of the 
capacitance was observed after the device was electrically switched from the pris-
tine state to the on state. Moreover, the electrical behavior of the device is strongly 
dependent on the nature of the metal nanoparticles and the conjugated small or-
ganic compound. The polymer may just play a role as a matrix for these two com-
ponents.  

Al 

Al 

Au nanoparticles

Middle composite layer 
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Figure 10. I–V curves of a device, Al/PS+Au-DT+DMA/Al. (a), (b) and (c) represent the 
first, second, and third bias scans, respectively. The arrows indicate the voltage-scanning di-
rections.
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Figure 11. Energy diagram of Au nanoparticle (Au NP), 1-dodecanethiol (DT), and            
8-hydroxyquinoline (8HQ). The two dots on the HOMO of 8HQ represent two electrons, E
is the applied electric field, and the lower arrow indicates the electron transfer.

An electric-field induced charge transfer between the Au nanoparticle and 8HQ 
was proposed for the switching mechanism. It has already been demonstrated that 
8HQ and Au nanoparticles can be an electron donor and acceptor, respectively 
[24–26]. When the electric field reaches a threshold, the electrons on the HOMO of 
8HQ may gain enough energy and tunnel through the insulator coating on the Au–
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DT nanoparticle into the metal core. This results in the generation of the charge 
carriers on 8HQ and the increase of the conductance of the film. It is wellknown 
that the conductivity of conjugated organic compounds will increase after their 
HOMO or LUMO become partially filled [27, 28]. The recombination of the posi-
tive charge on the 8HQ and Au nanoparticle was prevented by the insulator coating 
on the Au nanoparticle.  

Figure 11 is a schematic energy diagram for such a change transfer between Au 
nanoparticles and 8HQ. The HOMO and LUMO levels of 8HQ, calculated using 
DFT B3LYP method with the 6-31+G(d,p) basis set, are 1.9 and 6.1 eV, respec-
tively. The energy (Ec) to charge a Au nanoparticle with a diameter of 2.8 nm and 
capped with 1-dodecanethiol, is about 0.1 eV and calculated using [29]: 

C
eEc 2

2

and )(4 0 dr
d
rC r ,

where C is the capacitance of the Au nanoparticle, 0 the permittivity of free space, 
r the permittivity of the capped molecule on the Au nanoparticle, r the radius of 

the Au nanoparticle core, and d the length of the capped molecule. This charging 
energy is the energy to be overcome for the charge transfer to take place. It is pos-
sible for the electron to gain such energy under a high electric field. 

This simple model can interpret the stability of the device in the high conduc-
tivity state as well as during the erasing process by applying a negative bias. Stabil-
ity of the negative charge on Au nanoparticle is due to the insulator coating of      
1-dodecanethiol on the Au nanoparticles, which prevents recombination of the 
charge after removal of the external electric field. Since the charge transfer is in-
duced by an external electrical field, the film is polarized after the charge transfer. 
Only a reverse electric field can assist the tunneling of the electron from the Au 
nanoparticle back to the HOMO of 8HQ+, resulting in a return to the low conduc-
tivity state. 

Conclusion

We have briefly reviewed the development of organic memories. Due to the space 
limitation, there may be much more work on organic memories that has been omit-
ted here. Organic memories are promising, considering their advantages of poten-
tial low cost, flexibility, and easy of fabrication, but there is still a distance to go 
before they are ready for real application. For most organic memories, the retention 
times and the device stability are the issues that need to be overcome before appli-
cation. Organic materials incorporated with inorganic materials or metal nano-
clusters may be a solution. We sincerely hope that these issues will be solved in the 
near future.
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Advances and a Look into the Future 
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Introduction

In the table of the International Technology Roadmap for Semiconductors (ITRS) 
[1], displaying the MPU interconnect technology requirements for the long term, 
i.e. for the 2010 to 2018 timeframe, almost all fields are highlighted in red, stand-
ing for “Manufacturable Solutions are NOT known”. These so-called “red brick 
walls” illustrate that interconnect technology is becoming progressively demanding 
and that it is imperative to already be trying today to assess tomorrow’s intercon-
nect challenges. The manufacturability of potential solutions cannot be given today 
anyway, since tomorrow’s manufacturing tools, in particular next generation li-
thography (NGL) are not yet available. Access to the critical dimensions (CDs) and 
fine pitches of these future semiconductor products is only possible by use of direct 
writing lithographic methods. To bypass the limitations imposed by these tech-
niques on the generation of large numbers of test structures, alternate approaches 
based on removable spacers [2] and mask trims [3] were developed; these tech-
niques allow, by use of standard manufacturing lithography, the fabrication of 
structures with tight CDs, however with the trade-off of relaxed pitches, reflecting 
lithography resolution. Recent results obtained with such an approach show that 
some red brick walls have cracks and suggest that Cu/low-k on-chip wiring may be 
extended evolutionarily rather than revolutionarily. Furthermore, in future chip 
generations, design will progressively become an enabler. 

Contributors to RC Delay 

The technological approach to reduce RC signal delay is to keep metal resistivity 
low and to use low-k materials for insulation to reduce inter- and intra line parasitic 
capacitance. RC signal delay can also be reduced by design and by architecture by 
keeping local interconnects short and utilizing hierarchical architecture, respec-
tively. Design and architectural approaches can thus take some burden from tech-
nology to move to risky and cost intensive material innovations. Calculations have 
indeed shown [4] that SiO2 could be used as an insulator even in 45 nm node prod-
ucts, without parasitic capacitances of the interconnect being the performance lim-
iting element, if only design would keep local interconnect lengths shorter than 15 
CDs.
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Conductor Resistivity and Size Effects 

Using SiO2 as the intermetal dielectric (IMD), Cu-based nano-interconnects with 
CDs down to 30 nm were fabricated (Figure 1) with a spacer technique [2]. The 
electrical characterization yielded a strong increase of electrical resistivity with de-
creasing CD over a wide range of temperatures (Figure 2). The experimental data 
could be well described by a combined model [5]. This model takes into account 
charge carrier scattering at both external and internal interfaces, i.e. scattering ef-
fects resulting from the fact that at least one dimension of the conductor is no 
longer large compared to the mean free path of charge carriers [6, 7] and grain 
boundary scattering [8], respectively. The experimental data show that cooling be-
comes progressively inefficient to reduce resistivity with decreasing CDs [9], and 
that the resistivity value (2.2 µ .cm) displayed in the ITRS for future chip genera-
tions may only be achieved at very low temperatures. The lifetime of Cu lines (not 
connected to vias) with CD=65 nm was determined [10] with standard reliability 
methodology and yielded a value (120 years) comparable to values obtained for 
current products. In destructive tests the lines failed at current densities (60–
100MA/cm2) beyond those obtained for a wiring scheme with relaxed CDs [9]. 

Figure 1. Metallized damascene trench meeting ITRS requirements regarding CD and bar-
rier thickness for local interconnects in MPUs in 2013. The requirement for the aspect ratio 
(height:width) is even surpassed by about 100% 
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Figure 2. Dependence of the electrical resistivity of copper lines on line width measured at 
various temperatures 

Diffusion Barrier Scaling 

Barrier films have to be scaled down in thickness aggressively to leave maximum 
space for Cu as they exhibit electrical resistivities of at least an order of magnitude 
higher than that of Cu; this assertion holds for both lines and vias. For vias in par-
ticular, thin barrier films are mandatory as the current path leads right through the 
barrier film at the bottom of the structure. Ta-based barriers are most commonly 
used in Cu-metallization schemes. Direct deposition of Ta on the IMD results in 
tetragonal -Ta, which exhibits high electrical resistivity (180 µ .cm). The desir-
able low resistivity modification (20–30 µ .cm) of cubic -Ta is only obtained by 
deposition onto a TaN underlayer, which, in turn, exhibits high electrical resistivity 
(235 µ .cm). In minimizing the thickness of the TaN film in a Ta/TaN bi-layer 
barrier stack, -Ta was obtained on TaN films as thin as 1 nm [11]. After anneal-
ing (450°C, 120 min) in forming gas, leakage current densities between neighbor-
ing damascene lines (Figure 3.) with effective thicknesses of Ta only barrier films 
down to the sub-1 nm regime were performed [12] and found to be as low as those 
obtained with a thick reference barrier used in a current RF product. The leakage 
current density obtained at an electric field strength of 0.4 MV/cm is still at noise 
level; under worst-case assumptions, this is expected to be the maximum field 
strength between neighboring conductor lines in end-of-roadmap (2018) high-
performance products. In bias-temperature-stress (BTS) tests, barrier films with 
nanoscaled thicknesses were furthermore exposed to high electric fields              
( 1 MV/cm) at elevated temperatures (200°C) for excessive durations (2000 h) and 
showed the same barrier integrity as the thick reference barrier [12]. These results 
suggest that fabrication of barrier films with end-of-roadmap thicknesses (2 nm for 
18 nm node products in 2018) may not remain a blocking point. 
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Figure 3. Dependence of leakage current density on electrical field for diffusion barriers 
with end-of-roadmap thicknesses; the result obtained for a thick barrier bi-layer in a current 
RF product is shown as a reference

Low-k Intermetal Dielectrics 

Reduction of the contribution of the IMD to RC signal delay means to substitute 
SiO2, the decade-long used insulator of choice with a material of lower electrical 
permittivity, i.e. a material with lower k-value than that of SiO2 (k  4). A reduc-
tion of the k-value can be achieved by three approaches: by a reduction of polarity, 
by a reduction of density, and by leaving out the IMD. This is basically a pathway 
from SiO2 (k  4), to doped oxides (k  3.5), to organic materials (k  2.5–3), to 
porous films (k  2.0–2.5), and finally to airgaps, featuring the ultimate k-value of 
vacuum (k = 1). This pathway to reduce the k-value is accompanied by an increas-
ing need for auxiliary layers, used as hard mask, etch stop, etc. These auxiliary lay-
ers, in turn, contribute with their intrinsic k-value to the overall k-value, the effec-
tive k-value keff, of the metallization scheme; furthermore the reduction of the k-
value is associated with an increase of the complexity of processing and of the 
complete integration scheme. Simulations of the k-value of porous films have 
shown [13] that a volume reduction of about 50% is required to reduce the bulk k-
value of the IMD from 4 to 2. With focus only on k-value reduction, airgaps are the 
most promising approach. Recently it was shown [14] by an electrical characteriza-
tion of airgaps (Figure 4) that a reduction of line-to-line capacitances in a 
SiO2/SiN-based interconnect scheme of 50% can be achieved. Electrical reliability, 
as well as mechanical stability, in particular in packaging, are currently under in-
vestigation for both interconnect schemes with porous low-k films and with air-
gaps. 
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Figure 4. Airgaps between copper damascene lines in an SiO2/SiN-based interconnect 
scheme [14] 

Assessment of Novel Interconnect Schemes 

The discussion of novel approaches in the backend-of-line (BEoL) has mainly fo-
cused on the red brick walls in the ITRS. As described above, recent investigations 
on the various aspects of deep sub-100 nm Cu-based interconnects  have shown 
that some of the red brick walls in the interconnect chapter of the ITRS will proba-
bly not last in the future. 

3D Architecture for an Advanced BEoL: Stacking of 
Device Layers 

An advanced BEoL 3D architecture would mean to shift from today’s metallization 
scheme (Figure 5) featuring multiple conductor levels extending over three dimen-
sions on top of a single layer with active devices to a three-dimensional arrange-
ment of layers with active devices, each of them having only a few wiring levels. 
3D in the wiring scheme would be shifted to 3D for active devices. In such an ar-
rangement resulting from the stacking of (rather similar) technology layers one 
could even imagine that within the individual device layers in the stack the inter-
connections could then be achieved with relaxed requirements regarding design, 
layout, and unit processes. Thus the global interconnects, the longest interconnec-
tions across a chip, could be kept shorter than with today’s state-of-the-art ap-
proach with many levels of metal on a single device layer. Such a 3D approach is 
characterized by roughly requiring the same total area A of silicon as conventional 
technology, while featuring a reduced footprint (A/n) in the stack of n device lay-
ers. It has been reported [15] that stacking of five device layers may result in al-
most half the RC delay obtained for a single device layer not utilizing 3D architec-
ture. Depending on the concept used, multilayer stacks imply the application of all 
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the challenging process modules of thinning, gluing/bonding, vertical interconnect-
ing repetitively whenever a further layer is added to the stack. Thus both the adhe-
sion strength of the glue/bond and the integrity of the vertical interconnects 
through the layers already present on the chips may be repetitively subjected to 
mechanical stress, which may impact the overall yield and reliability. Therefore, 
the appearance of semiconductor products featuring stacks consisting of multiple 
active layers is more than questionable in the near future. 

Figure 5. Interconnect scheme in an advanced MPU (130-nm CMOS) featuring nine levels 
of copper on a single layer of active devices (arrow). Photo courtesy: E. Zschech, AMD 
Saxony LLC & Co. KG 

Optical Interconnects for an Advanced BEoL: III-V on Si 

Beyond this BEoL-related 3D architecture for stacking of device layers, optical in-
terconnects have been discussed as potential on-chip interconnect solutions for fu-
ture chip wiring [1]. For the BEOL, the main application in mind is clock distribu-
tion. This is the second step of 3D integration, namely the stacking and vertical 
interconnection of (rather dissimilar) technologies. Regarding optical on-chip in-
terconnects based on III–V materials there are some serious obstacles:  

1. The crossover of the optoelectronic conversion delay ( 10–10 s) of opto-
electronic components with the RC signal delay of a copper-based inter-
connect of the 50 nm technology node (assuming SiO2 as intermetal dielec-
tric for both cases) occurs at an interconnect length of about 300 µm 
(Figure 6. ) and thus shows no need for optical wiring; the crossover with 
wider wires occurs at even longer interconnect lengths. 

2. Disparity of the technologies and materials: III–V materials required for 
photon generation are associated with a process technology that differs sig-
nificantly from silicon process technology, which has no active photonic 
material in its portfolio of materials. The disparity of materials in the III–V 



  Interconnect Technology – Today, Recent Advances and a Look into the Future 219 

world and in the silicon world would require a 3D-integration scheme with, 
for example, III–V optoelectronics on Si-based electronics. 

3. Disparity of supply voltages (Figure 7.): The energy gaps of III–V materi-
als range from about 2.5 eV (AlP) down to 0.4 eV (InAs). Therefore, the 
minimum power supply voltages required to obtain emission of laser radia-
tion ranges from 2.5 V (AlP) down to 0.4 V (InAs); in reality the threshold 
voltages are higher than these theoretical values. The ITRS predicts a con-
tinuous downscaling of the nominal power supply voltages for high-
performance products with a decrease of about 30 mV/year for both the 
short and the long term. With Vdd=1.0 V for 90 nm node products ex-
pected to be in production in 2004, products with end-of-roadmap feature 
sizes (18 nm) are assumed to be operated at a power supply voltage of     
0.5 V. To allow low power supply voltages, III–V materials with narrow 
band gaps must be used; InAs could therefore be the only candidate with a 
chance to be operated as active optoelectronic material at voltages compa-
rable with the power supply voltage of end-of-roadmap products. Due to 
the steady decrease of supply voltages in the silicon world from technology 
node to technology node it is becoming increasingly challenging to operate 
both III–V materials and silicon with the same supply voltage. 

4. Disparity of component sizes and CDs: The wavelength (in air) corre-
sponding to energy gaps of III–V materials ranging from 2.5 eV (AlP) 
down to 0.5 eV (InAs) are in the 0.5–2.5-µm range. When using one supply 
voltage for both III–V materials and silicon, the downscaling of Vdd in sili-
con would require one to move to narrow band gap optoelectronic devices 
(such as InAs) and hence to long emission wavelengths. Since optical 
waveguides have lateral extensions comparable to the wavelength they 
have to guide, optical wiring would also become very area-intensive and 
require components with larger sizes, while feature sizes in silicon technol-
ogy become smaller by following Moore’s law for downscaling CDs. 

5. High temperature operation of III–V material-based lasers such as vertical 
cavity surface emitting lasers (VCSEL) is problematic: Their operation 
temperature has to be kept well below 90°C. This is a serious obstacle for 
3D of Si and III–V. The Tuse=105°C in the silicon world is a temperature 
that is applied in the III–V world to promote accelerated degradation of op-
toelectronic components for reliability studies. 

6. Packaging issues have not been solved: In hybrid integration the alignment 
of optical components has not been solved. 

7. Lack of adequate design tools for integration of photonic components. 
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8. Optical wiring of silicon-based electronics would furthermore impose a 
testability issue as testing could only be done at the very end of the com-
plete process flow. 
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Figure 6. Comparison of conversion and propagation delay of optoelectronic devices with 
wire and gate delay for 50 nm node products assuming SiO2 as intermetal dielectric  

Figure 7. Comparison of the energy gaps and related minimum operation voltages of opto-
electronic materials with the supply voltage requirements for semiconductor products for the 
2003– 2018 timeframe (ITRS 2003)
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RF Interconnects for an Advanced BEoL 

Beyond 3D architecture for stacking of device layers and optical interconnects, 
RF/microwave-based approaches have been discussed for potential on-chip inter-
connect solutions for future chip wiring [1]. Like for optical interconnects, the 
main application in mind is clock distribution. RF/microwave-based clock distribu-
tion may, but must not necessarily utilize, 3D architecture. There is already 
RF/microwave on today’s chips if one looks on the clock frequency of advanced 
MPUs! For the near future, the ITRS requirement for the clock frequency shows an 
increase from 3 GHz today up to 12 GHz in 2009 followed by an average long-
term annual increase of 5–6 GHz up to about 50 GHz in high performance MPUs 
which are, according to the ITRS, expected to be in production in 2018. The wave-
length (in air) for these frequencies today are 30 cm and will remain in the cm-
range until 2015 and thus be comparable with chip extensions. In the literature 
[16], on-chip antennas have been discussed; the radiation patterns of such antennas 
compare well with those obtained for the same types of antennas in the VHF/UHF 
regime. The radiation patterns were, however, measured in an experimental off-
chip setup. For on-chip applications, such as clock distribution, the Raleigh crite-
rion for the minimum critical distance d that has to be realized between “transmit-
ter” and “receiver” is given by 

d > 2 . D2/

with D and  standing for the lateral extension of the antenna and the emission 
wavelength, respectively. For both dipole-type and loop antennas the lateral exten-
sion is typically on the order of half the wavelength; fractal element on-chip anten-
nas feature a smaller footprint at the expense of higher area consumption, resulting 
in some decrease of the effective D due to their geometry; the Raleigh criterion, 
however, yields a critical distance comparable with wavelength and chip exten-
sions for both types of antennas. Thus, the validity of the results obtained in off-
chip experiments for on-chip applications is questionable. Furthermore, there are 
concerns for RF/microwave based on-chip interconnects regarding area and power 
consumption, cross-talk, interference, noise, and the component size of 
waveguides. 

Generally, applying the Raleigh criterion for on-chip antennas requires trans-
mitter-receiver distances comparable with chip extensions; an application of this 
technique to chip-to-chip data transfer is possible rather than an on-chip wireless 
LAN.

Carbon Nanotubes: Enablers for Future Interconnect 
Schemes? 

The unique electrical, mechanical, and thermal properties of carbon nanotubes [17] 
outperform the corresponding properties of state-of-the-art electronic materials in 
silicon process technology. Furthermore, their diameters (1–30 nm) and lengths 
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(µm–mm) are comparable with the CDs and geometrical length in future technol-
ogy nodes. This consequently fuels discussions about the application and imple-
mentation of carbon nanotubes for on-chip interconnects (and active devices). Car-
bon-nanotube-based interconnects [18], FETs [19], and diodes [20] have been 
fabricated successfully with electrical characteristics exceeding those known in 
standard CMOS technology. This may give rise to a vision of a scenario of 
nanoelectronics (Figure 8) with carbon-nanotube-based elements for both elec-
tronic devices and wiring. The functionality of these building blocks has already 
been demonstrated. Outstanding material properties of carbon nanotubes have been 
obtained so far on handpicked samples; to compete with CMOS, one would al-
ready require today the realization of 108 functional, identical, interconnected ac-
tive devices. In order to become a mainstream technology further progress is still 
required with a focus on selective growth with pre-defined properties, low contact 
resistance, and, in particular, self-organization.  

Figure 8. Vision of a scenario of nanoelectronics with carbon-nanotube-based elements for 
both electronic devices and interconnection

Conclusion

The results show that some red brick walls even for end-of-roadmap chip genera-
tions have cracks and that in the next 14 years until the end of the current edition of 
the ITRS the phrase “no known solutions” can be changed into “solutions known”. 
The results also show that conductor resistivity ( Cu=2.2 µ .cm) remains rated “no 
known solution”. For the realization of future interconnect schemes the role of be-
ing enabler will, at least partially, shift from technology to design. Design has not 
yet been driven to its limits as it has been the case with technology. Encouraging 
examples for this assessment are the recent advances of design realizing hardware 
with X-architecture [21, 22] for on-chip wiring. Furthermore, an estimation shows 
[4] that if design can keep local interconnects short (<15 CDs), local interconnects 
might even be embedded in SiO2 as intermetal dielectric for 45 nm node products 
without being primarily compromised by wire related RC signal delay. In the fu-
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ture (interconnect) technology alone will no longer be the enabler; further ad-
vances in performance and cost effectiveness will result from technology and de-
sign, with the latter discipline becoming progressively the enabler. As a result of 
interdisciplinary close concurrent efforts of technology and design, interconnect 
technology for future technology nodes will very probably be evolutionary rather 
than revolutionary. 
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Introduction

The fabrication of damascene structure for Cu interconnects requires novel materi-
als and processes, including electroplating Cu, low-k dielectrics, chemical-
mechanical polishing, ultra-thin barriers and passivation layers. The novel materi-
als and processes give rise to distinct structure and defect characteristics raising re-
liability concerns for Cu/low-k interconnects. For the past several years, extensive 
efforts from the industry have successfully implemented the low-k interlayer di-
electrics (ILD) into the 90 nm technology node and significant progress has been 
made to understand and improve Cu/low-k reliability. Of particular interest is elec-
tromigration (EM) reliability where the problem can be traced to basic issues relat-
ing to low-k dielectric materials, the damascene structure and interconnect scaling 
[1–3]. Compared with oxide, low-k dielectrics are softer, expand more and conduct 
less heat, which are material characteristics that can significantly degrade low-k in-
terconnect reliability. The dual-damascene architecture gives rise to distinct EM 
characteristics for Cu interconnects regarding mass transport path, flux divergence 
and damage mechanisms. Statistical studies have revealed multi-mode failures in 
the Cu interconnects with early failures dominated by void formation at the via 
bottom surface [4, 5]. 

As the technology continues to advance, the implementation of porous low-k 
dielectrics beyond the 65-nm technology node will further degrade the thermome-
chanical properties of the low-k dielectrics. The porous dielectric plus continuing 
interconnect scaling will bring in new materials and processing issues to impact 
EM reliability. In this paper, we review recent results from our laboratory using a 
statistical approach to study the dielectric and scaling effects on EM for several 
low-k dielectrics including porous materials. We discuss first the effect of dielec-
tric confinement on EM reliability of Cu line structures based on the concept of ef-
fective elastic modulus B [6]. This parameter B was evaluated using finite element 
analysis for Cu/oxide and Cu/low-k damascene structures and found to correlate 
well with the measured EM lifetime and the threshold current density-length (jL)c
product. Then, we review results from EM studies of the scaling effect due to metal 
line width and barrier thickness on EM reliability for Cu/low-k interconnects. 
Three line widths: 0.25, 0.175, and 0.125 m, were studied corresponding to the 
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180, 130, and 90 nm technology nodes. Results revealed an intrinsic scaling effect 
based on the observed line width dependence for the strong-mode EM statistics, 
which is as expected. However, process-related issues were observed leading to 
decreasing early failure lifetime and reliability degradation for the 0.125- m inter-
connects.

Effect of Dielectric Confinement on EM  

Consider the line/via element in a Cu dual-damascene structure shown in Figure 1. 
Under a current driving force, the drift velocity (vd) of Cu ions induced by a direct 
current can be expressed as [7],  

vd = vEM + vBF =  (Z*e j - /L)    (1) 

Here Z*e is the effective charge, j the current density,  the atomic volume, L
the line length and /L the EM induced stress gradient along the line. Equation 1 
indicates that in a confined structure, the current induced mass transport vEM is op-
posed by a back flow vBF induced by the Blech stress gradient as a result of mass 
transport from the cathode to the anode.  Accordingly, a threshold product (jL)c can 
be defined when vd = 0 as:  

(jL)c = / Z*e       (2) 

With  and Z*e  being material constants, (jL)c is proportional to For a Cu 
damascene structure, the value of  that can be sustained depends on the con-
finement on the Cu structure imposed by the ILD and the surrounding barrier and 
cap layers. The barrier and cap layers although much thinner than the low k ILD, 
have much higher mechanical strengths and can make a significant contribution to 
confine the Cu lines in low k damascene structures. The (jL)c product provides an 
effective measure to evaluate the back-flow stress and the dielectric confinement 
effect on EM. In our study, the (jL)c product was measured for Cu damascene lines 
with oxide and low-k dielectrics.  

The confinement effect can be quantified using an effective elastic modulus B 
following an approach first formulated by Korhonen et al. for Al interconnects [6]. 
Accordingly, B was defined to account for the stiffness of the interconnect struc-
ture responding to the stress generated by mass transport under confinement of the 
damascene structure as: 

dC/C = - d /B        (3) 

Here, dC/C is the volumetric strain induced by EM, and d  is the correspond-
ing amount of stress generated as measured by an effective modulus B of the inter-
connect structure. Defined in this way, B depends on the elastic properties and ge-
ometry of the metal and dielectric structures and surrounding barrier and cap layer 
materials. It also depends on the mass transport mechanism because the mechanical 
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response of the interconnect structure depends on how mass transport is distributed 
in different directions. In AlCu interconnects, mass transport is primarily through 
the grain boundaries, resulting in an isotropic mass distribution and an isotropic 
d stress. In Cu interconnects, mass transport is dominated by diffusion at the cap 
layer interface [8], which results in an anisotropic mass distribution primarily along 
the normal to the line direction. Using a finite element analysis, Hau-Riege calcu-
lated B for AlCu interconnects assuming an isotropic mass transport [9]. He found 
that as the elastic modulus of ILD decreases from 72 GPa for oxide to below        
10 GPa for low-k materials, the value of B is reduced but to a significantly less de-
gree, from 25 GPa to about 10 GPa. This indicates that the Ti/TiN upper and lower 
layers in the AlCu line contribute substantially in additional to that from ILD to 
metal confinement. When the AlCu line was embedded in a damascene structure 
with additional side-wall barriers, B of low-k ILD was found to increase by about 
50%. This demonstrated that the barrier and cap layers in the damascene structure 
make significant contributions to metal confinement, particularly for low-k dielec-
trics.

Figure 1. Mass transport under EM in a confined metal structure.  The drift velocity driven 
by the current VEM is opposed by a stress-induced back flow VBF.

The confinement effect on EM reliability can be examined from Equation 1 
where a weak confinement will decrease the back-flow stress resulting in an 
increase of the net drift velocity and a reduction of the EM lifetime. To evaluate 
the effect on EM lifetime, not only the dielectric confinement on mass transport, 
the kinetics of stress evolution and void formation and their roles in controlling 
EM damage also have to be considered. Compared with Al interconnects, these pa-
rameters for Cu interconnects have distinct characteristics and impact EM reliabil-
ity differently [10,11]. In Figure 2, we show the initial state of a Cu line with a uni-
form tensile stress at time t0. Upon EM, mass transport builds up a small tensile 
stress at the cathode at t1 with a corresponding compressive stress at the anode. 
With continuing EM to t2, the tensile stress at the cathode can reach a critical value 
to induce void formation. For Al interconnects with a strong Al/oxide interface, 
void formation is not commonly observed. In contrast, for Cu interconnects, voids 
can form readily at the Cu interface near the cathode end requiring only a moderate 
tensile stress of about 100 MPa [11]. Upon void formation, the local tensile stress 

v vBF
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relaxes quickly to zero while the compressive stress in the Cu line away from the 
void continues to increase as shown at t3 and finally reaches a steady state at t4 as 
shown. This effectively increases the steady-state compressive stress at the anode 
end making Cu lines more prone to failure due to metal extrusion. This can de-
grade EM reliability, particularly for low-k interconnects with a weak interfacial 
adhesion in a damascene structure.  

Based on void growth kinetics, Korhonen et al. deduced a critical void volume 
at the steady state as [10],  

        (4) 

Here, T is the residual thermal stress and L the length of the metal line where 
both the residual stress and EM mass transport contribute to void growth. The re-
sidual stress T represents the stress existing in the line after processing. Assuming 
that the EM lifetime is determined by a critical void volume Vc, Equation 4 pro-
vides a relationship to correlate EM lifetime to the confinement effect. Accord-
ingly, the lifetime is inversely proportional to the effective modulus B and depend-
ent on the line length L under the current density j and the residual stress T.
However, the confinement effect on EM is generally more complicated, depending 
also on initial void location and how the void evolves to reach the critical void vol-
ume. The effect should be statistical in nature since the initial voids can occur ran-
domly at the interface depending on the presence of local defects and the subse-
quent void growth depends on the interfacial mass transport which may vary from 
grain to grain along the line. Recent Cu EM results showed that void evolution and 
grain structures are important in determining the EM failure statistics [12]. For 
Cu/low-k structures with weak adhesion strength at the cap layer interface, the in-
crease in the back-flow stress at the anode end can induce interfacial delamination 
to cause premature line failure by metal extrusion before the steady-state is 
reached. As a result, the EM lifetime will be lower than that estimated from B
based on the confinement effect. 

Based on these discussions, the confinement effect seems to be a complex sta-
tistical phenomenon depending on material properties, interconnect geometry and 
processing defects. A discussion of the statistical issues and their effects on EM re-
liability is beyond the scope of this paper and will not be included. The effect of 
dielectric confinement on thermal stress has been investigated using X-ray diffrac-
tion to measure Cu damascene line structures with oxide and low-k dielectrics [13]. 
The results confirmed that the cap and barrier layers are important and have to be 
considered in order to account for the observed thermal stress characteristics. In the 
following sections, we summarize first the results of EM studies on lifetime and 
(jL)c for 0.25 m Cu damascene structures with oxide and low-k dielectrics. This 
will be followed by reviewing results on scaling effects on EM for Cu intercon-
nects integrated with a porous MSQ low-k material with k ~ 2.3 as a function of 
line width and barrier thickness. EM results for three line widths: 0.25, 0.175, and 
0.125 m corresponding to the 180-, 130- and 90-nm nodes and for three Ta bar-
rier thicknesses of 17.5, 12.5, and 7.5 nm will be discussed.  

B
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Figure 2. Stress evolution in confined Cu line under EM as a function of time.  0 is the ini-
tial thermal stress.

Experimental Details  

Experiments were performed using statistical structures to examine the effect of 
low-k dielectrics on EM reliability of Cu interconnects. For this study, critical 
length (LC) and early failure (EF) test structures were used, which were designed 
for measuring the critical jLc product and the early failure statistics, respectively. 
The test structures were fabricated by a dual-damascene process with two metal 
layers (M1/Via/M2). As shown in Figure 3a, the LC test structure consists of a col-
lection of serially connected line/via interconnects arranged as six repeating sets of 
14 interconnects where the M2 length varies from 10 to 300 m and with a line 
width of 0.25 m. The early failure test structures comprised of N=1, 10, and 100 
of line/via multi-links with short M1 lines and long 300- m M2 lines. The length 
of M1 remained constant at 10 m in order to drive the failure to occur above the 
M1 level at either the via or the M2 trench to facilitate failure analysis. Designed in 
this way, the serial connection of test structures provides an ensemble of line/via 
elements with varying line lengths to measure the dielectric confinement effect on 
EM early failure statistics and threshold (jL)c product.   

The low-k ILDs used included CVD low-k, porous MSQ and organic polymer 
and their EM behaviors are compared with that of oxide. The material properties of 
the dielectric materials are listed in Table 1. Test structures were designed at UT-
Austin and fabricated at International Sematech and LSI Logic. The samples were 
prepared using 200 mm and 300 mm wafers and the two-level interconnect struc-
tures were based on a Ta/low temperature PVD seed Cu/electroplated (EP) Cu 
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stack [14]. The metal lines in the test structures showed an apparent “near bamboo” 
microstructure with a significant amount of twinning that was associated with Cu 
film growth. In Figure 3b, we show the schematic of the LC Cu/low-k test struc-
ture, where the low-k material is fully implemented. EM experiments were per-
formed in a high-vacuum chamber filled with 20 torr of N2 gas to reduce oxidation 
and to improve temperature uniformity for all test samples.  In all EM tests, a cur-
rent in the up-flow direction from M1 to via and M2 was applied. More experimen-
tal details have been described previously [5, 15].   

Figure 3. (a) Schematic overview of LC test structure.  (b) Stacking layers of dual-
damascene Cu/low-k interconnects.

Table 1. Dielectric constant (k), coefficient of temperature expansion (CTE) and Young’s 
modulus (E) for different dielectric ILDs and simulated effective bulk modulus (B) and (jL)c
for dual-damascene Cu interconnects are summarized.

k CTE (ppm/oC) E (GPa) B (GPa) jLc
* (A/cm) 

Oxide 3.9 0.51 71.4 13.7 3700 
CVD low-k 2.7 25 6 7.6 2000 
Porous MSQ 2.3 7.3 3.6 7.3 2500 
Org. polymer 2.7 66 2.5 7.2 1200 

* These values were determined at 1.0 MA/cm2.
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Results and Discussion

EM Lifetime and Threshold (jL)c Product 
EM experiments were performed on LC test structures at temperatures between 
190 and 360oC. The first abrupt change or instability in resistance trace during EM 
stressing was considered as an “onset” EM failure and was used to determine EM 
lifetime. In Figure 4, Arrhenius plots of t50 vs. 1/kT obtained at 1.0 MA/cm2 are 
plotted for Cu/oxide, Cu/CVD low-k, Cu/porous MSQ, and Cu/organic polymer 
structures integrated with Ta barrier and SiNx cap layer. The activation energies of 
Cu structures were found to be between 0.8 and 1.0 eV. This is commonly associ-
ated with mass transport at the Cu/SiNx interface, suggesting that interfacial diffu-
sion dominates EM mass transport [15]. The test structures had the same Cu/Ta 
and Cu/SiNx interfaces, so EM occurred via similar interfacial diffusion paths in-
dependent of ILD. 

In Figure 4, the EM lifetimes of Cu/low-k structures are generally shorter than 
that of Cu/oxide structures under a similar test condition, which can be attributed to 
the confinement effect from the low-k damascene structure. As shown in Equation 
1, the weaker confinement by low-k ILD reduces the back-flow term vBF, resulting 
in an increase in the net mass transport and a reduction of EM lifetime.  

To estimate the confinement effect, B was calculated using finite element 
analysis for the Cu test structures used in this study assuming mass transport only 
at the cap layer interface. The results are listed in Table 1. The values of B for all 
low-k ILDs are very similar, equal to about half of that of oxide. The difference of 
B is significantly less than that of the elastic moduli E of the dielectric materials 
indicating that the barrier and cap layers are important in contributing to confine-
ment of the Cu lines. Except for the organic polymer, the EM lifetime seems to be 
proportional to B, which is consistent with void-induced failure at the steady state, 
as described in Equation 4. For the organic polymer, the EM lifetime is lower than 
that estimated from B. Failure analysis showed that this is due to premature failures 
caused by interfacial delamination at the cap/etch stop interface and will be dis-
cussed later. 

After a long EM stressing, individual lines in LC structures were examined us-
ing a focused-ion beam (FIB) microprobe and an optical microscope to identify 
EM induced damages.  Most of the failures observed were caused by void forma-
tion near the cathode end. In this way, the failure statistics as a function of line 
length can be used to determine the jLc product corresponding to the “strong-mode” 
due to void formation in the M2 lines. As shown in Figure 5, the failure probability 
drops sharply as the line length decreases. The critical length Lc for a given current 
density j can be determined from the intercept of the regression line generated by 
assuming that failure probability is proportional to the net drift velocity and thus 
the line length [16]. In Figure 5, Lc was found from the intercept to be 10 m giv-
ing an (jL)c of 3000 A/cm. 

The results of (jL)c measured for Cu/oxide and Cu/low-k structures are summa-
rized in Figure 6. Compared with oxide, low-k ILDs have smaller threshold (jL)c
products, corresponding to 3700, 2000, 2500, and 1200 A/cm with error limits of 
250–500 A/cm for oxide, CVD low-k, porous MSQ and organic polymer, respec-



232 Materials for Information Technology 

tively. No temperature dependence for (jL)c was observed under our test conditions. 
There is a good correlation between the lifetimes in Figure 3 and (jL)c since both 
are correlated to reflecting the confinement effect from the dielectric materials 
on EM characteristics. Similar to the lifetime, the extrinsic effect of interfacial de-
lamination reduces (jL)c for the organic polymer material. 

Figure 4. Graph shows t50 vs. 1/kT for Cu/oxide, Cu/CVD low-k, Cu/porous MSQ, and 
Cu/organic polymer. The activation energies determined from the slope of an Arrhenius plot 
were found to be between 0.8 and 1.0 eV.

Figure 5. Failure distribution of Cu/porous MSQ LC test structures tested at 190oC and    
3.0 MA/cm2 is shown as a function of line length.  Failure probability drops as line length 
decreases.  Lc = 10 m, (jL)c = 3000 A/cm.
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Failure Analysis 
A focused-ion-beam (FIB) microprobe was used to identify the EM failure charac-
teristics together with FIB-induced contrast (FIBIC) technique to locate the failure 
sites in the Cu lines as shown in Figure 7a for Cu/porous MSQ structure. Here we 
found that voiding at the cathode end was large enough to stop electric current flow 
causing a failure. In most cases, test structures were found to fail by cathode void-
ing in the Cu/porous low-k structures. Some of the Cu/porous MSQ structures 
showed lateral Cu extrusion near the anode under the SiNx cap layer, followed by 
interfacial delamination, as shown in Figure 7b.   

Figure 6. The graph shows (jL)c vs. T. There was no temperature dependence in our test 
conditions.  (jL)c data were obtained from EM tests at 1.0 MA/cm2, except for Cu/CVD low-
k which was tested at 0.5 MA/cm2.

While CVD low-k and porous MSQ structures failed mainly by cathode void 
formation, organic polymer structures failed by cathode void formation followed 
by anode extrusion [17]. In both cases, EM lifetime depends on the amount of void 
formation at the cathode, so regardless of anode extrusion, voiding seems to fail 
the line. If anode extrusion occurs prematurely due to low adhesion strength at the 
anode interfaces, such an extrinsic failure effectively reduces the back stress and 
accelerates void formation at the cathode. This mechanism can reduce the EM life-
time significantly as observed in the organic polymer structures.    

FIB was used to examine the failure mode at the anode of organic polymer low-
k interconnects and the results are shown Figure 8. Here the top view (Figure 8a) 
shows an extrusion failure near the anode end. The cross-sectional FIB micrograph 
in Figure 8b shows that the extrusion was initiated at the top corners of the Cu line 
beneath the oxide etch stop (see schematic drawing in Figure 8c). This suggests 
that the corner at the barrier, low k ILD and cap/etch stop layer intersection is a 
mechanical weak point where failure can occur by interfacial delamination induced 
by a compressive back-flow stress at the anode. This was confirmed by high-
resolution SEM observations, which identified interfacial delamination and anode 
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extrusion along the low-k and oxide etch stop interface. Additionally, atomic force 
microscopy (AFM) was used to examine the surface topology, revealing that SiNx
at the anode end was lifted by EM by about 180 nm [17]. Thus, the weak adhesion 
of low-k/etch stop interface causes the interfacial breakdown and premature EM 
failure. In this case, the Cu/low-k structure was not able to sustain the back-flow 
stress estimated from the effective elastic modulus.   

Figure 7. (a) Void formation at the cathode end and (b) extrusion at the anode end with in-
terfacial delamination observed in Cu/porous MSQ structures.  

Figure 8. (a) Top-down view of anode extrusion and (b) A-A' cross section of anode of 
Cu/organic polymer test structures. (c) Schematic view of FIB cutting.   
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Line Width Scaling Effect 
The EM results obtained at 330°C and 1.0 MA/cm2 for the 0.25 m test structures 
are shown in Figure 9. A Monte Carlo simulation was used to derive the lifetime 
and failure statistics for the strong mode and the weak mode as a function of N.
The simulated results corresponding to an early failure of 0.32% are plotted for 
comparison with the data in Figure 9 and show a good agreement with the ob-
served failure statistics for different N. In this way, we derived the early failure 
population and the statistics for the strong mode and the weak mode as a function 
of line width. The results are summarized in Table 2. The lifetime for the strong 
mode show a systematic decrease with scaling of the line width as shown in Figure 
10. 

Figure 9. Experimental and Monte Carlo simulated cumulative failure distribution (CDF) 
plots.   

Table 2. The portion of early failures and and the statistics for the strong mode and the 
weak mode for dual-damascene Cu/low-k interconnects with different line width.

In our test structure, the via diameter was scaled in the same way as the line 
width, so the amount of mass depletion at the cathode required to failure the line 
scaled also with the line width. On this basis and assuming that mass transport is 
dominated by diffusion at the cap layer interface [8], the observed scaling effect for 

0.125 µm 0.175 µm 0.250 µm 
EF population 0.40 % 0.40 % 0.45 % 

t50 (strong mode) 60 h 100 h 170 h 

 (strong mode ) 0.50 0.40 0.40 
t50 (weak mode) 8 h 27 h 30 h 

  (weak mode) 0.30 0.35 0.35 



236 Materials for Information Technology 

the strong mode can be properly accounted for. Interestingly, the early failure 
population seemed to be relatively independent of the line width but the lifetime 
for the weak mode for the 0.125 m line structures decreased significantly more 
than that expected from via size scaling.  FIB analysis revealed that the early fail-
ures are mostly associated with via voiding, thus our result suggests defects related 
to via processing can induce additional early failure with scaling of line width to 
0.125 m. 

0

50

100

150

200

0.05 0.1 0.15 0.2 0.25 0.3

line width [ m]

t 50
 [h

rs
]

Strong Mode
Weak Mode

Figure 10. The strong mode and weak mode lifetime as a function of M2 line width.

Barrier Thickness Scaling Effect 
The EM lifetime statistics obtained for the 0.175-µm LC test structures, as a func-
tion of Ta barrier thickness, are summarized in Figure 11. The strong mode elec-
tromigration lifetime data corresponding to failure statistics above 10% seem to be 
relatively independent of the Ta barrier thickness. There is a small increase in life-
time for the thinner Ta barrier structure, which can be attributed to a lower current 
density in the metal line due to a larger Cu cross section with a thinner barrier. In 
contrast, the early failure lifetime corresponding to failure statistics below 10% 
seems to decrease with decreasing barrier thickness. This result can be attributed to 
an increase in process-induced defects for thinner barriers. Thus, scaling in both 
line width and barrier thickness reduces the early failure lifetime, which is proba-
bly due to extrinsic process induced defects.  

To determine the critical (jL)c product, we examined void formation used an 
FIB microprobe. Figure 12 shows that no void was found in a test structure of less 
than 20-µm line length, and voids were found in lines with longer length due to a 
lower back stress gradient. In this way, the (jL)c product was determined and the 
results for different Ta barrier thicknesses are shown in Table 3 together with the 
EM lifetime, and the calculated effective moduli for each Ta barrier thickness. The 
(jL)c value for the thinner Ta barrier is somewhat lower. To examine the confine-
ment effect on the (jL)c product, we used finite element analysis to calculate the ef-
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fective elastic modulus B and results are included in Table 3. Although the varia-
tions in B and the (jL)c product are consistent, the amount of change in the (jL)c
product is smaller.  

Figure 11. Experimental cumulative failure distribution (CDF) plots for different barrier 
thicknesses. 

Figure 12. Failure distribution of LC structure as a function of line length, and cross-
sectional FIB images. 
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This suggests that there are other factors making the confinement effect less ef-
fective. In our study, the (jL)c product is determined statistically, so this again 
points to the possibility of defect-induced line failures limiting the build-up of the 
back-flow stresses and thus the value of the (jL)c product. 

Table 3. The summary of electromigration results for different barrier thicknesses.

75 Ta 100 Ta 175 Ta
(jL)c [A/cm] 1700 1900 2000 
t50 [h] 102 92 84
Effective modulus (B) 8.8 GPa 10.7 GPa 15.3 GPa 

Summary 

In summary, multi-link statistical test structures were used to study the dielectric 
and scaling effects on EM reliability for Cu interconnects. Experiments were per-
formed on dual-damascene Cu interconnects integrated with oxide, CVD low-k, 
porous MSQ, and organic polymer ILD. The EM activation energy for Cu struc-
tures was found to be between 0.8 and 1.0 eV, indicating mass transport is domi-
nated by diffusion at the Cu/SiNx cap-layer interface, independent of ILD. Com-
pared with oxide, the decrease in lifetime and (jL)c observed for low-k structures 
can be attributed to less dielectric confinement in the low-k structures. An effective 
modulus B obtained by finite element analysis was used to account for the dielec-
tric confinement effect on EM. The scaling effect was investigated using a statisti-
cal approach as a function of line width and barrier thickness for three line widths: 
0.25, 0.175, and 0.125 m corresponding to the 180-, 130-, and 90 nm nodes. Re-
sults revealed an intrinsic scaling effect based on the observed line width depend-
ence of the strong-mode EM statistics, which is as expected. However, process-
related issues were observed leading to decreasing early failure lifetime and reli-
ability degradation for the 0.125- m interconnects. The jLc product was found to 
decrease with decreasing barrier thickness and the trend can be attributed to a de-
creasing confinement effect, which was estimated using an effective elastic 
modulus.  
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Introduction

For high-performance microelectronic products like microprocessors, the continu-
ous shrinking of the dimensions of on-chip interconnects, advanced backend-of-
line (BEoL) manufacturing process steps and changed combinations of thin film 
materials result in new reliability challenges: different microstructure of the metal 
interconnects, other types of interfaces and so far unknown degradation phenom-
ena. Electromigration (EM), stress-induced degradation and – in the case of low-k 
materials – mechanical weakness are reliability concerns for inlaid copper inter-
connects [1, 2]. 

Although a lot of theoretical and experimental work has been done on EM of 
inlaid copper interconnects, it is still not fully understood how the interconnect 
degradation takes place [3, 4]. However, numerous experimental studies have indi-
cated that EM-induced degradation and eventually interconnect failure depend on 
both interface bonding and microstructure of the copper interconnect structures. 
Since copper interconnect microstructure becomes more and more important to en-
sure the required product reliability, a high BEoL process stability has to be guar-
anteed. One approach to control the stability of the on-chip interconnect manufac-
turing process is to monitor microstructure parameters like grain size, texture and 
stress for copper interconnects on a routine basis. According to our experience, 
stress and texture in copper lines are the most sensible microstructure parameters to 
control deposition processes in the interconnect technology [5]. X-ray microdif-
fraction (micro-XRD) is the preferred technique for the determination of texture 
and stress of inlaid copper lines, since statistically relevant data can be obtained in 
shorter periods of time than with orientation imaging microscopy (OIM) [6].  

In this paper, the influence of the barrier material and of the insulating dielec-
trics between the metal lines on copper texture and stress is studied for several in-
terconnect geometries using micro-XRD. Particularly, differently deposited Ta 
films and SiO2 vs. low-k interlayer dielectric (low-k ILD) materials are compared.  

Interconnect Microstructure and Reliability

Summarizing the experimental results that have been published on inlaid copper 
interconnect reliability, the EM-induced mass transport along copper interconnects 
seems to be dependent on competing activation energies for atomic transport proc-
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esses along the interfaces and the grain boundaries [2]. As long as the activation 
energy for mass transport along at least one interface is smaller than along the 
grain boundaries, which is usually the case for the Cu/SiNx interface in currently 
manufactured inlaid copper interconnect structures, the mass transport along the 
weakest interface dominates the EM-induced degradation process, i.e., the degra-
dation of copper interconnects is a function of the bonding strength of the weakest 
interface [7]. For these cases, the copper microstructure is a second-order effect. 

A physical model established by Sukharev [8] and the respective numerical 
simulation of EM-induced mass transport processes allow one to forecast degrada-
tion mechanisms and to make an estimate for the EM lifetime based on interface 
bonding strength and/or activation energies for atomic transport along interfaces. 
In the modelling of EM-induced transport, copper atom migration along interfaces 
(Dint), along copper grain boundaries (DGB) and through “bulk” copper grains (DB)
have to be considered. As long as the interface diffusivity is enhanced (Dint > DGB
>> DB), i.e., as long as interfaces are considered as major channels for atom migra-
tion, the introduction of the copper microstructure into the simulation scheme does 
only slightly change the obtained picture of void evolution [9].  

From our point of view, there are at least three reasons that current models and 
respective numerical simulations for EM degradation and failure do not consider 
copper microstructures: 

For most state-of-the-art interconnect systems, the microstructure is a sec-
ond-order effect for EM-induced mass transport. 
The incorporation of copper microstructure into models is complex and in-
creases the numerical effort. 
The copper microstructure parameters grain size, texture and stress are 
usually not known quantitatively. 

However, the situation will change as soon as the interface bonding increases 
significantly, i.e. for Dint ~ DGB. Then, the microstructure has to be considered in 
the simulation [10]. When the activation energy for interface diffusion along 
strengthened interfaces becomes comparable to the activation energy for copper 
grain boundary diffusion, mass transport along grain boundaries also has to be 
taken into consideration for interconnects with polycrystalline copper microstruc-
tures. Then, the determination of microstructure parameters like grain size, texture 
and stress for copper interconnects and their monitoring on a routine basis becomes 
even more important for BEoL process control [11]. The implementation of the 
copper microstructure into the numerical simulation will be the necessary next step 
to make models more precise, particularly in case of strengthened interfaces. These 
models will then help to provide a closer link between the microstructure data de-
termined during process monitoring and EM lifetime. 
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Experimental

The comprehensive microstructure monitoring for inlaid copper structures is 
mainly focussed on grain orientation distribution (texture) and residual stress.  

X-ray Microdiffraction  
In contrast to unpatterned copper films, grains in inlaid structures are more or less 
effected by the sidewalls of the trenches, depending on the trench aspect ratio and 
process parameters. Therefore, arrays of parallel copper lines with 180 nm and   
1.8 µm line width were used for microstructure studies. The test structures were 
manufactured using different barrier layers, capping layers and interlayer dielec-
trics (ILD).

X-ray microdiffraction analysis is the technique of choice for texture and stress 
analysis of arrays of parallel copper lines. For the investigations reported in this 
paper, a Bruker AXS D8 microdiffractometer system was used. This tool is 
equipped with a copper long fine focus X-ray tube, polycapillary X-ray optics, a 
Huber goniometer with a precise ¼ Eulerian cradle, video laser alignment, and a 
2D detector. The smart combination of these components allows one to perform 
the measurements with a spot size of 100 µm [6].  

Texture Analysis 
For X-ray texture measurements, the sample is tilted/rotated to measure the dif-
fracted X-ray intensity for the entire population of a particular family of crystallo-
graphic lattice planes, relative to the surface normal. Pole figures, i.e. two dimen-
sional maps of a three-dimensional structure, which are typically represented as a 
pole plot with rotation in the X-Y plane, and the relative intensity of diffracted ra-
diation in the Z direction are calculated from the raw data. There exist two ways to 
evaluate experimental pole figures. One method is to extract the full width at half 
maximum (FWHM) from Chi-cuts of the {111} pole figure. However, this method 
is only qualitatively, and provides limited information. For a quantitative analysis 
it is necessary to calculate the orientation distribution function (ODF). For this ap-
proach at least two experimental pole figures, in our case the {111} and {200}, 
have to be measured. The information that is extracted from ODFs is the inverse 
pole figure, the Eulerian cuts and the volume fraction of the respective orientations. 
There exist several commercially available software packages to evaluate pole fig-
ures. The software LaboTex was used for the investigations reported here.  

In such a way, the X-ray measurements were performed with a step size      
Phi= 2° and with a measuring time of 60 s per frame. The samples were aligned in 
such a way that the line is oriented vertically in the plotted figures. 

Stress Analysis 
Until now, the most common method to determine the stress state in thin films was 
the sin2  technique where the lattice strain is measured for several tilt angles  and 
plotted against sin2 . From the slope of this straight line the strain and stress val-
ues are extracted using the Young’s modulus. The basic assumption of this tech-
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nique is a biaxial stress condition with an out-of-plane stress. For the samples de-
scribed, this assumption is not fulfilled. That means, it is necessary to evaluate the 
three-axial stress state. Complete parts of the Debye rings in every space direction 
can be measured using the 2D detector. From the Debye rings, the Bragg angles 
(and thus the lattice space d) are extracted for several -tilts. Based on the meas-
ured 2  values, the strain and subsequently the three-axial stress state are calcu-
lated. With the determined stress values, a Debye ring is simulated and subse-
quently fitted to the experimental data. Since the error for the elastic lattice strain is 
smaller for larger Bragg angles, the Cu (311) diffraction line at 2  = 89.4° for Cu-
K  radiation was used in this study. 

Texture and Stress in Inlaid Copper Lines 

Texture  

Texture of Copper Interconnects with Different ILDs 
Figure 1 shows the Cu {111} pole figures of arrays of copper lines (180-nm line 
width) embedded in standard SiO2 and low-k ILD, respectively.  

Figure 1. Cu {111} pole figures for Cu lines embedded in SiO2 and low-k ILD.  
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Figure 2a. Results of the quantitative texture analysis for different ILDs. 

Figure 2b. Results of the quantitative analysis for different barrier layers.  
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At a first glance, there are no significant differences between the pole figures of 
these two samples. There is a {111} centre peak, a ring of symmetry-equivalent Cu 
{111} lattice planes at 70.5°, and an additional Cu {511} texture caused by twin 
formation in the fcc lattice. Compared to the pole figures for unpatterned films, the 
outer Cu {111} ring reveals six maxima. That means, not only a fibre texture (as 
observed for unpatterned films), but an engaged fibre texture exists in the metal 
lines. A comparison with the calculated stereographic projection (not shown here) 
revealed a preferred in-plane orientation of the grains with a <110> direction along 
the metal lines. The quantitative evaluation shows no significant differences of the 
copper texture for samples with SiO2 and low-k dielectrics (Figure 2a).  

Figure 3. Cu {111} pole figures for lines with differently deposited barrier layers. The 
three-dimensional plots of the Cu {111} pole figures and the inverse pole figures are also 
shown.
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Texture of Copper Interconnects with Different Barrier Layer 
The Cu {111} pole figures of copper lines with standard and resputtered Ta liners 
are shown in Figure 3.  

For the resputtered Ta liner, the Cu (111) centre peak of the pole figure is 
emerged horizontally, and additional peaks at the outer fiber ring are visible. A 
possible explanation is that copper grains are growing from slightly sloped side-
walls near the trench bottom, i.e. from sidewall regions which are not perpendicu-
lar to the trench bottom (Figure 4). The quantitative texture analysis shows a higher 
fraction of {111} oriented copper grains for the standard Ta liner compared to the 
resputter Ta liner (Figure 2b). 

Figure 4. Schematic cross section through an interconnect, and a model of the appendant Cu 
{111} pole figure. 

Figure 5. Quantitative stress results of copper interconnects with 180-nm and    
1.8-µm line width encapsulated with different ILDs (SiO2 and low-k material). 
S11: across the line; S22: along the line; S33: out-of-plane. 
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Stress of Copper Interconnects with Different ILDs 
In order to investigate the three-dimensional stress state of copper interconnects 
with different ILDs, narrow (180 nm) and wide (1.8 µm) metal lines were analyzed 
using micro-XRD. 
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Figure 5 reveals a significantly higher stress state for the wider lines compared 
to the narrow lines. For both line widths, the stress along the lines showed the 
highest values. Across and along the narrow lines the stress is nearly zero, the 
stress in the wider copper interconnects is much higher in these directions. The fact 
that the differences of the stress state for the samples with different ILDs are mar-
ginal, is important. That means, the stress state in copper lines is not strongly influ-
enced by the ILD material, even if the elastic properties (stiffness) differs by about 
a factor of 10. 

One way to understand the experimental results better are with FEM simula-
tions. Valeriy Sukharev provides very detailed insight into physical-based numeri-
cal simulations [12].  

Figure 6. Quantitative stress results of copper lines with 180-nm and 1.8-µm line width 
manufactured with different Ta liners. 

Stress of Copper Interconnects with Different Barrier Layer 
In contrast to the texture analysis, copper lines with Ta resputtered and standard Ta 
lines show no significant difference in the stress state of the metal lines.  

Summary

In addition to standard reliability tests, both a careful process control based on a 
large number of data to reach statistically relevant conclusions and the study of 
solid-state physical degradation mechanisms at representative samples are needed 
to understand weaknesses in the interconnect technology and to exclude reliability-
related failures in copper interconnects. In addition, numerical simulation will help 
forecast the effect of process and material changes on interconnect reliability. 

Microstructure information like the texture and stress of copper interconnects 
become more important for EM degradation if material transport along interfaces is 
reduced by interface strengthening.  
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Introduction

Implementation of copper and low-k materials as the major components of inter-
connect structures results in new reliability challenges: different microstructure of 
the metal interconnects, other types of interfaces and so-far unknown degradation 
phenomena. Electromigration (EM), stress-induced degradation and — in case of 
low-k materials — mechanical weakness are reliability concerns for inlaid copper 
interconnects [1]. All these degradation phenomena are driven more or less by the 
mechanical stress generated by differences between the thermal expansions of the 
component materials. Despite the smaller coefficient of thermal expansion of cop-
per compared with aluminum, the higher stiffness of copper results in slightly 
greater biaxial thermal stress in copper films than in aluminum films subject to 
identical temperature changes [2]. This fact, taken together with the high yield 
strength of copper, led to the conclusion that the stress in copper metallization 
should exceed the stress in aluminum one. Furthermore, compared to aluminum, 
copper reveals a high degree of elastic anisotropy that should also contribute to the 
stress behavior. The multilevel metallization architecture of the chip interconnect 
assumes a need for the multiple thermal cycles with a maximal temperature of 350-
400°C. As a result, a high tensile stresses evolve in the metal patterned structures 
upon cooling down from the anneal temperature. The triaxial tensile stresses that 
develop in metal structures as a result of the thermal contraction mismatch with the 
surrounding liners, dielectric barrier, inter-level dielectric (ILD) and silicon sub-
strate, can initiate void nucleation and effect its growth [3, 4]. Electomigration-
induced voiding is also effected by stress existing in the patterned metal structures 
[5]. The stress-dependent vacancy distribution along the conductor lines, as well as 
stress gradient-induced atom flux, contributes to the dynamics of void nucleation 
and growth [6]. A deep understanding of interconnect stress evolution is very im-
portant for robust chip design, advanced process development and reliability analy-
sis.

Numerical modeling with the finite element method is a proven approach to the 
study of thermal stress evolution in interconnect structures [7-9].  This approach al-
lows one to simulate a static stress distribution in interconnect structures character-
ized by complicated geometry and architecture as well as stress relaxation caused 
by different driving forces such as grain boundary diffusion, plasticity and creep 
[3]. This paper focuses on modeling stress distribution in copper lines and dual-
inlaid copper interconnect structures when all essential details of the segment ar-
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chitecture such as metal liners, dielectric barriers and ILD are taken into considera-
tion. The paper is organized as follows. Section “Passivated Copper Lines” consid-
ers copper lines of different widths embedded into either silicon dioxide or low-k 
ILDs. Thermal stress, caused by the metal lines cooling down from the zero-stress 
temperature to test temperature, are simulated as a function of metal line width and 
material properties of the intermetal dielectric. The influence of copper plasticity 
and copper elastic anisotropy on generated thermal stress is captured by imple-
menting the elasto-plastic, elasto-plastic with hardening, and elastic orthotropic 
material models. Section “FEM Simulation-based Analysis” provides results of the 
simulation of thermal stresses in interconnect segments characterized by the pres-
ence of a wide metal line above or below via. Both architectures are analyzed re-
garding a role of the metal line width in stress-induced voiding. Section “Stress 
Gradient-Driven Atom Flux in Electromigration-Induced Degradation” considers a 
role of atom diffusion driven by stress gradient in electromigration-induced void-
ing. 

Passivated Copper Lines

Stress migration in copper interconnects has been a topic of research since the im-
plementation of the copper inlaid process in the semiconductor industry [10]. In the 
past it was not considered as a major reliability concern since the stiff silicon diox-
ide ILD fixed the relatively ductile copper in the line structures and almost no ef-
fect was observed in stress migration tests. Implementation of the low-k ILDs into 
the copper interconnect has significantly influenced its mechanical stability. Stress-
induced degradation and mechanical weakness have become the challenging reli-
ability concerns for inlaid copper interconnects. Experimentally determined ther-
mal stress behavior in copper lines embedded into silicon dioxide and low-k ILDs 
mainly corresponds to preliminary information obtained from the studies of mate-
rial properties of continuous copper films and stress behavior in patterned alumi-
num lines. But some experimental results have revealed a different stress behavior 
compared with an expected one on the basis of the previous experience. One of 
these “strange” results is related to a dependence of thermal stress in a copper line 
on the line width. Instead of having an expected decrease in the stress with increas-
ing line width, the experimental data demonstrate an opposite behavior. Wider 
lines are characterized by greater thermal stress [11]. Data presented in [11] shows 
the longitudinal (S22-along line) and transverse (S11-in plane and S33-vertical di-
rections) stresses in 180 nm and 1.8 m copper lines embedded in silicon dioxide 
and low-k ILDs, measured with X-ray diffraction method. In both cases, the pitch 
is equal to the doubled line width. These data indicate the significantly higher 
stress state in the wide copper lines compared to the narrow lines. It is also shown 
that different ILDs do not produce significantly different stress in the copper line 
characterized by the same width. In order to understand this type of thermal stress 
behavior we have performed a 2-D plain stress simulation analysis based on the fi-
nite element method. Figure 1 shows a 180-nm copper line width interconnect 
segment where thermal stresses, developed due to thermal expansion mismatch 
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during the cooling from 350°C (initial stress-free state) down to 20°C, have been 
simulated. The simulations were performed using commercially available 
FEMLAB finite element software. 

Figure 1. A representative section of the parallel copper lines embedded in ILD.   

The base of the simulated segment was constrained from vertical displacement 
but free to experience a lateral displacement. The left face of the model was con-
strained from displacement in the lateral direction but was allowed to move verti-
cally. It was assumed that all components of the interconnect structure were per-
fectly bonded. The silicon dictates the lateral expansion of the film since the 
substrate is many times thicker than the film. When the temperature is decreased, 
the substrate would experience thermal contraction in the lateral direction by an 
amount given by the expression: 

TLL Siright (1) 

where Si is the thermal expansion coefficient of the silicon, L is the total width of 
the model, and T is the temperature change. The horizontal displacement given by 
Equation 1 was applied to the entire right edge of the model with no constraint in 
vertical direction. The Cartesian coordinate axes x, y, and z refer to directions 
transverse to the lines, normal to the substrate, and along the lines, respectively. 

In the first run, all the materials used in the finite element simulation were as-
sumed linear elastic and isotropic. The elastic properties of all materials are given 
in Table 1.  

Table 1. Elastic properties of materials used in the finite element model. 

Material Elastic modulus, E, 
(GPa)

Poisson’s ratio, CTE,  
(×10 6/K)

Copper 100 0.3 17
Silicon 165 0.22 2.3 
Silicon dioxide 71 0.16 0.6
Silicon carbide 460 0.21 4
Tantalum 185 0.3 6.5 
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Figure 2 shows the volume-averaged components of the simulated triaxial and hy-
drostatic stresses in copper lines with 180-nm and 1.8- m widths. It can be seen 
that wide lines in both cases of SiO2 and low-k ILD materials are characterized by 
higher tensile stress in the x direction than narrow lines. In the case of low-k ILD, 
the wide lines reveal also slightly greater longitudinal (z direction) and hydrostatic 
stresses than narrow lines. If SiO2 is used as a dielectric for interline isolation then 
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Figure 2. Room-temperature stress state of copper lines for different line widths and ILD 
materials, which was simulated with the linear elastic and isotropic material model. 

the longitudinal and hydrostatic stresses are greater in narrow lines. Simulation 
predicts that, for both considered ILDs, the stress in the y direction is much smaller 
for wide lines. Comparison between the simulation results and experimental data 
[11] indicates a noticeable discrepancy.  Simulated thermal stresses are two times 
greater than the measured stresses. All measured stress components are greater for 
wider lines for both ILDs. To address this misfit the finite element model should be 
modified in order to include some properties unique to copper. Introduction of the 
elasto-plastic material model for copper should reduce the maximal stress when 
overall yielding has happened. Taking into consideration the mechanical anisot-
ropy of copper could modify the thermal stress dependence on the line width. Fig-
ure 3 shows the simulated stress states of 180-nm and 1.8- m copper lines with 
SiO2 and low-k ILDs when copper plasticity was included in the model. We as-
sume that copper is nonhardening, and that yield strength is independent of the 
temperature. In our simulation we use 300 MPa as a representative value of the 
yield strength. Figure 3 clearly demonstrates that taking into consideration the cop-
per plasticity indeed decreases the stress in copper lines but does not change the 
stress dependence on the line width. Indeed, wider copper lines are characterized 
by smaller stress than narrow ones for both considered ILDs. Introduction of iso-
tropic hardening does not change this dependence, slightly increasing all stress 
components. 
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Figure 3. Room-temperature stress state of copper lines for different line widths and ILD 
materials, which was simulated with implementation of the elastio-plastic material model for 
copper.

In order to be able to capture the elastic anisotropy of copper, we have modified 
its material model by introducing the different material properties for the out-of-
plane and in-plane directions. For out-of-plane we use E(111) = 191.1 GPa and for 
in-plane E(100) = 66.7 GPa as the elasticity modulus. All other material properties 
are the same for both directions. Figure 4 shows the simulated stress components 
for both line width and ILD materials. It can be seen that introduction of the copper 
elastic anisotropy does not essentially change the character of the stress depend-
ency on line width, but almost proportionally reduces the value of all stress compo- 
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Figure 4. Room-temperature stress state of copper lines for different line widths and ILD 
materials, which was simulated with implementation of the orthotropic material model for 
copper.

nents. It is also worth noticing that the introduced copper anisotropy has destroyed 
the almost perfect hydrostatic character of the transverse stresses in the 180-nm 
line width for the SiO2 ILD.  

The scope of all employed modeling approaches was not able to unambigu-
ously explain the stress reduction in all stress components when the line width was 
decreased, which was observed in experiment. It seems that implementation of the 
temperature-dependent yield stress as well as the kinematic hardening could not 
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provide this explanation. It could be possible to obtain a stress dependency similar 
to the experimentally observed one by taking into account possible variations in 
major material properties of the interconnect components. Figure 5 shows the re-
sults of the performed analysis of the copper line hydrostatic stress sensitivity to 
the small variations in the elasticity modulus and CTE of copper and tantalum. An-
other possible solution to this problem could be in consideration of the major strain 
relaxation processes in copper patterned structures, similar to the analysis per-
formed by Vinci et al. [2] for continuous copper films. The nonuniformity of the 
stress motivates atoms to diffuse to the region of large tension. These regions arise 
in the vicinity of the interfaces with the etch stop top layer and metal liners – diffu-
sion barriers. The ratio of the total line surface to a line volume increases with the 
decrease in the line width. Hence, to accommodate the existing stress gradients a 
larger fraction of the volume atoms should be relocated and platted on the grain 
boundaries in the case of narrow line compared with the wide line. This fact should 
explain the greater uniform hydrostatic tension, which should be achieved in a state 
of equilibrium in the wide copper lines compared with the equilibrium stress in 
narrow lines. 
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Figure 5. Copper hydrogen stress sensitivity to the variations in Young’s modulus (a) and 
CTE (b) of copper and tantalum. 

FEM Simulation-based Analysis of Thermal Stress in 
Interconnect Segment with Via Connected to Wide Metal 
Line

Severe voiding was observed in copper interconnects characterized by the presence 
of a wide metal line above or below via. First mode is accompanied by void gen-
eration inside via and the second mode is characterized by voiding in the wide 
metal line below via bottom. In both cases a specific size effect was observed. 
Voiding takes place when the size of the wide metal line exceeds some minimal 
size. To understand the role played by thermal stress in this voiding and to provide 
recommendations on how to minimize this voiding, a set of thermal elastic stress 
simulations have been performed.

(a) (b) 
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We have found that the stress inside via has almost no defendence on the size of 
the wide upper metal line and on length of the narrow line, which connects the via 
with the wide line. We suggest that this type of voiding has resulted from a poor 
optimized processing. The second type of voiding has a stress-induced nature. We 
have simulated thermal stress in different segments characterized by different 
metal width and proposed a mechanism of the size effect. Finally, we have ex-
plored the possible benefits from the introduction of the dual via interconnect seg-
ments. 

Top Wide Metal Line Connected to Via by the Variable Length Narrow Line  
To evaluate an effect of the length of the upper narrow line (L) on the hydrostatic 
stress inside via, which was caused by the cooling down from the stress-free tem-
perature Tref=430°C to T=25°C, we have simulated the stress distribution in the 
identical structures characterized by different L: 0.45 m, 1 m, and 2 m. In all 
structures the geometry of the wide metal line was the same: H = 2 m, W = 2 m.  

Figure 6. Simulated dual-inlaid two-layer structure. 

Figure 6 shows the simulated dual-inlaid structure. As before, the base of the 
simulated segment was constrained from vertical displacement but free to experi-
ence a lateral displacement. The left and front faces of the model were constrained 
from displacements in the lateral directions but were allowed to move vertically. It 
was assumed that all components of the interconnect structure were perfectly 
bonded. The horizontal displacement given by Equation 1 was applied to the entire 
right and back edges of the model with no constraint in vertical direction. The Car-
tesian coordinate axes x, y, and z refer to directions along the lines, transverse to 
the lines, and normal to the substrate, respectively. 

Figure 7 shows hydrostatic stress distributions along the via vertical axis of 
symmetry for three different lengths of the connecting narrow line. All considered 
segments reveal almost equal hydrostatic stress inside the via bulk. Reduction of 
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the area of the wide metal plate (more than three times) as well as modification of 
the boundary conditions, from the segment sidewall displacements driven by sili-
con expansion to a driven by the etch stop (silicon carbide) expansion, do not pro-
vide any noticeable changes in the hydrostatic stresses inside the via.  

Figure 7. Hydrostatic stress distributions along the via axis of symmetry for different 
lengths of the narrow line connecting the via with wide metal line: 0.45 m (a), 1 m (b), 
and 2 m (c). 

Based on the simulation results we can suggest that the observed void nuclea-
tion is caused rather by processing than by stress migration. This conclusion corre-
sponds to the results of Oshima et al. [12], which demonstrated that this type of 
voiding can be eliminated by optimizing the via cleaning process. 

Wide Metal Line Below Via 

Figure 8. Simulated structures with different width metal lines located below via: 0.4 m
(a) and 3 m (b). 

Typical simulated structures that represent the interconnect segment with the wide 
metal line located below via are shown in Figure 8. Material properties and bound-
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ary conditions are the same as in the previous sections. Figures 9, 10, and 11 show 
the hydrostatic, normal vertical ( zz), and shear ( yz) stress distributions in the cen-
ter cut yz of the bottom metal line in the vicinity of the copper-etch stop interface. 
It is clear from Figure 9 that for a wider metal line smaller hydrostatic stress is de-
veloped in the area, which is underneath the via bottom. It should be noted that we 
have resolved a local reduction in tensile stress in the area under the edge of the via 
for the widest of the considered metal lines (Figure 9c).  

Figure 9. Hydrostatic stress distributions in the center cuts (yz) of the bottom metal lines in 
y-direction in the vicinity of the copper-etch stop interface. Metal line width: (a) 0.2 m, (b) 
0.4 m, and (c) 3.0 m

It means that in the wide metal line we can expect a stress-gradient-induced va-
cancy flow toward the area located beneath the via perimeter. This result corre-
sponds to the prediction made by Ogawa et al. in [13].  

A more pronounced size effect was observed in the dependence of the zz stress 
on the line width (Figure 10). In all cases there is a compression in the vertical (z)
direction in the portion of metal located below the via bottom. The maximal com-
pression locates exactly below the via edge. Experiment demonstrates preferential 
but isotropic voiding at the perimeter of the via bottom rather than directly below 
the via center [12, 13]. Obtained dependence of the zz on the line width can be ex-
plained by the difference in resistance of the different lines, characterized by dif-
ferent width, to the bending, caused by the via-induced pressure on the underlying 
metal line. The narrow line embedded in a soft low-k confinement, being more 
flexible to the bending, is characterized by lower stress than the wide line. As a 
confirmation we can referr to the results of the performed simulation that demon-
strate that the zz stresses developed in lines with low-k underneath layer and posi-
tioned on the hard base (zero vertical displacement) are quite different in narrow 
lines and almost the same in wide lines (Figure 12). This result clearly demon-
strates that strain created by the via-line interaction, caused by the thermal expan-
sion mismatch, is significantly accommodated by the wide line. Simulation results 
show that maximal bending of the via-underneath metal line, achieved in the case 
of the narrow line, is 0.75 nm and is 0.37 nm in the case of the wide line. 

(a) (b) (c)
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Figure 10. Normal vertical ( zz) stress distributions in the same cross sections. Metal line 
width: (a) 0.2 m, (b) 0.4 m, and (c) 3.0 m.  

Figure 11. Shear stress ( yz) distributions in the same cross sections. Metal line width:       
(a) 0.2 m and (b) 3.0 m.  

Based on these results we can suggest that a primary cause of the voiding, 
which takes place in the area of a wide line below the via edge, is a combination of 
the zz, generated by the via pressure on the underlying metal line, and the shear 
stress at the copper-etch stop interface ( yz). When stress exceeds the critical level 
it can initiate wedge crack formation due to grain sliding or partial delamination of 
the copper-etch stop interface. The former mechanism will work if a grain bound-
ary is available near the via edge. Existing gradient of the hydrostatic stress results 
in vacancy migration toward the nucleated crack. Grain boundaries and the copper-
etch stop interface serve as the main channels for the vacancy diffusion. High resis-
tance to bending, which is valid for a wide metal line, results in a higher level of 
internal stress ( zz) compared with the narrow line. It can be responsible for the 
higher probability of crack initiation and further void development in a wide line 
compared with a narrow line.  

Implementation of a dual via provides a better resistance to EM-induced degra-
dation [14]. Our simulations demonstrate that it can also be beneficial with regard 
to protection against stress-induced failure. Vertical stress zz in the Cu line area 
located underneath the via bottom is smaller for dual via compared with the single 
via. For our simulation setup this difference is on the order of 50 MPa. If the de-

(a) (b) (c)

(a) (b) 
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veloped stress is enough to provide grain sliding or interface delamination in the 
single via segment, then introduction of the dual via can suppress this failure. If 
one via of the dual via segments has failed due to stress-induced voiding in the 
wide metal line below the via, then the formed void, playing the role of vacancy 
scavenger, would reduce the probability of the second via failure. 

Figure 12. zz stress distributions in the via underneath metal lines near the copper-etch stop 
interface in the xz cross-section. Low-k layer exists below metal lines of 0.2 mm (a) and   
3.0 mm width (b); there is no low-k layer below metal lines, 0.2 mm (b) and 3.0 mm (d). 

Stress Gradient-Driven Atom Flux in Electromigration-
Induced Degradation 

Electomigration-induced voiding is effected by stress existing in the patterned 
metal structures. A full EM model should take into account the stress-dependent 
vacancy distribution in interconnect segments as well as the stress-gradient-
induced atom flux, which contributes to the dynamics of void nucleation and 
growth [4-6]. As an example we consider the simulation results of a material edge 
displacement in the Blech short strip test structure of electromigration [15]. In this 
structure a short Al segment is deposited on a strip of higher resistivity material 
such as TiN. In the region where Al is present the electrical current passes mainly 
through the Al because of its much lower resistivity. Otherwise, the current should 
pass through the TiN. Flux divergences take place at both ends of the Al segment 
and cause depletion of material at the cathode end and accumulation at the anode 
end. Figure 13 shows the initial hydrostatic stress distribution and the directions of 
the total atomic flux and current flow near the cathode end of the Blech structure. 
Development of thermal elastic tensile stress takes place everywhere in the Al strip 
except for the top corners where the compressive stress is developed. This stress 
distribution results in a net atomic flux out of the top corners. Before the electrical 
current has been applied these fluxes are balanced by the counter-fluxes caused by 
the developing concentration gradients. Applied current removes the concentration 
gradient at the cathode area by forcing the excessive atoms toward the anode area 
by means of electron momentum transfer. Figure 14a shows simulated void 
growth, taking place when all atom migration causes are taken into consideration. 
This picture fits well with the experimental data, which demonstrate that voids ini-
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tially nucleate at the upper left corner and, propagating to the right and down, de-
plete the cathode completely [16]. An absolutely different picture of the void de-
velopment can be obtained if the stress gradient-induced atomic flux is not taken 
into consideration or if the applied current density is high enough to control the 
atom migration. Figure 14b demonstrates the simulated void growth for this case. 
Atomic flux caused by the electron momentum transfer results in void nucleation at 
the lower left corner, where electron flux enters the Al strip, and further void ex-
tension occurs along the Al–TiN interface. This example demonstrates the impor-
tance of including all atom-migration driving forces in the prediction of voiding-
induced failure.   

Figure 13. Initial distributions of the hydrostatic stress, current density (a) and total atomic 
flux (b) in the Al/TiN Blech structure of EM. 

 (a) (b)

Figure 14. Simulated void growth when all atom migration causes are taken into considera-
tion: atom fluxes induced by current and gradients of concentration, temperature and stress 
(a); simulated void growth when stress gradient induced flux is not included (b). 
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Introduction

Metallization structures are challenged as the interconnect paradigm for electronic 
devices, when these and their separations are on the order of a quarter micron. The 
interconnect cross section is on the order of 0.01 (µm)2 where electron trajectories 
near room temperature are curtailed by scattering potentials on bounding surfaces; 
and these dominate the transport dynamics. The search is on for specular surfaces 
and purified grains capable of supporting high current density even at reduced 
temperature so as to reduce noise and better facilitate cryogenic elements.  

Not to be overlooked are surface texture and periodic geometries that may en-
hance conductivity by tapping the wave nature of electrons. Surface texture ensues 
from grain morphology, which can be engineered. The wave mechanics is more 
classical than for mesoscopic quantum dots or contacts, analogous to geometric op-
tics with diffractive effects added in.  

Geometrical effects are not unfamiliar: consider intrinsic anisotropy. Highly 
ordered pyrolytic graphite (HOPG), for example, has “easy” conduction directions 
along carbon slip-planes where electron mobility is high, whose conductivity is 
easily augmented by adding carriers. Thus an intercalated few sheets of HOPG 
may be as good or better a conductor than pure metal, especially in lateral con-
finement where it is less subject to the adverse scattering effects of surface rough-
ness. Experiments could well be pursued with such sheets laid on a side in damas-
cene trenches and around serpentines.  

HOPG is not technologically realized as an interconnect material for reasons of 
handling, chemistry or deposition, but it is the base material that in cylinders of 
quantized diameter and torsional pitch makes carbon nanotubes. Structural autocor-
relation, period and symmetry, selected by roll-and-seam physical chemistry, en-
gender nondispersive wavefunctions or solitons, which are not soon scattered and 
support virtually ballistic axial transport. The clue for what in the long-range order 
“insulates” carrier wavefunctions from extraneous scatter effects lies both in the 
symmetries and the highly anisotropic mobility or reduced mass tensor — both en-
ergy-geometric effects.  

Taking by contrast, an ideally pure dendritic metal line of similar dimension, a 
little disruption at its surface will ruin the prospect of good ohmic, let alone ballis-
tic, transport. As such systems approach uni-dimensionality – when that represents 
a significant dimensional reduction – the presence of small disorder readily induces 
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carrier localization.1 Highly anisotropic mobility defers that effect by compressing 
the dimensional metric.  

In well-known Nordheim behaviour, metal conduction is deeply modulated by 
sub-monolayer deposition of adatoms. This shows that especially isotropic mobil-
ity is sensitive to conditions at grain or bounding surfaces. Absence of this sensitiv-
ity in HOPG along easy directions is a result of highly anisotropic conductivity or 
mobility tensors, naturally paraxial carrier wave vectors having insignificant trans-
verse momenta.  

A useful question is, how transverse momenta get curbed without either dissi-
pation or Anderson-like localization, which would have reduced transport. The 
clue for HOPG lies in the combination of potential surfaces and long-range (peri-
odic) correlations of carbon-bond ring structures. In energy-geometric language, 
available geodesics are innately squeezed into paraxial flowlines, while in isotropic 
media they indicate expanding spherical wavefronts. Besides surface “roughness” 
being less intrusive for paraxial rays2 surface scatter probability drops with small-
ness of transverse momentum as determined by the band structure. In other words, 
funneling carriers into paraxial bundles reduces surface encounters within the co-
herence length.  

Repetition geometry shapes normative free carrier wavefunctions by affecting 
the space in which carriers move. In isotropic crystals the spherical Bloch function 
is embedded with crystal symmetry, and in HOPG it must be a stratified paraxial 
Bloch function with the periodicity of the graphite structure. Thus the metric tensor
in the local geometry experienced by carriers is informed by the extended structure 
with its repeating patterns.  

The sensitivity of isotropic metal to surface scattering in confined dimensions 
lies in metric tensors being largely uninformed of crystal truncation at a non-
repeating surface, despite some alteration in the few reconstruction layers near it.  
There is little to limit carrier momentum from coming at high-angle to a bounding 
surface. It is more likely to experience non-specular or randomizing reflection. No 
flow-bundles curb the frequency of such encounters, and the surface has opportu-
nity to reshape the mean free volume.  

Mean free volume depicts local geometry and boundary specularity. Were every 
surface specular, being an elastic scatterer, it could not shorten coherence length. 
In the case of flat film or wire the effective mean free volume is then a full-sized 
sphere in isotropic metal or a very flat crêpe in HOPG. Approaching a sudden film 
or wire expansion from the wider side produces a kink in the free volume where 
propagators are negated at exterior steps in the field direction, an anisotropy that 
was noted in [1]. Space-charge should be acquired as narrowed structures reduce 
screening by inhibiting mobility, and the local potential may be useful to modulate 
as in a gated device.  

Conductivity is a moment of the mean free volume in a field direction. Hence 
it’s clear how shaping this volume affects conductivity and other material charac-

                                                     
1In fact, Anderson localization is inevitable in the 1-D limit. 
2Glancing rays scatter little in a Rayleigh approximation with roughness features 
foreshortened relative to the projected wavelength washing over them. 
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teristics such as the thermopower, TCR, and magnetoresistance. But the idea of 
kinds of geometric roughness that can usefully shape carrier momentum has barely 
begun to attract interest [2-4]. Ordered roughness of specular surface could mean 
symmetric structures, as in oriented mirrors3 and diffraction surfaces, or strong 
length correlations impressed upon random roughness. By contrast, non-geometric 
roughness is randomness with no length correlation, or a diffusive surface at any 
scale4.

While randomization of momentum by rough surfaces may reduce axial carrier 
group velocity, correlations impressed on the roughness characteristics can feasibly 
frustrate localization. Precedent for this behaviour exists in the optical analog of a 
step-index fibre or waveguide, where core surface roughness couples to lossy ra-
diation modes. Change to surface roughness correlation length [5] can greatly re-
duce the coupling or coherent loss.  

A further analogy in the waveguiding of electrons is the long-period grating. 
Grains might be engineered to have lengths a near multiple of carrier wavelength  
~ 0.6 nm or thermal modulation (packet) length ~ 12 nm – though not greater than 
coherence length 2L ~ 250 nm (at room temperature). As wavefunctions are 
just probability densities that obey laws of wave mechanics, a modulation wave-
length can also be taken as the centre frequency modulated at a high-frequency. 
Features of wave mechanics can therefore be expected at the molecular scale of 
Fermi wavelength and at the “decanano” wavepacket size, involving resonances so 
far as a beam span of L  covers an extent of diffractive structure.  

An electron traversing two crystallites undergoes refraction from difference in 
bravais lattice constant and tensor transformation of material anisotropy. Conserva-
tion of in-plane momentum yields Snell’s law in so-called N-processes – while 
surprise coherent directions can also exist in U-processes depending on opposing 
irregular Fermi surfaces. Generally, the electron refractive index in any direction is 
determined by the coupling wavevector as a function of Fermi surface curvatures.  

Forward coupling of momentum and energy in LPG fibres occurs through a 
phase-matched condition between core and low-order cladding modes. In a chain 
of metallic grains a ‘cladding’ equivalent is unobvious, but the atomic reconstruc-
tion layers near a bounding surface may serve this function. The additive role of a 
spatial wavevector to make-up axial phase for non-paraxial electron wavevectors is 
also analogous to quasi-phase-matching (QPM) gratings in nonlinear optical ampli-

                                                     
3Oriented mirror surfaces would include light-gatherers and intensifier structures 
employed in space and in astronomy. 
4Small-scale roughness without correlation randomizes wavevector orientation, 
while inelastic scattering “thermalizes” wavefunctions. The first leads to loss of 
coherence in practice, while the second – directly dephasing electrons – is a loss of 
coherence in principle. The effective loss of flux in the first case is by Anderson-
like confinement from self-interference of coherent wavefunctions; but for 
convenience, both losses of coherent momentum flux are called incoherent. 
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fiers.5 For electrons there is also the more direct interaction with polaritons in met-
allized gratings whose spatial period over electron velocity matches an optical pe-
riod.6

Various further analogies in wave-mechanics motivate the search for modulated 
crystalline potentials through surface texture or grain size regularities to enhance 
coherence-preservation in momentum transport through a participating phonon 
medium. Simulation of such effects with salient parameters ought to be feasible 
through the use of beam-propagation methods (BPM) as employed in scalar mod-
els of photonic waveguides. Alternatively, Monte Carlo (MC) models for momen-
tum flux may be pursued, but these need augmenting with diffractive effects. 
Straightforward in that goal is to beam-trace the lowest order diffraction peaks, 
though computational parallelism seems mandated by path multiplicity at every 
diffractive surface.  

Knight & Smy [1, 6] solved the semiclassic BTE formulation of conductivity 
using 3-D charged particle optics (3CPO) to integrate along beam paths launched 
over the Fermi surface. This quasi-MC billiard method relegates randomness to the 
Beer’s exp )/)(( d  relaxation kernel (µ being the beam cosine to a surface 
normal). The surface integral over the reduced mean-free volume is found, whose 
projective moments (in 2cos ) along field directions provides a tensor of conduc-
tivity components. The 3CPO integrator can accumulate and average across a via 
or interconnect cross section, or down its axis and throughout a multi-tiered metal-
lization structure including sudden constrictions (induced by voids from electromi-
gration). Without diffractive effects it obtains the Namba [7] result for corrugated 
surfaces, but also in serpentines and dual damascenes not amenable to Namba.  

Subsequently, Knight [8-10] investigated a predicted all-metal diode induced 
by an asymmetric ramp-embossed texture (cf. [3] Figure 1) of the bounding surface 
on a monocrystal metal dentrite. For right-angled rect-echellia the axial conductiv-
ity component differed between forward and reverse current senses, and a soft-
diode effect of more 6% appeared for a louvre angle of about 11°. This angle was 
shown [10] to maximize the difference between fore and abaft billiard scatter in a 
plot called the blue-bird (Figure 1).  

Broken symmetry in axial conductivity thus predicted by 3CPO seems surpris-
ing for a billiard even with incidence-sensitive specularity. At first sight the optical 
reciprocity theorem seems violated; but as with light-gathering structures7 in-
creases the paraxial coherence to one direction: what is paraxial survives further, 
before a surface encounter. That diffuse scattering at transverse grain boundaries 
would vitiate this benefit is ample reason to look for the effect in well-annealed 

                                                     
5Whether there are material-dependent nonlinearities in electron transport 
analogous to optical Kerr or Pockels effects is an open question. 
6The inverse Smith–Purcell effect couples input laser light via a grating of chosen 
pitch to propel electrons: the efficiency is sharply maximum when the electron 
velocity is such that it traverses a grating period in the time of one oscillation. 
7 Wind-driven seas [9] have similar anisotropic radar backscatter. 
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and pure lines. When the louvred surface is completely diffusive no anisotropic ef-
fect is to be found.  

Figure 1. Blue-bird plot for rect-echellion [3] (Figure 1) showing axial moment of propa-
gated flux of uniform spanning-beam in opposite components. Maximal difference occurs at 
about 11  (non-unitarity at 4/  is due to shadowing).

To further study the diffractive effect [8-10] scalar wave-scatter from an echel-
lette surface was integrated in closed form following Beckmann [11]. Diffractive 
lobes for axis-in-plane incidence were divided fore and abaft to weight integration 
along the specular direction as if reflected at a planar surface (cf. [3] Figure 2). Co-
herence in fore lobes was taken as preserved, abaft as lost. Low-order lobes abaft 
of specular should partly fore scatter again, but the neglect was offset by over-
counting fore lobes to be scattered abaft. As in a surface approximation of binary 
specularity at critical angle, results differed little from a billiard: definite asymme-
try at the ~ 11° grating angle.  

A similar “ratchet” effect [2] was found in 2DEG in a nano-fabric of oriented 
triangular pores. The structure efficiently rectifies alternating lateral current by 
preferential scatter either towards the unit triangle apex or off the base. A ribbon of 
fabric is similar to anti-phase ramped sidewall modelled above (Figure 2). Unex-
pectedly the rectifying direction switches between north and south depending on 
voltage or carrier density (Fermi energy), and possibly on coherence length (e.g.
via carrier mean-free path and surface specularity – which may change with wave-
length). Explanations are controversial; but modelling by 3CPO found similar 
switching when the mean-free path (hence coherence length) are varied over wide 
temperature range and when extinguishing vectors had changed direction at a 
proximal surface. As surface orientations change within reach of L , the statistics 
of momentum reversals appears to follow a phase transition.  

High-angle grain boundaries were added by Knight & Smy [3] for greater real-
ism. Long grains of high transmissivity retained a sizeable effect; but the expected 
spread in uncertainty may obscure it in unfavourable experimental conditions ([3], 
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Figure 4b), unless sufficient material purity and anneals reduce grain impact. 
Regular grain sequence remains to be investigated extensively for electron-optic 
waveguiding effects, where challenges to grain engineering are daunting. This is a 
juncture at which technology stands, and a firm handshake between the physics of 
wave mechanics and the engineering of electronic (and optical) materials is hereby 
encouraged.  

Figure 2. Nanofabric [2]. Rectification changes with mean-free path and can switch direc-
tion [12] with temperature.

Anderson-like Localization 

We may compare the coherence effects of geometric roughness on conduction 
electrons to Anderson-localization in reduced dimensions, the latter is normally 
observed in disordered metals below liquid helium temperature. Anderson localiza-
tion arises in conduction phenomenology for metal alloyed with impurities or 
heavily sintered with lattice defects, at very small mean-free path due to amor-
phous or sub-decananometer granularity. Below a critical temperature depending 
on disorder the resistivity begins to increase in an inverse T power law whose ex-
ponent is tied to so-called universal scaling or localization of the Anderson kind. It 
is inviting to relate this by analogy to the increase of resistivity – which also fits 
universal curves in thickness d – for very thin films and wires of relatively pure
composition.8

A parallel analog for light exists. Light beams in fog produce from their coher-
ent part a prominent albedo or backscatter of intensity at least four times that in 
any other direction of similar narrow solid angle. Coherent sources also produce 
coherent speckle backscattered in other random directions, from water droplets 

                                                     
8A suitable term for such coherent effects may be Anderson-like localization. At 
any rate, this is the term used here. 
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suspended in fog.9 Prevalent in random media this coherent phenomenon is inevi-
table in strictly 2-D sheets with sufficient randomized scatterers and in 1-D lines 
with any non-periodicity.  

Twenty years ago, experiments on amorphous Cu well below 10°K with an mfp 
of nm1~  showed a resistance increase of about 3.1T  at sub-He temperature, 
where conduction channels become energetically less and less accessible at de-
creasing temperature. In very thin films the benefit to overall conductance of add-
ing more material laterally is progressively lost to this energetic localization.  

Energy restriction of carriers is a norm for pure crystalline metal; but in 3-D 
any direction restriction on momenta k (not counting the open Brillouin zone-
crossing necks typical of noble metals) comes from geometric features including 
roughness. Macroscopically there is little scope for coherent interference of single 
electron wavelets, but as dimensions decrease in a thin film or wire surface, texture 
and degree of specularity play an increasing role in redirecting and limiting the 
available momenta.  

Localization from increased self-coherent backscatter [9] via predominantly 
elastic scattering from nearby dislocations and other grainy imperfections may be 
frustrated or even undone by still other mechanisms that depend on coherence.10

Paraxial electron gatherer/intensifiers or forward-coupled waveguide modes may 
be sought to frustrate that part of resistance induced by geometric (including ran-
domizing) boundary roughness.  

It is propitious to start with specular exterior surfaces, even if their relative ori-
entations are random. So long as the size of facet is larger than the fermi wave-
length and largely specular, it is feasible to model radiant momentum transfer by 
geometric optics. Diffractive effects most promising to counter localization are re-
quired to be added in the presence of texture periodicities or pseudoperiodicities. 
Even if such ordered facets far exceed F  what matters is that they be seen within 
reach of L .
The approach is non-trivial since even simple optical waveguides are challenging 
to model when featuring irregular or asymmetrical corrugations. But the phenome-
nonology is ballistic in the sense of a large extent of coherence or correlation: even 
if the density of structural scatterers is high, they are largely elastic.11 To this elas-
tic feature of momentum transport is added a second: the exchangability of indis-
tinguishable carriers. By this feature, perfectly elastic backscatter at a grain bound-

                                                     
9This is localization of light radiance by mutual interference of coherent multiply-
scattered rays from various droplets, each of which may be a “whispering gallery” 
to a single ray multiply scattered inside with phase preserving precision. 
10Spin-orbit coupling is one mechanism altering the assumed independence of 
scatterers, most often probed using strong magnetic fields and the magneto-
resistance.
11A dampening of the effects is, of course, also observed, due to a degree of 
inelastic scatter, but the inelastic relaxation time is considerably larger than the 
elastic, particularly for a cool temperature model – at about liquid nitrogen. 
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ary (rather than an external one) is conductive.12 Of course, what subtracts from 
this conductivity is the loss of coherence by diffuse scatterers at boundaries or in 
the lattice.  

Grain-Boundary Scattering 

Grain boundaries can dominate metallic resistivity. Deposition conditions and an-
neals affect it, and specular though a surface might be, major grain effects remain. 
By 1965 Anderson [13] noted that despite extensive studies only monocrystal gold 
films showed a constant resistivity independent of thickness. By 1968 Mayadas 
[14] found the erstwhile constancy of  illusory, decreasing with increased 
thickness. Mayadas et al. [15] found defect-free Al grains deposited at 200°C with 
implicitly specular bounding surfaces to exhibit this shift, and “since there is no 
compelling reason to believe that chemical purity is a function of thickness” [16] 
related the effect to increased grain size and developed with Shatzkes the MS 
model for columnar grains. MS, established 33 years after Fuchs [17] has widely 
been used for another 33; but the assumed constant impurity of growing grains has 
simultaneously been changing with awareness that the boundaries sweep up impu-
rities.13

Intergrain potentials assumed in MS are zero-width delta functions of strength 
2S  represented by a reflectivity R/(1 R). Idealized smooth potentials would scatter 

bidirectionally were they all transverse to field and current, an idealization that 
masks deeper assumptions of random polar angles, and specularity of the bounda-
ries nearly parallel to the current flow. Indeed coherent backscatter is tacitly as-
sumed, and the R parameter may be reinterpreted to mean subtraction from the 
forward transported component. Figure 3 depicts the MS grain effect for nanowire.  

Although R might approach 1 for highly correlated grain widths Mayades and 
Shatzkes note that “a periodic array of planes gives no resistance” (presuming there 
are no point scatterers in those planes). In a fuller account of diffractive effects, pe-
riods at a Bragg condition for deBroglie or group wavelenth may be refractive and 
others transmissive, with dependence on carrier density (Fermi energy) or tempera-
ture (modulating uncertainty of carrier wavelength). However, carriers that are 
elastically backscattered can be considered to contribute to momentum transport.14

drawing analogy more closely between R and pq 1 , representing a lost specu-
lar part as in surface scattering. Thus Mayades and Shatzkes’ statement should 
stand, mitigated by the known effect of impurities. This quasi-periodic hypothesis 

                                                     
12Labels are switched for carriers imaged in the boundary, a step that depends on a 
form of ergodicity and indistinguishability in quantum mechanics. 
13[18]: Impurities swept up by regrowing grains accumulate at boundaries where 
surface energy builds, eventually pinning competing boundaries to their final 
positions cementing grain morphology. 
14This results from the continuation of phase memory and deceleration against the 
driving field, with an assumed background of indistinguishable electrons on the 
opposite side of a diaphanous boundary. 
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is still under experimental investigation for sidewall-textured Cu damascene 
nanowires.  

Figure 3. Increasing dominance of nanowire grain effect ( d ).

Loss parameter R is not incidence-sensitive in MS, an aspect that suits it to dif-
fuse boundary scatter, even if not Mayades and Shatzkes’ intent. The assumed 
specularity of parallel boundaries has support when these are geometrically smooth 
and lack effective coulomb scatterers. Ionized scatterers may be unimportant in 
macroscopic metal, but screening electrons confined by narrow bounding and 
rough surfaces are less mobile. Accordingly, DMR is expected (and found) in thin 
film and wire, being coupled to grain size and impurity levels.  
If the scatter probability at a boundary is uniform with angle it must exist at low-
angle grain boundaries found within the metal volume, not comprising the bound-
ing surface treated separately by a Fuchs p or Soffer r parameter. MS was intended 
for no such cases, but it owes extended success to a second parameter, mean grain 
size D , and to anneals or high-temperature depositions that maximize this value – 
resulting in grains that do span a film or nanowire.  

To progress, incidence-sensitive variable specularity similar to Soffer’s is 
needed. A binary specularity could be applied, with angles of incidence below a 
critical angle c  diffusive and more grazing ones specular (R=0). This approach 
can be used to roughly approximate incidence at external surfaces, but before 
3CPO it was not applied to interior grains. In 3CPO R is readily replaced by c  be-
low which R=1, R=0 otherwise but it is as easy to treat angle-dependence with the 
more optical approach of Ziman and Soffer.  

Such versions of parameter R may serve for as-grown films and deposited 
wires, but they make little difference to the annealed case where it is sufficient to 
treat incidence-sensitivity at exterior surfaces [1, 6]. This suggests that the diffuse 
scattering mechanisms at interior grain boundaries is isotropic, as with impurity 
scattering. It is even likely that the underlying grain scatter does not arise from 
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boundaries per se, but from their accumulated impurities as noted in independent 
studies, a view that is not refuted by the known importance of the grain size since 
separation of isotropic scatter loci means longer effective free path in the separa-
tion direction.  

Grain-boundary scattering thus divides between a coherent part from specular 
(and diffractive) reflection, transmission or refraction – whose directions depend 
on grain geometry, periodicity and orientation,15 and a diffusive part from impurity 
scattering that adds to the background. The first leaves local conductivity substan-
tially unaffected,16 and resistivity adds primarily through the latter part when grains 
are shorter than several times the bulk mean-free path ( 2D ). Even low impu-
rity density, when swept-up by a moving boundary, readily produces a sheet of ef-
fective scatterers. Nested impurities thus give to grain boundaries diffusive scatter-
ing power and meaning to the R parameter, or its indirect complement t in the so-
called multidimensional approach of Tessier and Toller (TTP) [19]. Fractions R or 
t of momentum are respectively lost or retained at a grain boundary.  

In a landmark review of very fine work from the 1950s (with a film-thickness 
range at already 5 to 90 nm and liquid nitrogen temperatures) to studies in 1981 on 
epitaxially evaporated, 10 5% impure gold at <111> on mica and <100> on KBr, 
Sambles, Elsom and Jarvis [20] found that their excellent numerical model could 
explain high resistivity-ratios (between room and cryogenic temperature) of the 
large-grained films only by setting R=0.56 at the well-separated grain boundaries. 
This value, distinctly above the values 0.1 an 0.15 in small-grained films, led the 
authors to consider the alternative of inflated surface scattering effects. But even 
with Soffer’s [22] superior incidence-sensitive specularity model, surface rough-
ness had to be unreasonably high, and temperature dependence failed to represent 
data from over 500 temperature points (yet matched nicely with the R=0.56 hy-
pothesis).  

Such results on blanket Au films mean that while annealed grains may grow 
large (in this case several microns, much wider than the film is thick), reducing re-
sistivity according to a grain-size denominator, the swept-up impurities counteract 
by increasing R or decreasing the t transmission parameter. In relation to film 
thickness, cf. [20] Figure 5, residual resistivity at liquid helium is seen to drop sys-
tematically as annealed grain size increases, consistent with reduced impurity den-
sity in the lattice.

Large grains cleaned of impurities can expose subtle surface character. In [20], 
increasing DMR (seen at variance with a Bloch–Gruneisen norm of TCR, cf. [20], 
Figures 4c, 5, 8c) in the case of large grains occurs as film thickness decreases. 

                                                     
15Grain orientation will have a certain refractive effect via changes in projected 
bravais lattice. This effect on resistivity is expected to be small unless it couples to 
another feature such as spin-selection in Cu/Co multilayers. Such alternating 
nanowires were found to be significantly resistive [21], but this may have been 
dominted by interface roughness. 
16Although reflected, diffracted or refracted directions couple propagators to 
scattering surfaces and may cause deviations from Matthiessen’s rule (DMR). 
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This behaviour, more visible where exterior surfaces are specular,17 signifies that 
narrow films alter the phonon density-of-states distribution. Thin film and 
nanowire resistivities are generally non-parallel over a wide temperature range in 
their Bloch–Gruneisen (BG) plots (e.g. [20], Figure 3 shown to advantage in log–
log form), with thinner film or wire declining in temperature to more elevated re-
siduals and less kurtosis in the region of 20–80°K, where the TCR changes most 
sensitively for noble metals.  

Non-parallelism and TCR variance share an explanation: the effect on phonon 
LDOS by reduced dimension or degrees of freedom. From cold temperature T up, 
the effect on TCR is to alter progression through powers of T: thinner films at 
20°K tending from a lower power (than thick ones), which drops more quickly to-
wards the asymptote of one. Thicker film dimensionality enables a high power law 
dependence on supply energy to continue into the upper energy regime (cf. [20], 
Figure 4).  

The model that Sambles et al. [20] solved numerically for MS (high angle) 
grain boundaries and Soffer’s surface specularity follows the above temperature 
dependencies remarkably, through effective mean-free path and competing grain 
size. Where grains span the film thickness as in most cases after anneal, this com-
bined model serves well, as it also does in multilayers with planar interfaces (Sam-
bles’ et al. large-grain case, with an overlayer of micrograins), where separate con-
ductive layers are amenable as an additive parallel network.  

There are important deviations, however, in residual and kurtosis – where film 
thickness is not corroborated with the same precision as the functional form of 
temperature dependent resistivity.  

Thickness determination by in situ resistance measurements at comparator tem-
peratures, as used by Sambles et al. following von Bassewitz and von Minnigerode 
[23], has reappeared recently [24] to estimate nanowire width from the ratio:  

R
h
L /

of difference in reference-point resistivities and measured resistances. It depends 
on reference temperatures spanning a linear region of the BG plot for a width-
unlimited structure over a decade of resistance. With a temperature difference or 
resistivity ratio much lower, measured resistance may seem linear with tempera-
ture, but likely not at the linearity of the  idealized structure. There may be “a 
temperature-dependent term arising from either surface or grain-boundary scatter-
ing [that] will make  different from ”18 and undermine applicability of the 
above ratio [20].  

For film and wire with extensive TCR variation at cool temperature, the cer-
tainty of inferred thickness may drop with loss in linearity. Generally, films and 
wire of low resistivity ratio have less certain thickness in this method, while higher 

                                                     
17With Soffer’s r or relative asperity of 0.1, an equivalent p is at least 0.65 in [20]. 
18The latter is the calibration basis of an inferrable reduced width. 
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ratio films (of large grain and surface size-effect) may deviate from Matthiessen’s 
rule by coupled scatter processes. It is therefore worth adhering to independent 
verification as measurement temperatures drop. A method that successfully meas-
ured thin metal films as early as 1970 is the Fabry–Perot interference of X-rays 
[25] from the two surfaces. With pencil X-rays available and test damascene inter-
connects patterned in dense regularity, it is feasible to use low-angle diffracted 
beams to infer several widths at once: line, separation, barrier and seed widths.  

In situ resistance measurement at temperatures is convenient, and will tend to 
cooler ranges. As efforts progress to enlarge and purify annealed grains in damas-
cene trenches, it will be useful – in addition to high-temperature (as high as possi-
ble without activating further morphology change) – to measure resistance at a ref-
erence well below room or ice temperature. As thickness or width decreases a cool 
reference at about double the liquid nitrogen point would need raising, to avoid the 
encroaching nonlinear region from below. For thicker films of larger grain the 
trend is to overstate the true resistivity ratio and understate residual resistivity, ex-
aggerating thickness – although the error is less marked across <100>-oriented 
grains. Overstating effective thickness is to overestimate room-temperature resis-
tive contribution of grain boundaries and/or surface roughness.  

Temperatures that affect TCR most dramatically (shown recently [26] to be a 
predictor of film quality) thus prove a sensitive indicator of model fitness. Elsom 
and Sambles [27] showed that the FS model fails in this regime by an unphysical p,
but also in neglecting grain effects. The MS grain model goes far in redress, but 
even with a Soffer surface model deficiencies remain, including disparity of tem-
perature-dependent data over grain-size and thickness interactions (DMR). The 
question is whether a model such as TTP [19] for grains in orthogonal (multidi-
mensional) directions is needed. 3CPO offers a testbed capable of handling inci-
dence-sensitivity consistently at different planes or low and high-angled bounda-
ries. As a model 3CPO allows unlimited boundary conditions including interior 
boundaries. It avoids specifying integrals appearing in Sambles et al. such as:  

dHK ),(/),(
0
1

where ),(K  is the Fuchs kernel with a )(p  dependent on incidence following 
Soffer, and /d  replaced by ),(H , with H being DD ),,(/1  the 
grain width in the ),(  direction,  its projection in the axial direction, and 
where Q  means a moment in polar angle  into the direction of momentum 
flow:  

dQQ 2

2

2cos1 .
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In Sambles et al. this integral extends the MS grain scattering model to inci-
dence-sensitive specularity, offering no such sensitivity at grain boundaries or dif-
ference at distinct surfaces; yet it was complicated enough to require numerical 
methods applied for the first time by Sambles et al.

3CPO, by contrast, allows reflection conditions of all kinds – including main 
diffraction orders – at each surface or boundary encountered along arbitrary mo-
mentum propagators from which an integral of attenuated coherence is constituted. 
Grain boundary angles are unlimited, inviting a comparison between isotropic scat-
tering by impurities and coherent processes like inter-grain refraction. Geometric 
textures induced by exterior grain facets enter as boundary conditions that would 
be intractable for closed integrals.  

Without diffractive effects beyond incidence-sensitivity, 3CPO shows that 
high-angle grain boundaries alone add little character to resistivity except to raise it 
and the bars of uncertainty [3]. More specular boundaries mean less resistive and 
variable grain effects. An apparent conflict with MS when R is interpreted as bare 
reflectivity disappears by considering R a measure of diffuse scatter at a boundary 
(whether forward- or backscatter) and its effective complement t (as in TTP) a 
measure of preserved coherence. Whether carriers are reflected or transmitted, their 
momentum is coherently transported: were it not, high-angle grain boundaries 
would always migrate in a field.  

Conclusion

3CPO and beam-propagation methods offer unique means to model, characterize 
and design film or line surface with nano-engineered anisotropic texture, periodic 
grain morphology and purified boundaries.  

Grain periodicity is amenable to the MS and TTP treatments and other legacy 
models. Periodic surface undulation without diffraction was also treated by Namba 
[7], directly applying Fuchs–Sondheimer [17, 28], and it would be useful to in-
clude Soffer’s [22] incidence-sensitivity when zero correlation-length is separable 
from non-zero spatial period. But, even with that addition to the MS model – as 
should be done in extending Sambles’ et al. approach – no model has built-in 
awareness of coherent effects. Without them, nothing can be said about novel de-
vice properties expected from marshalling the wave-nature of conduction electrons 
in radiant momentum transport.  

Resistivity reduction techniques likely to be fruitful will include: specular bar-
riers for damascene trenches (likely omitting Ta or other metals19 over TaN), 
enlarging grains e.g. by laser-guided ablation shown to create bamboo structures, 
stress-release of grains with bossed sidewalls and removal of impurities from 
grain-boundaries in annealing – by gettering with volatile agents and outgassing 
from hot-anneal cycles. When techniques for purifying grain boundaries develop, 
grain-size goals may be relaxed, as specular grains are highly conductive (e.g.

                                                     
19 Ernur [31] appears to have obtained quite specular sidewalls by using TaN 
barriers without a Ta overlayer. 
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Sambles et al. [20]: even the small-grained Au films at <100> orientation had 
small R values).  
In addition to these challenges, the possibilities of frequency-selective surfaces and 
grain periods that may enhance conduction of momentum, as outlined in the intro-
duction. A particular test of periodic nature was the anisotropic surface texturing of 
damascene sidewalls, which 3CPO forecast to affect conduction even without a full
diffraction model.  

A closed diffractive solution for corrugated surface with a canted louvre angle 
was obtained [8], indicating anisotropy in the lowest orders fore and abaft. Non-
diffractive numerical analysis established asymmetry under right-angled wedges 
(or rect-echellia) in a Littrow configuration, and found a grating angle of maximum 
effect (cf. Figure 1) to be ~11° or a ramp of 1:4. A virtual surface of repeating 
wedges was then simulated [3], finding 10% discrimination between forward and 
reverse conductivity when incidence-sensitivity as ersatz for diffraction was in-
cluded. Experimental structure was proposed to verify a magnitude for such an ef-
fect.

A recent e-beam experiment [29] at KU Leuven imprinted SiO sidewalls with 
nanoscale texture of opposing mirror-image surface anisotropy in the same direc-
tion. The Ta barriers used in a standard process are unfortunately not specular [30], 
and yielded high, isotropic resistivities of 2.5–3.2 µ •cm. However, together with 
notable grain effects there was evidence of period-sensitivity. In 10 nm textures on 
test-widths 70 and 100 nm in high-aspect (375 nm) trenches, a trend of conduc-
tance increase with spatial frequency suddenly dips for 70 nm and jumps for 100 
nm lines at the intermediate pitch of 40 nm. Thus the increased mean Cu section is 
pointedly overwhelmed by a preferred size of grain, more of them pinning at        
40 nm within 70 nm lines. In 100 nm lines 40 nm boss gaps may encourage three 
would-be grains of 100 nm to form 140-nm twins, reversing the resistance trend.  

Proximity of 80 and 100 nm in the latter lines may also explain conductivity in-
crease in 20 nm textures when pitch is 80 nm, versus symmetric double-scoop con-
trol textures: non-controls of smaller mean section being less resistive in 100 nm 
lines (but not less resistive than controls in 70 nm lines). The enhancement may 
evidence grains more regularly sized at 80 nm than they are distributed about     
100 nm. To be validated this possible finding of periodicity effect requires further 
inspection in destructive sections (after planned low-temperature measurements). 
Clearly many more experiments of this kind are needed, and above all, specular 
improvements to Cu-diffusion barriers (e.g. with TaN alone) would clarify effects.  

Experimental development of e-beam textured sidewalls supports several ends. 
It will perfect this lithographic method, determine suitable boss height and cant to 
keep the seed layer intact while reasonably faithful to boss profile, and identify ge-
ometry and resolution for best effect. Texturing is worth pursuit to pin grains at 
expansion joints for stress-relief on anneals – improving laminar integrity or side-
wall adhesion – and provide vertical channels for outgassing or gettering impuri-
ties.

The raison-d’être of texture and periodic grain is to employ select periods and 
sidewall (boss) profiles to harness diffractive effects on carrier wavefunctions. 
Even if asymmetric conductivity is a challenging goal, this approach to quasiperi-
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odicity of surface roughness, interacting as suggested in the above experiment with 
grain-size, should affect resistivity markedly.  
For optical waves, correlation-length effects of random roughness have been mod-
eled [5] in waveguide or fibre microbends. These indicate that texture correlation 
on a scale with mean-free path or coherence length may cause significant differ-
ences in scatter intensities. Provided sufficient surface specularity to attain substan-
tial electron coherence length at certain periods and accessible cool temperatures, 
resisitivity both raised and lowered should therefore be looked-for in future.  
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Introduction

Performance and reliability of leading-edge microelectronic products are 
increasingly determined by design, technology and materials for on-chip 
interconnects. Inlaid copper interconnects, embedded into insulating material with 
continuously decreasing permittivity, will be used at least for the next decade to 
fulfill the fundamental requirement to transmit signals with high speed. Within the 
inlaid interconnect process sequence, a liner is deposited into the etched trenches 
and contact holes (vias), and subsequently, the structures are filled with copper. 
This liner protects the interlayer dielectrics and active transistor regions from 
copper atoms; i.e. it acts as a diffusion barrier.  

To increase the performance of microelectronic devices like high-performance 
microprocessors, not only the sizes of transistors and interconnects have to shrink 
but also the barrier films must scale down. For the introduction of new, porous 
dielectrics and structures of high aspect ratios, improved diffusion barriers with 
thicknesses reducing from presently ~10 nm down to 2 nm in 2018 [1] and high 
conformality are mandatory. With reduced sizes the interfaces of interconnects also 
become increasingly essential for their electrical and reliability properties. High-
quality smooth interfaces are prerequisites both for reducing electron scattering 
which limits the conductivity, and for minimizing diffusion at the interfaces, which 
is deleterious for electromigration lifetime of interconnects. 

One approach to guarantee that these ultra-thin films with sub-10-nm thickness 
act reliably as diffusion barriers is to optimize their constitution and microstructure 
as well as their deposition and anneal parameters. The microstructure of the barrier 
layers becomes more and more critical with continuous scaling-down of the film 
thicknesses. Structural defects in barriers like grain boundaries or voids can cause 
short circuit diffusion and give rise to barrier inefficacy. Therefore, knowledge 
about the mechanisms leading to barrier failure and their correlation to the 
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microstructure is crucial for the progress in interconnect technology. In this paper, 
the microstructure and degradation mechanisms of Ta- and W-based barrier 
systems are studied by complementary methods. 

Demands on Diffusion Barriers 

Apart from the obvious task of preventing the diffusion of mainly Cu, but also 
other elements like Si or process gases, there are additional requirements for 
diffusion barriers in Cu metallization. In particular, they should [2]: 

Possess high electrical and thermal conductivity, 
Act as nucleation layer for subsequent Cu deposition, 
Provide good adhesion to Cu and dielectric layers with smooth interfaces, 
Exhibit high mechanical and thermo-mechanical stability, in particular for 
porous dielectrics, at low internal stresses. 

Therefore defect-free, homogenous thin barrier films are needed, which are 
stable under thermal stressing, form high-quality interfaces to the Cu and yield no 
detrimental diffusion paths for electromigration processes. Furthermore, the 
barriers should not, or as little as possible, contribute to an increase of the effective 
permittivity k of the dielectrics, which becomes increasingly important with the 
future introduction of low-k materials. 

Barrier Materials 

Diffusion barriers have been widely prepared on the basis of refractory metals like 
Ti, Ta or W [3], which are operating at low homologous temperatures leading to 
high activation energies for diffusion, and which do not react with Cu. Whereas in 
a single crystal a low diffusion coefficient is achieved, single-crystalline growth is 
difficult to obtain in real barrier films. In polycrystalline films grain boundaries can 
provide fast diffusion paths. One way to improve the barrier performance is to add 
light elements like N to the barrier, which can reduce the density of fast diffusion 
paths by microstructural changes like “stuffing” of the grain boundaries [4]. An 
elimination of the polycrystalline structure in favor of an amorphous one can be 
achieved by choosing proper process parameters and alloy compositions [5], e.g.
by adding Si to the barrier material. Such amorphous barrier structures can prevent 
diffusion very effectively and provide smooth interfaces to the adjacent films. One 
issue, however, is their thermal stability. Heat treatment can again lead to grain 
nucleation and growth. Furthermore, the various properties required for diffusion 
barriers also have different, sometimes opposite dependencies on their 
composition. For example, the electrical conductivity of thin barrier films 
decreases with increasing nitrogen content, whereas their thermal stability 
increases. Thus it is necessary to find a compromise between highly stable 
amorphous structures and low electrical resistivity of the barriers.  
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One of the presently predominant industrial solutions for diffusion barriers in 
copper metallization is the bilayer system TaN/Ta. On top of a TaN underlayer 
providing good adhesion to SiO2, Ta grows in the low resistivity b.c.c. phase ( -
Ta,  ~ 25 µ cm), whereas directly on the dielectric the high resistivity tetragonal 

-Ta phase (  ~ 170 µ cm [6]) would grow. In present technology, this system 
has proven excellent barrier properties. However, its adequacy in technology nodes 
requiring barrier thicknesses of 5 nm and below is questionable [1]. For example, 
the -Ta has a polycrystalline structure containing undesired grain boundaries. 
Under thermal stressing, a redistribution of N towards a homogeneous chemical 
depth profile can occur in such bilayers, leading to a significant loss of thermal 
stability [7]. Furthermore, with decreasing size of the TaN underlayer, at the 
sidewalls of thin trenches a tendency of growing the unfavorable -Ta phase has 
been observed [8]. Thus, there is ongoing research for alternative barrier systems. 

Deposition of the Ta- and W-based Barriers 

Widely-used techniques of barrier deposition are different variants of physical 
vapour deposition (PVD) as in particular modified magnetron sputtering 
techniques, but also arc deposition, and of chemical vapour deposition (CVD), for 
example, metal organic (MO) CVD or plasma-enhanced (PE) CVD. As an 
emerging technique appropriate to deposition into very narrow trenches with high-
aspect ratios, the atomic layer deposition (ALD) is under development.  

In the present study long throw magnetron sputter deposition was utilized to 
obtain Ta-Si-N barriers of different composition, and a PE-CVD process was 
developed for the preparation of W–(Si–)N barrier layers. By tuning the 
composition of the barriers, their performance was optimized.  

The Ta–Si–N barriers were deposited onto thermally oxidized (100) Si wafers 
containing an about 140-nm-thick SiO2 film. The deposition of the 10-nm-thick 
barriers was performed by rf magnetron sputtering, with a N2 flow adjusted 
between 1 and 4 sccm, resulting in compositions of the barrier films according to 
Table 1. Without interrupting the vacuum, a 50-nm-thick Cu film was dc 
magnetron sputtered on top of the barriers. 

Table 1. Designations, compositions as determined by RBS, and resistivities  of the Ta–
Si–N barriers. 

Sample N2 flow [sccm] Composition [at.%]  [  cm] 
TaSiN0 0 Ta73Si27 215 
TaSiN1 1 Ta62Si20N18 215 
TaSiN2 2 Ta56Si19N25 220 
TaSiN3 3 Ta41Si20N39 370 
TaSiN4 4 Ta30Si18N52 1700 

One drawback of sputter deposition is the difficulty to obtain highly conformal 
films also in narrow trenches. Though the conformality of PVD techniques can be 
improved, e.g. by long-throw ionised sputter deposition, an alternative approach is 
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achieved by CVD techniques. Whereas thermal CVD suffers from relatively high 
process temperatures (~750°C), lower deposition temperatures are possible by 
plasma enhancement. For deposition of thin W-based barriers, in this study a 
PECVD process based on WF6/H2/N2 gases was developed. The WF6 gas, which is 
reduced by H2, acts as tungsten source, and N2 delivers the nitrogen incorporated 
into the barrier. W–(Si–)N films were deposited with 10-nm thickness onto SiO2
and covered with a Cu cap layer (80-nm nominal thickness). The process was first 
optimised for the binary W–N barriers (deposition temperature 400°C, gas flow 
ratios H2/WF6: 80, N2/WF6: 80), yielding homogeneous films with a resistivity of 
210 •cm and a composition of 80 at% W and 20 at% N. Subsequently, by a 
process modification using SiH4 as Si supplier, the process was advanced to 
deposit ternary W–Si–N barrier films (cf. [9]).  

Detection of Barrier Degradation 

Though the barriers for Cu interconnects become thinner and thinner, their 
diffusion-preventing properties must be even better than in the former Al 
technology. Cu is an extremely fast diffuser in Si with an diffusion coefficient 
about 15 orders of magnitude higher than that of Al for a temperature of 500°C 
[10]. Since Cu also remains mobile at room temperature, it can diffuse over large 
distances from a local source, whereas Al accumulates at the barrier-substrate 
interface close to a barrier defect. Therefore, not only the structural 
characterization of ultrathin barrier films but also the detection of Cu that has 
diffused through a barrier poses a challenge for analytics. 

To accelerate thermally activated processes and to investigate the mechanisms 
of barrier degradation, the dielectric/barrier/copper film stacks were annealed at 
several temperatures between 400°C and 700°C in vacuum (p  10 4 Pa). As an 
alternative atmosphere, H2 gas was tested. For anneals of uncapped W–N samples 
at 450°C in H2 gas, a reduction to pure W films was observed, accompanied by 
delivery of N2. Also, a Cu cap could not prevent this process satisfactorily. 
Therefore, the thermal treatments were performed in vacuum. For each anneal a 
dedicated sample was used. 

To investigate the microstructure and their annealing-induced changes which 
could lead to barrier failure, a series of different and also complementary methods 
was utilized. By X-ray reflectometry (XRR) and glancing-angle X-ray diffraction 
(XRD), the structural features of layers and their interfaces as well as the 
amorphous and crystalline order in the films, respectively, were analyzed on a 
macroscopic scale using a Philips X’Pert diffractometer with Cu-K  radiation and 
thin film equipment. Elemental depth distributions of the layer stacks were 
obtained by glow discharge optical emission spectroscopy (GDOES) with a 
modified LECO-GD750 tool yielding a resolution of about 2.5 mm according to 
the crater diameter resulting from Ar ion sputtering. For high spatial resolution, 
cross-sectional transmission electron microscopy (TEM) was performed with a FEI 
Tecnai F30 microscope. To determine the onset of Cu diffusion through the barrier, 
different techniques were applied additionally (see below). In particular, by using 
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atomic absorption spectrometry (AAS) not only a high sensitivity but also a 
quantification of the Cu traces in the substrate was obtained. For that, the Cu cap 
had to be removed by etching, and barrier, dielectric and substrate were dissolved 
in concentrated acids and analyzed separately.  

Ta–Si–N Barriers

The amorphous structure of a TaSiN0 barrier is illustrated by the broad scattering 
maximum at 2  38° in the lower curve of Figure 1. At increasing N content in 
the TaSiN films, the amorphous character of this peak was retained, and a shift of 
its position towards lower angles indicates a modified short range order, 
particularly of the Ta atoms which are the strongest scatterers. Additional 
crystalline reflections in the diffraction pattern are due to the Cu cap film. 
According to the applied diffraction geometry with grazing incidence angle ( i = 
2°), the intensive 220 reflection at 2  ~ 74° corresponds to a predominant <111> 
copper texture component, which was found to reduce slightly with increasing N 
content in the TaSiN films. A quantitative estimation on the basis of pole figure 
cuts yielded volume fractions of 68% and 16% for the preferred Cu <111> 
component in the cap layers of the TaSiN0 and TaSiN4 barrier systems, 
respectively. Additionally, slightly enhanced <511> twin components were 
observed, and the distribution of the remnant fraction was statistically. 
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Figure 1. X-ray diffraction patterns of a 10-nm-thick Ta73Si27 barrier (TaSiN0) between Cu 
and SiO2 after anneals at 600°C for different annealing times.  

To analyze the thermal stability of the barriers, the samples were measured 
after anneals in vacuum performed at a temperature of 600°C for different times tan.
Figure 1 shows the stability of the amorphous state of the TaSiN0 barrier after a 1 
h anneal, the onset of the crystallization at annealing for 4 h, and the subsequent 
increase of the crystalline fraction (Ta5Si3) for annealing up to tan=100 h. 
Furthermore, a second phase (Ta2Si) begins to crystallize during the 100 h anneals. 
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In analogy to the case of binary Ta–N barriers, where a nitrogen addition increases 
the thermal stability of the barriers [11], also the ternary Ta–Si–N barriers can 
withstand longer anneals without crystallization compared to the TaSiN0 sample. 
As the first crystalline phase in Ta–Si–N films, nitrides are obtained (Ta2N for 
TaSiN1 and TaSiN2; Ta5N6 for TaSiN3), which are in the case of TaSiN1 followed 
by a silicide (Ta5Si3 firstly observed after tan = 64 h). For the barrier system with 
the highest N content (TaSiN4), no signs of crystallization were observed for 
anneals at 600°C up to tan = 100 h. An overview about the onset of phase formation 
is given in Table 2. 

It should be noted, that without a Cu cap significantly higher stabilities against 
barrier crystallization were observed. One explanation is the formation of an 
oxidized sublayer at the surface of uncapped barriers. The oxygen can stabilize the 
amorphous barrier structure. Additionally, an acceleration of the crystallization by 
an influence of Cu atoms in case of the Cu-capped barriers cannot be excluded. 

Whereas the wide-angle X-ray diffraction is sensitive on a scale corresponding 
to the crystal lattice, properties of the film stacks like layer homogeneity, thickness 
and interface morphology are revealed by XRR techniques in the low-angle region. 
Figure 2 compares XRR measurements of the barrier systems TaSiN0 and TaSiN4. 
In the as-deposited state, all Ta–Si–N films show pronounced oscillations with a 
wavelength of about 0.4° corresponding to the strong contrast between the barrier 
and the surrounding films. Additionally, short-period oscillations arise from the Cu 
layer. From fitting of calculated to the measured XRR curves, the thicknesses of 
the individual layers, their densities and r.m.s. interface roughnesses were 
determined. The thicknesses of the barrier films ranging between 10.4 nm and 10.8 
nm were close to the nominal thickness of 10 nm obtained from the deposition 
parameters. The mass densities varied between 14.1 g/cm³ (sample TaSiN0) and 
10.0 g/cm³ (sample TaSiN4). Whereas the Cu surface was relatively rough ( rms
=2.4 nm) probably due to its polycrystalline structure, the low roughness of the 
barrier-Cu interface ( rms =0.1 nm ... 0.3 nm) is indicated by the intensive XRR 
oscillations. In the case of TaSiN0 these oscillations correspond to a homogenous 
barrier film with constant density, whereas for films with high N content, 
particularly for TaSiN4, a bimodal layer structure is obtained for the barrier. Depth 
profile investigations by GDOES indicate that this substructure can be related to an 
accumulation of N and Si in a ~0.7-nm-thick upper sublayer of the barrier, 
accompanied by a reduction of the Ta content. 

After the anneals, a striking difference between the XRR curves of the two 
samples occurs. The barrier oscillations of the TaSiN0 system diminish at 
annealing corresponding to a changing layer set-up, whereas the remaining high 
contrast in the case of TaSiN4 indicates a stable layer stacking. Formally, the 
contrast reduction of the TaSiN0 sample can be related to a change of the r.m.s. 
interface roughness from rms = 0.3 nm for the as-deposited film to rms =0.5 nm 
after annealing for 1 h and to rms = 0.7 nm after annealing for 4 h. 
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Figure 2. XRR measurements of the barrier systems TaSiN0 (left) and TaSiN4 (right). 

More details of this different development of the interface morphology are 
revealed by local TEM analysis (Figure 3). For the nitrogen-free barrier system, the 
Ta5Si3 crystallites grow far into the Cu cap, leading to dissolution of the former 
barrier layer in agreement with the XRR results (Figure 2a) and thus enabling the 
Cu to come into direct contact with the SiO2. In contrast, the Ta2N crystallites, 
which grow as the first phase in the N-containing barrier layers, are extended 
within the barrier region. For the TaSiN4 sample neither changes of the barrier 
morphology nor crystallite formation are observed for heat treatments up to 100 h 
at 600°C (Figure 3b). 

Figure 3. TEM cross sections of the barrier systems TaSiN0 (0 at% nitrogen, left) and 
TaSiN4 (52 at% nitrogen, right) after annealing at 600°C/100 h. 
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Figure 4. GDOES Ta depth profile of the TaSiN0 barrier system after different anneals at 
600°C.

The anomalous Ta5Si3 crystallite growth is also striking since this phase does 
not reflect the composition of the nitrogen-pure barrier layers, which contain much 
more Ta. Using GDOES depth profiling, the traces of the surplus Ta can be 
revealed (Figure 4). In particular, the composition of such barriers changes by 
diffusion of Ta from the barrier through the Cu layer to the sample surface already 
prior to the onset of crystallization. Since an additional passivation layer on top of 
the Cu layer reduces the Ta diffusion [12], this process could be explained by the 
strong affinity between Ta and O2 occurring in traces in the furnace. With 
increasing N content in the barriers, the tendency of the Ta outdiffusion decreases, 
as was also observed for binary Ta–N barriers [11]. Taking into account the steep 
increase of the resistivity of Ta–Si–N barriers with nitrogen contents above 25 at%, 
thus a suitable barrier system is represented by the TaSiN2 composition with still 
very high thermal stability and moderate resistivity properties. 

Table 2. Annealing times for the onset of first phase formation and of diffusion towards the 
surface for barrier systems annealed at 600°C. 

Phase formation [h] Diffusion [h] 
Sample N-content 

[at%] 
Ta nitrides Ta silicides Ta  Si 

TaSiN0 0  - 4 / Ta5Si3 1 - 
TaSiN1 14  16 / Ta2N 64 / Ta5Si3 1 32 
TaSiN2 26  8 / Ta2N - 8 8 
TaSiN3 38  32 / Ta5N6 - 32 32 
TaSiN4 51  - - - - 

W–N and W–Si–N Barriers 

By optimisation of a PECVD process with the chemistry WF6(Ar)/N2/H2,
homogeneous binary W–N films with 10-nm thickness, a nitrogen content of         
~ 20 at% and an amorphous microstructure were deposited onto SiO2 and capped 
by a 80-nm-thick Cu film. The Cu cap was deposited either by CVD without 
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interrupting the vacuum or by PVD, whereby the CVD deposited Cu films showed 
a higher content of statistically orientated grains and a weaker preference of the 
<111> texture component. From XRR investigations, a density of the barrier films 
of  = 16 g/cm³ was obtained, which is larger than that of the Ta–N films 
corresponding to a higher density of bulk W (19.3 g/cm³) compared to Ta 
(16.6 g/cm³). The XRR curves also show that the contrast of the Cu/W–N film 
stack is lower than of a sputtered Cu/TaSiN stack (Figure 5); i.e., the r.m.s. 
roughness of the Cu/barrier interface is higher for the W–N films ( rms  0.8 nm). 

During thermal stressing up to 550°C/1 h, no structural changes in the W–N–
films were observed. Also a long-term anneal at 400°C/100 h left the amorphous 
barrier structure unchanged. First signs of barrier crystallization appeared at 
600°C/1 h anneals, where weak reflections of -W and -W2N arise. At further 
thermal stressing the crystallization proceeds. The intensity of the crystalline 
phases corresponds to the initial composition of the barriers, and also by depth 
profiling no compositional changes are observed. Since the crystallites of the W–N 
barriers grow preferentially within the barrier region, they leave layer stacking and 
interface morphology unchanged, what is favourable to the barrier performance. 

As an issue for depth profiling, a strong tendency of the CVD-Cu layers to 
agglomerate occurred for anneals at 600°C for tan > 4 h. This process complicates 
the interpretation of depth profiles due to the stepped surface shape for laterally 
macroscopic techniques like GDOES. However, after removal of the surface steps 
by Cu etching, clear GDOES depth profiles were obtained showing no increased 
Cu signal within the substrate, i.e. a possible onset of Cu trace diffusion remained 
below the GDOES detection limit of ~ 5 µg/g Cu in the substrate [13]. 
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Figure 5. Comparison of XRR curves of a TaSiN1 and W–N film stack (20 at% N) with Cu 
cap layer. In the designation the nominal thicknesses are given. 

Though the thermal stability of the binary W–N barriers is higher than that of a 
binary Ta–N barrier with 20 at% N content (cf. [11]), it is below that of ternary Ta–
Si–N barriers. Therefore, also films deposited with additional silane flow to obtain 
W–Si–N barriers were evaluated. To obtain effective barrier films by this process, 
a compromise between several deposition parameters had to be obtained. For 
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example, the resistivity of the Si-containing films is significantly increased 
compared to binary W–N. Partially, this increase can be mitigated by lowering the 
N2 flow. However, at too low N content in the barriers, their thermal stability is 
reduced. Furthermore, the films tend to form a bilayer structure with a W-poor 
lower sublayer, if the silane addition occurs simultaneously to the WF6 inlet. Since 
the nucleation of W needs a relatively long incubation time, a more homogeneous 
barrier composition can be obtained by a retarded silane inlet. As an example, 
Figure 6 represents diffraction patterns obtained from a W–Si–N film deposited 
with a SiH4/WF6 ratio of 2 yielding a resistivity of 350 •cm. The same 
crystallization products as in the case of binary W–N–films are observed, however 
at higher temperatures with first signs of crystallization not below 650°C/1 h 
anneals. A higher content of Si in the barriers leads to a steep increase in resistivity 
up to 600 •cm. Therefore, further process optimization is promising in the 
region of low N2 and silane flows, e.g. by varying the Ar flow during deposition, 
which has a strong impact on the film amorphization. 
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Figure 6. Diffraction patterns of W–Si–N barrier systems annealed at different temperatures 
in comparison with an annealed W–N system (upper curve).  

Detection of Cu Diffusion Through the Barriers

Although structural changes of the barrier systems during annealing can obviously 
influence the barrier performance, a direct detection of Cu within and below the 
barriers is mandatory to prove the correlation between microstructure and barrier 
effect. The detection of the fast diffusing Cu in silicon and, in particular, in SiO2 is 
a challenge for analytics. Several methods were applied to solve this problem: 

(i) In the case of a direct deposition of the barriers onto Si, Cu diffusion 
through the barrier leads to formation of Cu silicides, which for low N 
content barriers additionally triggers a reaction between the barrier and Si 
leading to Ta or W silicides. GDOS depth-profiling proves the Cu within 
the substrate and the silicides can be detected by XRD techniques. As an 
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example, for 1 h anneals of the Cu/TaSiN0/Si system, 575°C has been 
determined as critical temperature for barrier degradation by this method 
[14]. 

(ii) Electrical measurements on dedicated Schottky diode and MOS structures 
respond sensitively to Cu traces. In particular, the strong influence of 
applied electric fields on the Cu diffusion is taken into account. To 
determine concentrations of alkali ions in the substrate, which can be related 
to the barrier performance, shifts of the flatband voltage in capacitance-
voltage curves after bias temperature stress (CV-BTS) were measured. For 
in situ detection of mobile ions during elevated temperatures, triangular 
voltage sweep (TVS) tests were performed. Additionally, for minority 
carrier lifetime determination capacitance–time (C–t) plots were 
implemented. These methods confirm the efficiency of the barriers in their 
amorphous state, and the correlation between observed structural changes 
like barrier crystallization and the onset of Cu diffusion [15]. 

(iii) Using AAS and secondary ion mass spectrometry (SIMS) very sensitive 
techniques are available, which allow Cu detection on a laterally 
macroscopic scale in the different layers. In case of AAS, also the 
quantification of the Cu content is straightforward to obtain (cf. Figure 7).  

(iv) For local analysis of Cu within the barrier and the SiO2, electron energy loss 
spectroscopy (EELS) line scans at TEM cross sections were performed. The 
results of such EELS scans confirm the Cu trace detection from AAS 
measurements in the substrates of annealed samples. However, the unique 
spatial resolution of TEM techniques allows measurements in single grains, 
ultrathin sublayers and, for example, the proof that Cu diffuses into the SiO2
at those local regions where it comes in contact with the dielectric due to 
barrier degradation. 
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Figure 7. Cu content in barrier, dielectric, and Si substrate after deposition and after 
annealing for the binary W–N system as determined by AAS. Note that increased Cu 
concentrations are measured after barrier crystallization, and mark only small Cu traces not 
detectable with such methods like GDOES or wide-angle XRD.  
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Conclusions 

Both Ta–Si–N and W–Si–N films have promising properties as diffusion barriers 
for copper metallization. For Ta–Si–N films with a silicon content of ~ 20 at%, as 
an optimised system regarding thermal stability and high conductivity a 
composition containing ~ 20 at% nitrogen was obtained. If the PVD techniques can 
be developed further to remain applicable for high aspect ratio structures, the PVD 
Ta–Si–N films are promising candidates for future technology nodes in 
semiconductor industry. Their integration behaviour for CVD and, in particular, 
ALD techniques has still to be investigated. The PE-CVD W–N barriers form 
amorphous barrier layers, which are expected to remain stable films for thicknesses 
down to 5 nm. Their thermal stability is slightly below that of PVD Ta–Si–N films, 
but can be improved by incorporation of silicon. Further optimisation of the ternary 
W–Si–N system is still ongoing.  
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Introduction

During the two last decades, sol-gel processes have received a great deal of atten-
tion. This technology offers broad ranges of possibilities leading to new products 
with high purity and homogeneity [1, 2]. 

The silicon alkoxides Si(OR)4 have already been used with an outside source of 
carbon to produce silicon carbide by the carbothermal reduction of silica [3]. Tri-
functional alkoxysilanes R’Si(OR)3, in which the carbon source is internal, also 
appear to be convenient precursors to the preparation of the silicon carbide [4, 5]. 
The latter precursors lead to the formation of a silica network containing only ter-
minal Si–C bonds. The pyrolysis of the obtained gels gives silicon oxycarbide 
glasses with various proportions of the SiC phase, depending on the nature of the 
starting reagents and essentially on the C/Si and C/O ratios [4]. 

The commercially available polymethylhydrosiloxane (PMHS) provides appro-
priate starting reagents for the synthesis of side-chain liquid crystalline polymers 
[6]. Compared with the trifunctional alkoxysilanes usually used, the PMHS precur-
sor, having Si–H groups, readily allows changing the nature of the organic chain. 
Transparent and monolithic gels have been obtained from the chemical modifica-
tion of PMHS precursor by some linear diamines H2N–(CH2)n–NH2 with n = 3, 4, 
and 6 or olefins via hydrosilylation reaction [7, 8]. 

In this paper we report the result of the PMHS chemical modification with 
mono- and bifunctional aromatic rings. The reaction leads to the formation of 
polymeric, transparent and colored networks that have been characterized by IR, 
29Si MAS-NMR, SEM, BET, X-ray diffraction, and thermal analysis. The presence 
of aromatic rings can apparently increase the pore size of the materials. In addition 
to that, this work is a part of a more extensive study on the synthesis of organic–
inorganic materials, carried out by crosslinking of PMHS by 1,3,5-
trihydroxybenzene and 2-hydroxybenzoic acid that will be reported in a future pa-
per [9]. 
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Experiment

Samples were prepared by mixing precursors (PMHS and 1,4-dihydroxyhenzene; 
hydroxybenzene) with stoichiometric proportions in tetrahydrofuran (THF). The 
hexachloroplatinic acid (H2PtCl6.6H2O) was used as a catalyst (4×10 7 mol/g 
PMHS). The reaction occurred at room temperature in a closed vessel for 1 h. The 
gas bubbles formed in the reaction medium during synthesis may be due to the 
evolved hydrogen [7]. Transparent and monolithic gels were formed in several 
days, depending on the nature of the reagent (Table 1). The gels obtained were put 
in a drying oven to remove the solvent. 

Table 1. Experimental conditions and the nature of obtained products 

    Reagents Molar ratio: reagent/SiH Gelification time Nature of product 

    1,4-Dihydroxybenzene 0.5           3 d  DB1,4: reddish gel
    Hydroxybenzene  1          20 d  OB: yellowish gel

Infrared spectra were recorded on 550 Nicolet Magana Spectrometer as solids 
in KBr pellets. 

29Si MAS-NMR spectra were carried out on an MSL 400 Bruker Spectrometer. 
The thermal treatment was performed under an air atmosphere with a heating rate 
of 10°C min 1 using a thermal analyzer Netzsh STA 409 from 20°C up to 1500°C. 
X-ray powder diffraction data were collected on a CAD4 diffractometer using the 
CuK  radiation ( =1.54056 Å) and the graphite monochromator. The morphology 
of samples was determined by scanning electronic microscopy using a Cambridge 
Instruments Stereoscan 120. 

Results and Discussion 

Samples were obtained by coupling PMHS with 1,4-dihydroxybenzene (DB1,4) and 
hydroxybenzene (OB), respectively, through hydrosilylation reactions. The bi-or 
monofunctional organic rings between siloxane chains ensured the reticulation and 
the formation of tridimensional network. 

Infrared Spectroscopy 
The IR spectra of the sample obtained by reaction of PMHS with trihydroxyben-
zene, 1,4-dihydroxybenzene is shown in the Figure 1. It shows the complete disap-
pearance of the band at 2160 cm–1 ( Si–H) and the broad bands corresponding to OH
(3200–3500 cm–1).
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Figure 1. Infrared spectrum of DB1,4

The presence of OH groups is attributed to the hydroxyl of aromatic chains un-
reacted or linked at only side to Si–OH groups resulting from possible hydrolysis 
of the siloxane hydrogen [reaction (1)] [10], and the Si–O–C linkage [reaction (2)]. 
The IR exhibits sharp bands corresponding to organic ( C–H, 2800–3020 cm 1) and 
organometallic ( Si–CH3, 1300 cm 1; Si–C, 770 cm 1), besides a broad band observed 
around 1150 cm-1 attributed to Si–O–Si [4]. 

CH3–Si(O)–H + H2O CH3–Si(O)–OH + H2 (1) 

CH3–Si(O)–O–C– + H2O CH3–Si(O)–OH + HO–C– (2) 

29Si MAS NMR 
29Si MAS NMR is a convenient tool to display the different Si sites existing in the 
material. The 29Si solid-state NMR spectrum of DB1,4 (Figure 2) shows two main 
peaks at 56.4 and 65.4 ppm, and a small one at 10 ppm. The first is attributed to 
T2 units [11], resulting from the substitution of Si-H by Si–O–C linkage [12]. 

The second one is assigned to T3 units. T3 units might result from partial hy-
drolysis of the silicon–hydrogen bond followed by intra- or intermolecular 
crosslinking of PMHS [11]. The small peak at 10 ppm is assigned to M units corre-
sponding to (CH3)3Si–O– end groups. 
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Figure 2. 29Si NMR MAS spectrum of DB1,4

Thermal Analysis 
TGA and DTA curves are recorded under air atmosphere for the hybrid material 
DB1,4 and OB. The curves of the hybrid material DB1,4 (Figure 3) indicate that the 
combustion of organic groups at the surface linked only at one side is accompanied 
by a minor exothermic peak (DTA) that appears at 290°C. The broad exothermic 
peak (DTA) that occurs in the temperature range 450–460°C is attributed to the 
combustion of organic groups inside the network of hybrid material linked only at 
one side. The TGA curve shows a weight loss of 14.35% at 517°C, which corre-
lates with an exothermic phenomenon assigned to the combustion of organic 
groups linked to the PMHS backbone. 

Figure 3. Thermal analysis of DB1,4

Thermal analysis of all products shows clearly a retention of the siloxane back-
bone up to 600°C. For all materials no weight losses are observed between 600 and 
1500°C. However, the DTA curves show an exothermic broad peak in the tempera-
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ture range from 900 and 1200°C. This exothermic phenomenon corresponds to a 
crystallization process. 

The X-ray diffraction patterns of DB1,4 and OB after TGA-DTA treatment (Fig-
ure 4) show that we have the same crystallization phase. This result is in agreement 
with DTA and TGA curves. The peaks are sharpening, indicating the crystalliza-
tion of the product. The observed peaks at d = 4.05, 2.84, and 2.49 Å are character-
istic of the tetragonal SiO2 [13]. 

Figure 4. XRD patterns of DB1,4 after thermal analysis 

Scanning Electron Microscopy 
Figure 5 represents an image from scanning electron microscopy of the hybrid ma-
terial DB1,4. The analysis of the image shows that the product presents a homoge-
neous phase constituted by blocks. 

Figure 5. Scanning electron micrograph of DB1,4
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Brunauer–Emmett–Teller Surface Area 
The Brunaer-Emmett-Teller (BET) surface area, the pore volume and the average 
pore size of materials OB and DB1,4 are summarized in Table 2. 

It seems that the number of OH groups linked to the organic precursors influ-
ences both the surface area, the pore volume, and the pore size. Indeed, the surface 
area tends to decrease as the number of hydroxyl groups is increased. However, it 
was found that the surface area and the pore volume values were of minor impor-
tance. On the other hand, the average pore size was found to be in the range 60–84 
Å, reflecting a large pore size of the mesoporous frameworks. 

Table 2. BET surface area, pore volume and average pore size of OB and DB1,4

Samples  SBET (m2.g 1)  Vpor. (cm3. g 1) dmoy. (Å) 
OB   0.20   6.10

4
  83.7

DB1,4 1.37   2.10
3

59..3

Conclusion

Polymethylhydrosiloxane (PMHS) being an inorganic precursor, is used, as an in-
organic–organic hybrid material. The chemical modification of this precursor by 
1,4-dihydroxybenzene and hydroxybenzene leads to the formation of transparent, 
monolithic, and colored gels. The characterization of the products by IR, thermal 
analysis, and 29Si MAS NMR showed that the modification of PMHS by the or-
ganic molecules is total and that the proportion of the T2 sites and T3 depends on 
the organic precursor. These inorganic–organic hybrids could find some applica-
tions as in the manufacture of electro-luminescent diodes and ion sensors [14]. The 
product heated to 1500°C is formed by a pure crystalline silicon dioxide SiO2
phase. 
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Introduction

The performance of integrated circuits (IC) has been increasing for several dec-
ades. The most direct way to increase working speed of an integrated circuit is to 
pack faster and smaller transistors into an IC. For the last two decades device fea-
ture sizes have decreased from 1 m down to 90 nm increasing the working fre-
quency of microprocessors from 66 MHz to 4 GHz. However, not all IC compo-
nents work faster as their sizes decrease. While continuous shrinking makes 
transistors work faster, it makes interconnections between transistors work slower.  

A good figure of merit to characterize interconnects is RC, which is a unit of 
time. A signal propagating through the interconnection experiences resistance-
capacitance (RC) delay. Shrinking the cross section of a wire increases its resis-
tance and bringing wires closer together increases capacitance between wires. As a 
result, RC delay increases with device shrinkage and limits performance improve-
ments resulting from device scaling. 

The RC delay must be reduced as size reduction continues. It is predicted that 
soon RC delay will exceed transistor speed becoming a serious limitation to per-
formance improvement. Since scaling down dimensions works against RC delay, 
the only way to bring down resistance and capacitance is to use other metals (with 
lower resistivity) and dielectrics (with lower dielectric constant) instead of conven-
tional aluminium/SiO2. The obvious candidate to replace Al is Cu (36% decrease 
in resistivity). Copper has been successfully integrated into IC manufacturing after 
considerable effort. Replacing SiO2 as a dielectric has not been a straightforward 
process. In principle, any material with a dielectric constant k lower than 4.2 (so-
called low-k dielectric) are of interest, but k-value is only one of many required 
properties.  

One of the possible ways to reduce k-value of a material is reduction of its den-
sity. The density of a material can be decreased by increasing its free volume by 
rearranging the material structure or by the introduction of porosity. Porosity can 
be related in two different ways: constitutive and subtractive. Constitutive porosity 
refers to self-organization of a material. After manufacturing, such a material is po-
rous without any additional treatment. Constitutive porosity is relatively low (usu-
ally less than 15%) and pore sizes are around 1 nm in diameter. According to 
IUPAC classification [1], pores with sizes less than 2 nm are called “micropores”. 
Subtractive porosity, on the other hand, implies selective removal of part of the 
material. The removable part can be an artificially added ingredient (e.g. a ther-
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mally degradable substance called a “porogen”, which is removed by an anneal 
leaving behind pores) or just part of the material that is removed by selective etch-
ing (e.g. Si–O bonds in SiOCH materials could be removed by HF). Subtractive 
porosity can be as high as 90% and pore sizes vary from 2 nm to tens of nm (pores 
with sizes larger than 2 nm are called “mesopores” according to IUPAC classifica-
tion). 

Although beneficial for k-value reduction, porosity creates a number of chal-
lenges when porous dielectrics are to be integrated in IC manufacturing. Among 
other issues (e.g. mechanical instability or low thermal conductivity), porosity al-
lows unwanted diffusion through the film. It could be, for example, in diffusion of 
chemicals used in processing or diffusion of copper. Copper readily degrades the 
dielectric properties of the insulator, increasing leakage currents and decreasing the 
breakdown voltage. As a result, reliability of the devices significantly decreases 
making their lifetimes unacceptably short. Copper diffusivity drastically increases 
with porosity of the dielectric. 

Copper diffusion must be stopped by a diffusion barrier between copper and a 
porous film. Due to technological reasons that will not be covered in this work, the 
diffusion barrier cannot be deposited on copper but must be deposited on a porous 
film instead. The barrier must be thin (nm scale) and fully dense (contain no pin-
holes). Covering a porous material with such a barrier is non-trivial. If the material 
is highly porous with large pores connected to each other, the barrier may be unac-
ceptably thick in order to bridge all the exposed pores (see Figure 1). It should be 
noted that the barrier itself should not penetrate into the porous material, which is a 
possibility with some deposition techniques. In some approaches, porous surface is 
first sealed to prevent barrier penetration and then a diffusion barrier is deposited 
on the sealed surface. Deposition of a rigorous barrier tends to be easiest when 
pores are small and porosity is low. 

From the above consideration we can conclude that not only porosity and pore 
size are important for characterization of a porous film, but also pore interconnec-
tivity. There are plenty of techniques that are able to characterize total porosity and 
pore size distribution of a porous film: positron annihilation lifetime spectroscopy 
(PALS) [2, 3], small-angle neutron scattering (SANS) and small-angle X-ray scat-
tering (SAXS) combined with specular X-ray reflectivity (XRR) [4], and ellip-
sometric porosimetry [5, 6]. However, characterization of pore interconnectivity is 
less obvious. EP is able to measure only interconnected pores since it is based on 
penetration of solvent into a porous film, and therefore, can provide an answer 
whether the pores interconnected or not. However, if pores are interconnected, the 
interconnection structure cannot be revealed. Another technique that is claimed to 
reveal interconnectivity is PALS where movement of a positronium through a po-
rous film is studied. There is a concern, however, about ability of positronium to 
travel through the narrow channels since they may represent too high energetic bar-
riers for such a quantum particle [7]. 

In this work, we propose a simple and effective method for studying intercon-
nectivity of a porous film. The method is based on diffusion of solvent inside the 
porous film in the lateral direction and does not require any special equipment. 
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(a)    (b) 
Figure 1. A schematic representation of a thin film deposited on a porous material with (a) 
separated mesopores connected by microchannels and (b) interconnected mesopores. As po-
rosity increases, the mesopore connections make the deposition of a continuous film more 
difficult. It should be noted that the pore size is the same in both cases. 

Proposed Experimental Technique 

The studying of interconnectivity is based on lateral solvent diffusion in a porous 
film. The porous film is capped at the top surface by any film that would prevent 
solvent from penetration through the top surface (e.g. rather thick SiO2, Si3N4 or 
SiC). It should be noted that the capping film should be transparent in order to al-
low observation of the solvent diffusion. Thus prepared, the samples were cleaved 
and introduced in liquid solvent. The solvent penetrates the porous film through the 
edges and diffuses laterally as schematically shown in Figure 2. The diffusion dis-
tance l is measured as a color variation in top-down view by optical microscope, a 
typical observation of such color variation is shown in Figure 3. 

Substrate

Barrier film
Solvent

l

Porous film

Figure 2. Schematic representation of solvent diffusion experiments. Diffusion distance l is 
measured as color change by optical microscope. 
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Figure 3. Example of color variation of a porous film due to solvent diffusion as observed 
by optical microscope. 

The main measure of diffusion is a diffusion coefficient. It is known from dif-
fusion theory [8] that the mean distance l travelled by a diffusion front is described 
(in a simplified form) by the following equation: 

Dtl 2  (1) 

where D is a diffusion coefficient (in our case the diffusion coefficient of solvent in 
the porous film) and t is diffusion time. Therefore, measuring diffusion distance as 
a function of time it is possible to calculate a diffusion coefficient of the solvent in 
a particular porous film. 

In our experiments, we used toluene as a solvent and four different low-k mate-
rials: two porous MSQs (methylsilsesquioxane, varied porosity from 15 to 40%), 
one SiOCH (silicon oxycarbide, initial porosity of 7%, increase up to 40% porosity 
achieved by HF treatment [9]) and a low porosity polymer. Porosity and pore size 
distribution of the films were measured by ellipsometric porosimetry. 

Results and Discussion 

The diffusion coefficients are calculated from the slopes of the curves representing 
penetration distances as functions of square root of the exposure time. Such curves 
for four studied materials (MSQs with 40% porosity, SiOCH with 7% porosity and 
the polymer) are shown in Figure 4. One can see that diffusion strongly depends on 
porosity. 

Let us now see how diffusion changes when porosity of a film is gradually in-
creased. For this observation we selected one of the MSQs with varied porosity. A 
few words should be said about the preparation of such material. Pristine as -
deposited MSQ has constitutive porosity of about 15% consisting of micropores of 
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about 1 nm in size. The porosity, however, can be increased by adding so-called 
porogen – thermally unstable organic molecules about 3 nm in size – during MSQ 
deposition. After thermal decomposition, the porogen leaves behind mesopores of 
about 3 nm size. Obviously, the higher the porogen content is, the higher the total 
porosity of the film will be. The results of characterization of such a film with var-
ied porogen content by EP is shown in Figure 5, where total porosity is divided be-
tween microporous and mesoporous fractions. One can see that total porosity 
gradually increases as porogen content increases. It should be noted that the mean 
size of micro- and mesopores remains almost constant. 
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Figure 4. Diffused distances of toluene in different low-k materials (MSQs with 40% poros-
ity, SiOCH with 7% porosity) as functions of square root of exposure time. Diffusion coeffi-
cients were calculated from the line slopes using equation (1). 

The diffusion coefficient, however, shows a remarkably different behaviour. 
When the porogen load is low (less than 10%), the diffusion coefficient increases 
gradually. However, as the porogen load exceeds 10% an abrupt increase of the 
diffusion coefficient is observed, as shown in Figure 6.  

Other materials with varied porosity show similar behavior to the one described 
above – diffusion drastically increases as porosity exceeds a certain threshold (see 
Figure 7). Steeper increase of the diffusion coeffcient in the case of SiOCH can be 
attributed to the fact that not only porosity but also mean pore size increases as this 
material is treated with HF, while both MSQs have constant pore size with only 
porosity increased. 
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Figure 5. Porosity as a function of porogen load of MSQ. Relative volume of micro- and 
mesoporosity is indicated by different bar fill. 

The following explanation can be proposed for the diffusion coefficient behav-
iour. When amount of mesopores is small they are connected to each other only by 
micropores and, therefore, diffusion is limited by movement of solvent through 
micropores resulting in rather low diffusion coefficient. Slight increase in diffusion 
coefficient with increase of amount of mesopores can be explained by the fact that 
distance between mesopores (where solvents travels through micropores) becomes 
smaller. This situation is described by the scheme represented by Figure 1a. As 
amount of mesopores increases further and passes a certain threshold, mesopores 
overlap creating rather large paths for diffusion. At this moment diffusion coeffi-
cient abruptly increases as micropores are not the limiting paths for diffusion any-
more. The scheme represented by Figure 1b is realized. 

One can conclude that low diffusion coefficients indicating the fact that 
mesopores are connected by micropores should predict easier diffusion barrier 
deposition (or, in other words, easier sealing of the porous surface). Indeed, such 
an effect was observed in experiments of sealing of the porous surface by plasma 
treatment [10]. The exposure of porous surface to plasma led in some cases to the 
conversion of the top porous surface to a dense sealing layer impermeable to sol-
vents. It was found that a porous film can be sealed by plasma when the toluene 
diffusion coefficient does not exceed 100 m2/s.
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Figure 6. Diffusion coefficient of the porous MSQ with different porogen load as a function 
of total porosity. 
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Figure 7. Diffusion coefficient as a function of porosity for all studied materials with varied 
porosity. 
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Other Applications of Diffusion 

Besides revealing the pore interconnectivity structure, diffusion studies can be used 
for other characterizations of a porous film, for example, measuring quality of the 
sealing layer (or diffusion barrier) on top of porous surfaces, or studying affinity 
for water adsorption of a porous film. 

Measuring the Barrier Integrity on a Porous Film 

Recently, we reported a qualitative barrier integrity evaluation method [11] based 
on ellipsometric porosimetry. The method employs ellipsometric measurements of 
toluene adsorption in porous low-k films beneath the barrier. If the barrier is fully 
continuous, no adsorption is observed. It should be noted that although a barrier 
may appear fully dense in respect to toluene penetration it does not necessarily 
mean a barrier is impermeable to copper. If the barrier is highly porous, toluene is 
adsorbed inside the porous film that is registered by ellipsometer. Thus, the method 
is qualitative giving only an answer whether the barrier is “good” or “bad”. There 
is, however, an intermediate case, when toluene fills the film beneath the barrier 
within a measurable time interval; in other words, there is a delay between expo-
sure of the film to toluene and adsorption of toluene inside the porous film beneath 
the barrier. It was supposed that such a delay could be caused by diffusion of tolu-
ene beneath the barrier, when toluene enters the porous film through pinholes in 
the barrier and then fills the film by lateral diffusion [12]. Knowing the diffusion 
coefficient it is possible to calculate pinhole density and, therefore, to get a quanti-
tative evaluation method for probing the barrier integrity. It was shown that the 
highest measurable pinhole density is limited by the ability of measuring short time 
intervals between toluene introduction and film filling. The lowest measurable pin-
hole density is limited by the throughput of the measurement tool since too much 
time is needed to fill the film through a limited number of pinholes. In that case, 
however, toluene diffusion around isolated pinholes creates rather large color spots 
that can be counted by a tool resolving light reflection differences. As a result, iso-
lated pinholes become visible and can be counted.  

Affinity for Water Adsorption 

The presence of water molecules inside a porous film significantly increases the k-
value as water has a high k (about 80) due to the high polarity of H2O molecules. 
Although the majority of low-k materials are hydrophobic, they can contain a lim-
ited amount of water. Polar water molecules stick to polar centers inside a porous 
film. The amount of such centers might reflect the material’s affinity for water ad-
sorption. 

Presence of polar centers inside a porous film results in different diffusion rates 
of polar and nonpolar solvents through the film. This effect is used in chromatog-
raphy [13, 14] for separating mixtures of unknown components. Nonpolar solvents 
diffuse faster through porous film than polar solvents, as movement of nonpolar 
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molecules does not affected by presence of polar centers in the porous medium. 
This observation can be applied to study porous films using diffusion of polar (e.g.
ethanol) and nonpolar (e.g. toluene) solvents [15]. While chromatography uses dif-
fusion of unknown solvents through known porous media to study solvents, we use 
diffusion of known solvents through unknown porous media (low-k films) to study 
the media. 

The diffusion coefficient ratio Dtoluene/Dethanol was selected as a measure of polar 
centers presence, which, in turn, would reflect the material’s affinity for water ad-
sorption. It was found that the lowest ratio of 1 occurred for the polymer (where 
concentration of polar centers were expected to be very low), while MSQs have the 
highest ratios. It was also found that increase of the porosity of SiOCH by HF 
treatment results in an increase of the affinity for water adsorption (higher ratio of 
Dtoluene/Dethanol) that was also confirmed by thermodesorption studies – more water 
was desorbed from SiOCH films modified by HF than from the pristine SiOCH 
film. 

Conclusions 

We propose a simple and effective method for studying the porous structure of a 
thin film. The method is based on the observation of lateral diffusion of solvents 
inside a porous film using an optical microscope. The diffusion coefficients of sol-
vents calculated from such observations can be used for revealing the pore inter-
connection structure of the porous film in question.  

Diffusion studies could also be used for characterization of other properties of a 
porous film. A known diffusion coefficient allows calculation of pinhole density of 
a barrier deposited on a porous film, when the film is filled with solvent that pene-
trates through the pinholes and then diffuses inside the film beneath the barrier.  

The ratio of diffusion coefficients of polar and nonpolar solvents could be used 
as a measure for the film affinity for water adsorption. Polar centers inside a po-
rous film could act as attraction sites for polar water molecules, which is detrimen-
tal for low-k properties of the film. The presence of polar centers causes polar sol-
vents to diffuse slower than nonpolar ones. 

References 

1. J. Rouquerol, D. Avnir, C.W. Fairbridge, D.H. Everett, J. H. Haynes, N. Pernicone, J. 
D.F. Ramsay, K.S. W. Sing and K.K. Unger. Pure & Appl. Chem. 66, 1739 (1994) 

2. D.W. Gidley, W.E. Frieze, T.L. Dull, J. Sun, A.F. Yee, C.V. Nguen, and D.Y. Yoon, 
Appl. Phys. Lett. 76, 1272 (2000) 

3. M.P. Petkov, M.H. Weber, K.G. Lynn, K.P. Rodbell, and A. Cohen, Appl. Phys. Lett. 
74, 2546 (1999) 

4. W. Wu, W.E. Wallace, E. Lin, G. W. Lynn, C.J. Glinka, R.T. Ryan, and H. Ho, J. 
Appl. Phys. 87, 1193 (2000) 



314 Materials for Information Technology 

5. F.N. Dultsev and M.R. Baklanov, Electrochem. Solid State Lett. 2, 192 (1999) 

6. M.R. Baklanov, K.P. Mogilnikov, V.G. Polovinkin, and F.N. Dultsev, J. Vac. Sci. 
Technol. B 18, 1385 (2000) 

7. K.P. Mogilnikov, M.R. Baklanov, D. Shamiryan, and M. Petkov. Japan J. Appl. Phys. 
43, 247 (2004) 

8. P.W. Atkins. Physical Chemistry. 6th edn, Oxford University Press, p.753, (1998)   

9. D. Shamiryan, M. R. Baklanov, S. Vanhaelemeersch, and K. Maex, Electrochem. Solid 
State Lett. 4, F3 (2001) 

10. T. Abell, D. Shamiryan, M. Patz and K. Maex, Proc. of Advanced Metallization Con-
ference (AMC 2003), ed. by G.W. Ray, T. Smy, T. Ohta, and M. Tsujimura, 549 
(2003)

11. D. Shamiryan, M.R. Baklanov, and K. Maex. J. Vac. Sci. Technol. B 21, 220 (2003) 

12. D. Shamiryan, T.Abell, Q.T. Le and K. Maex, Microelctr. Eng. 70/2-4, 341 (2003) 

13. L.R. Snyder and J.J. Kirkland. Introduction to Modern Liquid Chromatography. 2nd 
edn, Wiley, New York, 1979) 

14. L.R. Snyder. Principles of Adsorption Chromatography, Dekker, New York, 1968 

15. D. Shamiryan and K. Maex, Materials Research Society (MRS) Proc. (2003 MRS 
Spring Meeting, San Francisco, CA) 766, E9.11.1 (2003) 



Carbon Nanotube Via Technologies for Future LSI 
Interconnects
M. Niheia, b, A. Kawabataa, b, M. Horibea, b, D. Kondoa, b, S. Satoa, b, Y. Awanoa, b

a Fujitsu Limited / Japan 

b Nanotechnology Research Center, Fujitsu Laboratories Ltd., Atsugi / Japan 

Introduction

Carbon nanotubes (CNTs) [1] are attractive as nanosize structural elements from 
which devices can be constructed by bottom-up fabrication. A carbon nanotube is a 
macromolecule of carbon and is made by rolling a sheet of graphite into a 
cylindrical shape. Carbon nanotubes exhibit not only a unique nanoscale structure 
but also interesting physical properties, such as the ability to be either metallic or 
semiconductive, depending on the twist or chirality of the tube [2]. They offer 
unique electrical properties such as current densities exceeding 109 A/cm2 [3], 
thermal conductivity as high as that of diamond [4], and ballistic transport along 
the tube [5]. They have been reported to be potentially useful as channels in field-
effect transistors (FETs) [6, 7] and as wiring materials [8–10]. Even with the 
current limitations on device dimension, LSI circuits have problems that originate 
from stress and electromigration that occurs in Cu interconnects, particularly in 
vias and their surroundings. One potentially effective solution to these problems is 
to use a CNT, which has a large migration tolerance, as a via. It is difficult, 
however, to obtain sufficient current for LSI interconnects when using only one 
CNT. We have therefore explored the feasibility of using bundles of metallic CNTs 
as a wiring material for future LSI interconnects (Figure 1). 

Figure 1. Structure of future LSI interconnects consisting of CNT vias. 
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Low-Resistance of CNT-Bundles in Scaled-down Vias 

The advantage of CNT bundles we would like to discuss in this chapter is their low 
resistance, which may be the solution to the problem of high resistance in scaled-
down vias. As shown in Figure 2, we have estimated the resistance of a 0.1- m-
diameter via tightly packed (filling rate of 91%) with CNTs of various diameters 
[11]. In this estimation we assumed that the CNT via had the parallel quantum 
resistance R = h/4e2 = 6.45 k (conductance G = 2G0 = 4e2/h, which reaches the 
maximum conductance limit for ballistic transport in two channels of a single-wall 
carbon nanotube (SWNT) [5]), that current flows through each wall of multiwall 
carbon nanotubes (MWNTs), and that there is no dependence of ballistic transport 
on CNT length. This figure shows, for example, that if a bundle of single-wall 
carbon nanotubes with an outer diameter of less than 3 nm or a bundle of six-wall 
CNTs with an outer diameter of less than 7 nm were packed tightly in a via 0.1 m
in diameter, the via resistance would be comparable to or less than that of a Cu via. 
Moreover, the conventional Cu vias need a barrier layer, which increases its 
resistance. Since CNT vias do not need barrier layers, there is a clear advantage to 
using CNT vias instead of conventional Cu vias. 

Figure 2. Calculated dependence of via resistance on CNT diameter [11]. The resistance of 
a 0.1- m-diameter via filled with nanotubes was estimated assuming that CNT vias have the 
parallel quantum resistance of nanotubes and that current flows through each wall of 
MWNTs. Filled circles ( ) show resistances similar to or less than those of Cu vias. 

CNT Growth on Metal-Silicide Layers of MOSFET 

As shown in Figure 3, we have grown vertical MWNTs directly on a Ni-silicide 
layer, which can be used as electrodes for metal-oxide-semiconductor field-effect 
transistors (MOSFETs) [12]. Using a Ni-silicide layer as a catalyst, we grew 
nanotubes with diameters smaller than can be grown using a Ni-film catalyst. We 
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think that the composition of Ni-silicide composition plays an important role in 
controlling the diameter of the nanotubes. In this chapter, we report the diameter-
controlled growth of vertically aligned CNTs on catalytic metal-silicide substrates. 

Figure 3. Schematic of the MOSFET with CNT vias. 

Although the growth of CNTs on CoSi2 has been reported [13], there are very 
few reports on the use of a metal-silicide layer as a catalyst for growing vertically 
aligned CNTs. This is probably because CNT growth is generally thought to be 
suppressed by silicidation of the catalyst metal [14]. Our experiment using the 
plasma-enhanced chemical vapor deposition (p-CVD) method, however, confirmed 
that CNTs could be grown on Ni-monosilicide (NiSi) substrates without using any 
catalysts other than a metal-silicide layer. It is particularly noteworthy that the 
diameter of CNTs grown on Ni-monosilicide substrates can be made smaller than 
that of CNTs grown on Ni film substrates.  

Our p-CVD apparatus has a 2.45-GHz 2-kW microwave power source, a 
substrate holder that can hold wafers of up to eight inches diameter, and a substrate 
heating mechanism. A mixture of CH4 and H2 was used as the reactive gas source. 
After the vacuum chamber was pumped down to 3 10 4 Pa, the substrate 
temperature was set to 400 C. The actual substrate temperature during CNT 
growth, however, was not measured. The gas mixture was introduced at a pressure 
of 266 Pa, and the CH4 and H2 flow rates were, respectively, 40 and 60 sccm. 
Vertically aligned CNTs can be grown by establishing an electric field between the 
substrate and the grounded chamber during growth [15], and we did that by 
applying 400 V to the substrate.  

Figure 4 shows the X-ray diffraction (XRD) patterns obtained from a Ni film 
on a silicon substrate and a Ni-monosilicide layer produced by heating a Ni film on 
a silicon substrate to 700  for 30 s [12]. Since this rapid thermal annealing 
(RTA) resulted in the appearance of several diffraction peaks related to the Ni-
monosilicide phase, it was clear that a uniform Ni-monosilicide phase was formed 
by the solid-state reaction at 700  and that the unreacted Ni film had been 
removed.  
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Figure 4. X-ray diffraction patterns of (a) a Ni film on a Si (100) substrate and (b) a Ni-
monosilicide layer on a Si (100) substrate. 

Figure 5. SEM images of CNTs grown for 30 min on (a) the Ni film and (b) the Ni-
monosilicide layer. (c) Dependence of the outer diameter of CNTs on growth time [12]. 

Figures 5a and 5b show SEM images of CNTs grown for 30 min on the Ni film 
and the Ni-monosilicide layer. The almost vertically aligned CNTs in both samples 
were densely aligned. We estimated the diameter of the CNTs on the Ni film to be 
about 100 nm and the diameter of the CNTs on the Ni-monosilicide layer to be 
about 50 nm. The dependence of the CNT diameter on growth time is shown in 
Figure 5c for both the Ni film and the Ni-monosilicide layer. We found that for 
both samples the CNT diameter saturated within the first 2 min. Our results suggest 
that the Ni catalyst determines the CNT diameter at the initial growth stage. We 
think that CNT diameter is smaller on the Ni-monosilicide layer because the Ni-
monosilicide layer is decomposed to Ni and Si, and a smaller amount of Ni is 
supplied as a catalyst. We have found that CNT diameter can be controlled by 
forming various Ni-silicide phases such as Ni2Si, NiSi, and NiSi2.
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CNT Growth on Cu Wiring 

CNT growth technology cannot be used in Si LSIs unless the growth temperature 
can be kept below 450ºC, a limit established by the thermal tolerance of low-k 
dielectrics. Growing ideal MWNTs by conventional thermal CVD, however, 
typically requires a growth temperature higher than 800ºC [2]. The growth 
temperature can be lowered to 600ºC by using hot-filament chemical vapor 
deposition (HF-CVD) and to 450ºC by using thermal CVD. Figure 6a shows a 
schematic cross-section of our CNT via test sample. Figure 6b is a SEM image of 
CNT vias formed by using the same p-CVD method used to grow the CNTs on the 
Ni-silicide layer. The substrate temperature was initially set to 400 C, but was not 
measured during the CNT growth. Figures 6c and 6d show SEM images of CNT 
vias formed by the HF-CVD methods with a growth temperature of 600ºC and by 
the thermal CVD method with a growth temperature of 450ºC [16]. We have 
succeeded in growing vertically aligned MWNT-bundles in via holes about 2 m
in diameter with a catalytic metal at the bottom.   

Figure 6. (a) Schematic cross section of CNT vias. SEM images of the top of a vertically 
aligned MWNT-bundle in a via hole on a 100-nm-thick Cu layer. These bundles were grown 
(b) on a 100-nm Ni catalyst layer by p-CVD [12], (c) on a 30-nm Ni catalyst layer and   
50-nm Ti contact layer by HF-CVD at 600ºC [11], and (d) on a 2.5-nm Co catalyst layer, a 
2.5-nm Ti contact layer, and 5-nm Ta barrier layer by thermal CVD at 450ºC [16]. 
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Before the HF-CVD growth, the substrate was heated to 510ºC and cleaned for 
10 min in H2 gas at 1 kPa. A mixture of C2H2, Ar, and H2 was then introduced as 
the gas source. The pressure of the CVD chamber was set to 1 kPa, the hot filament 
6 mm above the substrate was turned on, and MWNT growth occurred. The stage 
temperature was set to 510ºC, but the heat radiated from the filament (which had a 
temperature above 2000ºC) increased the substrate temperature to 600ºC during the 
10-min MWNT growth period. 

Before the thermal CVD growth, the substrate was heated to 450ºC, and 
cleaned for 10 min in H2 gas at 1 kPa. A mixture of C2H2 and Ar was introduced, 
the pressure of the CVD chamber was set to 1 kPa, and MWNT growth occurred 
for 40 min. 

Each part of Figure 7 shows a transmission electron microscopy (TEM) image 
of a MWNT in a hole. The MWNT grown by p-CVD, with an outer diameter of 
about 60 nm, is a multiwall bamboo-like structure containing many defects on the 
nanotube walls. On the other hand, we could grow MWNTs of better quality, with 
an outer diameter of about 10 nm and with well-graphitized graphen sheets, by 
using HF-CVD [11] and thermal CVD [16]. The electrical properties of these 
higher-quality MWNTs were suitable for wiring materials. 

Figure 7. TEM images of an MWNT in a via hole. These MWNTs were grown (a) on a 
100-nm Ni catalyst layer by p-CVD, (b) on a 30-nm Ni catalyst layer and 50-nm Ti  
contact layer by HF-CVD at a growth temperature of 600ºC [11], and (c) on a 2.5-nm Co 
catalyst layer, a 2.5-nm Ti contact layer, and 5-nm Ta barrier layer by thermal CVD at a 
growth temperature of 450ºC [16]. 

To use CNT vias in Cu interconnects, we have to grow the MWNTs on a layer 
of Cu. When the catalyst layer is very thin, like the 2.5-nm Co layer, the metal 
diffusion between the catalyst and Cu makes it hard to grow MWNTs directly on 
Cu. The Ta barrier layer suppressed this metal diffusion and enabled us to grow 
MWNTs on a Cu layer.  
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Low-Resistance Ohmic Contacts Between CNTs and Ti 
Contact Layers 

Forming low-resistance ohmic contacts between CNTs and metal electrodes is 
important for exploiting the excellent features of CNTs. This is generally done by 
covering the ends of the CNTs with a Ti electrode and then forming titanium 
carbide (TiC) ohmic contacts by annealing [17]. Fabricating the CNT and the 
ohmic contact to the bottom electrode at the same time, However, is preferable for  
vertically embedded CNT structures like CNT-bundles in via holes. We have 
therefore grown the MWNTs and formed their end-bonded ohmic contacts to Ti 
electrodes at the same time by using HF-CVD and a double-layer (Ni or Co on Ti) 
electrode; that is, by using a catalyst layer on a Ti electrode.  

In a preliminary experiment comparing 10-nm-Ni/100-nm-Ti double-layer 
electrodes and 100-nm-Ni electrodes without Ti [11], we used HF-CVD at 600 C
to grow MWNTs that bridged 5- m spaces between metal electrodes as shown in 
Figure 8a. Two-terminal current-voltage measurement was performed for one 
nanotube bridging Ni/Ti electrodes, three nanotubes bridging Ni/Ti electrodes, and 
one nanotube bridging Ni electrodes. Figure 8b shows a SEM image of the sample 
with Ni/Ti electrodes after MWNT growth. The SEM image shows that MWNTs 
grew on the Ni/Ti electrodes and that one of the MWNTs bridged the gap between 
the electrodes.  

Figure 8. (a) Schematic and (b) SEM image of a MWNT bridging a 5- m gap between 
Ni/Ti electrodes [11]. 
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The results of the two-terminal current-voltage measurements are shown in 
Figure 9 [11]. The sample with 100-nm Ni electrodes without Ti, with a one-
nanotube bridge, exhibited a resistance of 15–32 M . This large resistance was 
due to the large contact resistance at the MWNT/Ni-electrode interface. On the 
other hand, the resistance of the sample with 10-nm-Ni/100-nm-Ti electrodes with 
a one-nanotube bridge was only 134 k  To verify this result, we measured the 
resistance of Ni/Ti electrodes with three-nanotube bridges. We obtained a 
resistance of 54 k , which is about 1/3 of the resistance we measured in the 
sample with a one-nanotube bridge. Consequently, we would like to emphasize 
that the contact resistance of a MWNT with Ni/Ti electrodes is two orders of 
magnitude smaller than that of one with Ni electrodes. 

Figure 10a is a cross-sectional SEM image of a nanotubes/(Ni/Ti)-electrode 
interface. We observed Ni nanoclusters with a diameter of approximately 10 nm on 
the surface of Ti electrodes by using TEM and energy dispersive X-ray 
spectroscopy (EDX) analysis [11]. MWNTs with Ni nanoclusters inside the ends of 
the nanotubes grew vertically on the Ti electrodes. These results suggest that low-
resistance ohmic contacts can be fabricated by forming TiC at the ends of MWNTs 
while the MWNTs are being grown. 

Figure 9. Two-terminal current-voltage characteristics of MWNTs bridging 5- m gaps 
between metal electrodes. Solid lines: results measured when the electrodes were Ni/Ti 
electrodes. Dashed lines: results measured when the electrodes were Ni electrodes without 
Ti [11]. 

On the basis of these results, we propose a model for simultaneously forming 
MWNTs and end-bonded low-resistance ohmic contacts. It is shown in Figure 10b. 
As reported previously, low-resistance ohmic contacts could be made by forming 
TiC, which is made by annealing at temperatures above 800ºC [17]. Our results of 
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the electrical measurement suggest that low-resistance ohmic contact was achieved 
by forming TiC at the MWNT ends during the growth at a temperature of only 
600ºC. The results of an experiment testing this model confirmed the presence of 
TiC at the MWNT ends by XRD analyses (data not shown here). Turning now to 
the MWNT’s tips, that is, to the other ends of MWNTs, we could not observe the 
contacts between the MWNT’s tip and the other electrode distinctly. We think that 
there is a possibility that MWNTs grown on two electrodes cross each other, or the 
MWNT’s tip contacts the other Ti electrode directly. Our experimental data on 
two-terminal current-voltage measurements could include a larger contact 
resistance of the MWNT’s tips than that of the MWNT’s ends because there could 
be an electrical barrier between crossing MWNTs, or between a MWNT’s tip and a 
Ti electrode. 

Figure 10. (a) Cross-sectional SEM image of MWNTs/(Ni/Ti)-electrode interface. (b) 
Model of simultaneous formation of MWNTs and end-bonded low-resistance TiC ohmic 
contacts.

Electrical Properties of CNT Vias 

We grew bundles of MWNTs in via holes to preliminarily demonstrate CNT vias 
[10]. As shown in Figure 11a, each test sample consisted of a 100-nm Ti contact 
layer for TiC contact formation, a 10-nm Ni catalyst layer, and a 350-nm SiO2
dielectric layer on a Si substrate. Via holes were patterned using conventional g-
line lithography and anisotropic dry-etching with fluorine-based gases. After the 
lift-off process using photo-resist, we obtained via holes that had a Ni catalyst layer 
exposed at the bottom. On the substrate we grew the bundles of MWNTs by HF-
CVD at 600 C. We used a 100-nm Ti contact layer for the upper electrodes. We 
then made two-terminal I V measurements on CNT bundles end-bonded to the 
upper and lower Ti electrodes. The total resistance of a CNT via consisting of 
about 1000 tubes is shown in Figure 11b, which also shows the total resistance of 
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one CNT and three CNTs bridging the gap between electrodes (shown in the 
previous chapter). The total resistance of the CNT via was only 100 , which is 
three orders of magnitude less than that of one CNT. This indicates that the current 
flows in parallel through about 1000 tubes. 

Figure 11. (a) Schematic of CNT via structure using Ni/Ti layers. (b) Dependence of total 
resistance of CNT vias on number of CNTs [18]. (c) Schematic of CNT-via-chain structure 
using Co/Ti/Ta/Cu layers. 

In the latest improvement of our CNT vias on a Cu wiring [18], we have 
decreased the via resistance by using a low-temperature CVD method with a Co 
catalyst, a TiC ohmic contact, and a Ta barrier layer and fabricated 1000 via chains 
with the structure shown in Figure 11c. The resistance of a 2- m-diameter via 
consisting of about 1000 tubes is shown in Figure 11b. The lowest resistance we 
obtained was about 5 , which is one order of magnitude greater than the 
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resistance of a 2- m-diameter with tungsten and two orders of magnitude greater 
than that of one filled with Cu. So it’s important to produce smaller-diameter 
nanotubes that pack more densely. We are therefore going to try using a catalytic 
nano-particle technique [19] to increase the current roughly 1010/cm2 packing 
density of the nanotubes to 1012 /cm2.

Conclusion

We have developed CNT vias consisting of about 1000 tubes by using a low-
temperature CVD method with metal catalysts (Ni or Co), TiC ohmic contacts, and 
Ta barrier layers on Cu wiring. The total resistance of the CNT via was three 
orders of magnitude lower than that of one CNT, indicating that the current flows 
in parallel through about 1000 tubes. We believe this is the first trial demonstration 
of CNT vias for future LSI interconnects.  
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Introduction

High aspect ratio magnetic nanowires and other nanostructures in particular, com-
pacted in a matrix need to be properly investigated for possible applications in the 
field of sensors, high-density storage media, electronics, separation chemistry and 
biomedical engineering. Metallic nanowire structures of Ni, Au, etc. have potential 
wide-ranging applications as interconnects where their electronic conductivity be-
haviour can be exploited. In addition, these nanostructures are interesting to study 
the fundamental magnetic or electronic phenomena in small dimensions. For ex-
ample, Nielsch et al. [1] found that bulk magnetic properties of nickel nanowires 
arrays show a strong magnetic anisotropy along the columnar axes, having a coer-
cive field of 1200 Oe and nearly 100% squareness. Template synthesis has recently 
proved to be an elegant chemical approach for the fabrication of nanoscale materi-
als and are proven to be a cheaper alternative to sophisticated methods like lithog-
raphy, sputtering or molecular beam epitaxy. In this paper we focus on fabrication 
of nickel nanowires (grown through the pores of nanochannel alumina or NCA 
templates) by electrodeposition and discuss potential problems for their use as in-
terconnects.

Fabrication of Nanostructured Materials 

In nanotechnology one key issue is the development of simple fabrication tech-
niques for mass production of identical nanostructures. The ideal synthesis tech-
nique should also provide control and ease over particle or crystallite size, distribu-
tion of particle size and interparticle spacing, efficiency and cost effectiveness. 
Synthesis and processing of metallic and ceramic nanostructured materials are usu-
ally related to particular applications and have been reviewed by several authors 
[2–4]. In the microelectronics industry, lithography is a proven technique in the 
fabrication of nanostructures due to its efficiency and ease of controlling the proc-
ess parameters above the optimal dimensions of the nanostructure. With new gen-
eration e-beam/ X-ray lithography, features as small as 3–4 nm can be produced. 
This “top-down” approach to fabricate nanostructure is better from the perspective 
of simplicity as compared to the “bottom up” processes like scanning tunnelling 
microscopy (STM) that realises nanostructures by manipulating individual atoms. 
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This also requires an ultra-high vacuum, which makes the processing expensive 
and time consuming. With deceasing feature size, present lithographic techniques 
grow exponentially more expensive, and may never reach the dimensions required 
for nanotechnology. This conventional approach is also wasteful because many 
production steps involve depositing unstructured layers and then patterning them 
by removing most of the deposited films. There is also a challenge in wiring the 
components together in nanoscale electronic devices. Conventional lithography 
techniques cannot produce metal contacts much smaller than 100 nm. These are an 
order of magnitude larger than components made from nanowires and nanotubes. 
Based on these limitations, it has been suggested that future device integration may 
be based on alternative approaches that rely on the assembly of nanometre- scale 
colloidal particles such as isotropic and anisotropic metallic particles [5, 6], carbon 
nanotubes [7], and nanopatterning [8] and can involve laser or electrochemical 
techniques as complementary tools. The competing methods for fabricating 
nanowires are lithography [9], deposition into tracks of high-energy particles [10], 
deposition at step edge [11], synthesis by self-assembling technique and STM [12]. 
On the other hand, an alternative approach that exploits a naturally occurring proc-
ess, namely the self-assembly inside porous media, may be used as a vehicle for 
fabrication. 

Template Synthesis of Nanowires 

Patterning materials using template the synthesis technique is very cheap and effi-
cient. Templating is not an old technique for magnetic media in microscale though 
interest on this technique is growing rapidly due to the ease of fabrication of mate-
rials on the nanoscale range with efficiency and cost effectiveness. This method 
can be much more economic if the template itself can be produced using a cheaper 
technique rather than lithography. One possible route towards cheaper template 
mass production are the chemical synthesis techniques. Until recently, it was not 
feasible to fabricate templates with homogeneity in nano- and microscale on a 
large surface area. Several groups [13–16] came out with some innovative solu-
tions that have popularised the chemical synthesis technique and thus opened up 
new paths towards homogeneous template synthesis en route to fabrication of 
nanostructured materials. 

Fabrication Process of Templates  
The template synthesis technique requires a template with pores or discontinuity 
where the desired material could be deposited. If these templates have pore struc-
ture with diameter in the nanometre range, the deposited material inside the pores 
with the same diameter in nanoscale and depending on the length of the pores the 
ultimate nanostructure could be formed. Structures like pillars, fibrils, dots and 
wires could be fabricated using different templates and pore structures. In the syn-
thesis of the nanostructured media using templates, physical or chemical synthesis 
techniques can be adopted. The physical synthesis includes techniques like sputter-
ing or vacuum evaporation, while the chemical synthesis comprises electrochemi-
cal deposition [17], electroless deposition, sol gel deposition, chemical vapour 
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deposition [18], polymerisation [19], etc. The template synthesis again can be sub-
divided into two categories:  

Pattern transfer on the resist or polymer using a template by the nanoim-
print technique and [20–25]. 
Synthesis of desired material within the pores or on the wall of the pores of 
a porous template [18, 26, 27]. 

The synthesis and processing of magnetic and ceramic nanowires showed that 
all these techniques have inherent limitations [2]. Most of them suffer from the in-
homogeneity in the matrices that are fabricated. It is difficult and very laborious to 
place such nanowires in precisely controlled locations, as would be needed in mi-
cro-superconducting quantum interference devices (SQUID) for magnetic meas-
urements. These also limit the materials that can be used for fabrication. For exam-
ple, it is not possible to fabricate non-conductive (insulator) nanostructured 
materials (nanowires) using electrodeposition technique but can be synthesised us-
ing sputtering or lithography techniques. The same analogy can be applied in the 
synthesis of magnetic nanostructures and also on nanowires. In case of the fabricat-
ing magnetic nanowires, the ideal synthesis technique should provide control over 
particle or crystal size, distribution of particle sizes and interparticle spacing. For 
arrays of magnetic nanowires, the material requires patterning to go down to a size 
that is comparable to that of a single domain of the magnetic material of interest.  

A wide variety of templates, like track etch membrane [18, 26], porous alumina 
(NCA), nanochannel glass (NCG) [28] and also self-assembled polymers may be 
used. Nanochannel alumina and nanochannel glass, may be used to fabricate both 
magnetic nanonetworks [20, 29, 30] and nanowires [31]. Some authors reported 
deposition of a magnetic layer on NCA with enhanced coercivity suitable for in-
formation storage although no work on using this type of template for pattern 
transfer purposes has been reported [32]. In the fabrication of these templates dif-
ferent techniques are adopted from lithography to self-organising processes. Two 
popular patterning techniques are: 

Lithography and 
Chemical synthesis/self-organised techniques 

Lithography Technique for Patterning Templates 
The lithography technique currently involves the formation of a pattern and then 
transfer of that pattern to form an electronic, optical or magnetic structure. In this 
technique, by shining light through a stencil or "mask" of the pattern and passing 
this light through a series of lenses, the size of the image is reduced. Then this im-
age is projected onto a substrate (e.g. silicon) covered by a photosensitive resist. 
Chemicals are then used to wash away the exposed areas of the resist, leaving be-
hind the pattern of the mask on the substrate. There are several types of lithography 
available namely, optical lithography, electron beam lithography (EBL), ion beam 
and X-ray beam lithography and proximal probe lithography. Electron beam li-
thography and X-ray lithography are capable of patterning features as small as 10 
nm but the process is time consuming and expensive. There are several drawbacks 
of e-beam lithography [33], it suffers from low throughput because of slow proc-
essing speed. X-ray lithography can be a quicker alternative to EBL; it is able to 
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print nanofeatures in one flood of exposure by X-rays. The shorter wavelength also 
gives better resolution in patterning. The proximal probe is another addition to 
nanolithography. A proximal probe tip, like atomic force microscope or scanning 
tunnelling microscope tips can be used to define patterns in the resist [33]. 

Despite the popularity in industry and potential for high resolution, there are 
drawbacks associated with lithography techniques in the fabrication of nanostruc-
tures and nanowires. The length scale of the optical wavelength used has limited 
feature spacing in light masks. Thywissen and Prentiss [34] have overcome this 
problem in principle by exposing a silicon substrate to a beam of "metastable" ar-
gon atoms. These metastable atoms exist in a naturally excited state and release 
their energy when they strike the substrate. A layer of hydrocarbons that resides on 
the substrate functions as the resist by adhering more strongly to the substrate 
when energised. To create a pattern in the atom beam, the researchers used a mask 
made of laser light. By modifying the frequency rather than the intensity of the 
light, the resolution of the mask can be extended beyond the optical diffraction 
limit. Atom lithography has demonstrated feature sizes smaller than the diffraction 
limit of light. The spacing between the features can also be much smaller, even 
when using light to do all the patterning. But this potential will require more laser 
power and a more finely collimated atomic beam.  

Chemical synthesis/Self-organisation Techniques for Patterning  
In the fabrication of templates, self-organisation techniques usually behave in the 
way that the final template structure is self-organised and form nanostructured 
pores or voids due to the physical or chemical treatment during the fabrication. 
Applying a high electric field on the film of diblock copolymers to build nanopores 
[13] and anodisation to fabricate pore structures on pure metals and semiconduc-
tors are popular techniques among nanotechnology researchers. Chemical synthesis 
techniques have also been used to fabricate NCA templates. 

Nano Channel Alumina (NCA)  
The controlled anodisation of aluminium has been an industrial process since the 
1920s [35], but the main emphasis was anodisation at above pH 7 to yield thick 
corrosion-resistant passivated oxide “barrier type films.” When Al is anodised in 
acidic solutions, pores form that have only an approximately hexagonal order [36], 
which is idealised as truly hexagonal as shown in Figure 1. This structure has been 
called “alumite” [37]. Since the pores were relatively uniform, their use as hosts 
for magnetic nanowires of Fe or Co received early attention by many groups 
worldwide [37–40]. The mechanism for pore formation and its hexagonal ordering 
(a mesoscopic phenomenon) remains unknown. Early interests by the hard disk in-
dustry in alumite faded in the early 1990s due to the heterogeneity of pore struc-
tures and inter pore distances. Since then, a dramatic breakthrough was achieved 
when Masuda and co-worker [16] showed that prolonged anodization, followed by 
stripping of the thick oxide, and re-anodization produced ordered nanopores with 
perfect hexagonal domains. This result was confirmed by others [41–44]. 
The process for the preparation of NCA is well documented in several publica-
tions. Depending on the processing steps and parameters, either alumina with or-
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dered or disordered pores could be formed. All anodization processes adopted so 
far start with electropolishing pure Al substrate. In this regard, electropolishing is 
an essential step for forming ordered hexagonal patterns [43]. Other patterns are 
also formed during electropolishing [45,46]. Using single-crystal Al (110) samples, 
stripes (1–7 nm high, with repeat distances of 42±2 nm at 20 V dc and 62±2 nm at 
40 V dc) were found to extend uniformly throughout a 1 cm2 sample [47], which 
was a truly macroscopic ordering.  

Anodization in Acid: Disordered Pore 
The recipe for forming porous structures in Al by anodising in acid is simple. Us-
ing pure Al (or even the Al–1%Mg alloy used for commercial soda cans, but not 
commercial Al plate [48]), acids such as H2SO4, H2C2O4, H3PO4, or H2CrO4 (but 
not HCl) and prolonged anodization with a dc power supply (10-60 V), creates a 
porous structure. The structure shown in Figure 2 only crudely resembles the struc-
ture depicted in Figure 1. The pore growth rate is 0.1 µm min 1. Amorphous and 
anhydrous Al2O3 forms, but the pore at the bottom of Al2O3 may be partially crys-
talline. Within 10 s of anodization, the pore bottoms become highly resistive (10 
M  cm 2). Thereafter, the current increases about five-fold and remains steady 
over time, as pores form, until the Al is fully exhausted. The pore spacing Ds is in-      

Figure 1. Idealised hexagonal array [32] of porous Al2O3 film formed by DC anodization of 
Al in acid (sulphuric, oxalic, or phosphoric, below pH 4).

dependent of the electrolyte and pH, and is about 2.8 nm per volt. The pore diame-
ter Dp varies somewhat with acid concentration and temperature: the Ds/Dp ratios 
are found to be 1.74 to 2.15 for H3PO4, 3.33 for H2CrO4, 4.88 for H2SO4, and 3.01 
for H2C2O4 . O. Jessensky and his group [43, 44] concluded for the process de-
scribed by Masuda [16] that anodization voltage varied between 30 to 60 V and 
was able to produce a pore growth rate of 1–2 µm per hour. This is equivalent to an 
etching time between 2 to 4 days. At this rate, a layer thickness between 100 to 200 
µm and aspect ratios (ratios of pore diameter to depth) of more than 1000 can be 
achieved.  
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Anodization in Acid: Ordered Pore 
In the so-called one-step anodization process, aluminum is anodised only once in 
an acidic electrolyte whereas in 1995 Masuda and his coworkers displayed a two-
step anodization technique to fabricate ordered pore structure. The original recipe 
by Masuda [49]: after degreasing an Al plate (99.99%) in acetone, a mirror surface 
was achieved by electropolishing in a solution of perchloric acid and ethanol. Ta-
ble 1 summarises a few cell characteristics for anodization as well as electropolish-
ing of aluminium adopted by several groups. The anodising of Al was carried out 
at a constant voltage of 40 V in a 0.3 M oxalic acid solution at 17°C for 10 h. Then 
the anodic distorted oxide layer was removed in a mixture of phosphoric acid       
(6 wt%) and chromic acid (1.8 wt%) at 60°C for 14 h that formed a textured pat-
tern of concaves on the surface of the Al substrate. This textured Al specimen was 
anodised again for 5 min under identical conditions to those of the first anodiza-
tion. Each concave of the surface resulted in the ordered formation of the holes, 
that is, holes were produced at the bottom part of each convex due to its geometri-
cal effect. 

Table 1. Different electropolishing techniques and different bath characteristics for anodiza-
tion [49–52]. 

Electropolishing First anodization Remov-
ing oxide 

Second
anodiza-

tion
Parameters Bath Current 

Den-
sity/ 

Voltage

Temp 
(°C)

Time 
(h)

Parame-
ters

Parame-
ters

0.24 M Na2CO3 at   
85 °C for 1 min and 

neutralised in 1:1 
HNO3: H2O for 20 s 

0.23 M 
H2C2O4

11–20
V

24-25 1 None None 

H2CrO4: H3PO4=2:8
At 200 mA cm 2 for   

8 min 

0.4 mol 
dm-3

H2C2O4

18 mA 
cm 2

(46–   
47 V) 

25 - None None 

Perchloric acid and 
Ethanol

0.3 M 
H2C2O4

40 V 17 10 H3PO4
(6 wt %) 
H2CrO4

(1.8
wt%) at 
60°C for 

14 h 

Same as 
1st one 
but only 
for 5 min 

5% NaOH at 60°C for 
20 s and rinsed in 

35% HNO3

85%
H3PO4

2 mA 
cm-2

20±2 - 2 M 
H3PO4

0.4 M 
H3PO4

In order to study the cellular growth of highly ordered porous anodic films on 
aluminum L. Zhang et. al. [41] varied the second anodization time from 10 min to 
10 h. Jessensky et. al. [43] thoroughly investigated the growth kinetics and the in-
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fluence of experimental conditions. They followed the track of Masuda et. al. [49] 
for sample preparation but varied the anodization voltage 30 to 60 V and pretreat-
ment parameters of the aluminum foil. The morphology of the top of the alumina 
showed disordered pores is shown Figure 2 whereas, the bottom layer showed 
densely packed nearly perfectly ordered hexagonal structures. The AFM image 
analysis of the bottom surface of the alumina showed a roughness less than 30 nm 
over the image area as shown in Figure 3.  

Figure 2. TEM top view of disordered alumite film formed in 15% H2SO4 [47]. 

Electrodeposition of Nickel Nanowires 
Nickel is generally deposited from sulphate, sulphate-chloride, or sulfamate elec-
trolytes with or without additives. For magnetic applications, nickel based thin film 
and multilayers have been deposited to investigate the phenomenon of giant mag-
netoresistance (GMR) [54]. Among all the electrodeposition process parameters, 
pH and the electrolyte temperature had the most influence on the crystallographic 
structure of the film. Also other parameters like the cathode current density or ad-
ditives in the electrolyte may change the deposition characteristics. Several types 
of electrolytes have been reported so far to fabricate thin magnetic films or multi-
layers of nickel (see Table 2). A consideration of the effect of deposition condi-
tions on the morphology of nickel deposits has long been studied from theoretical 
as well as experimental standpoint [55–57].  

To fabricate microstructures by electroplating, a conductive plating base or 
seed layer and a means to pattern the electrodeposits are needed. Since the local-
ised electrodeposition rate is proportional to the localised current density, a uni-
form current density over the entire seed layer is needed to obtain an electrodeposit 
of uniform thickness. For deposition of nickel nanowires, aluminium acting as the 
seed layer is sputter-deposited on one side of the NCA template. The wall of the 
alumina pores will work as the plating mask. Alumina, being a non-conductive ma-
terial (resistivity in the range of <1014 -cm), does not allow any electrodeposition. 
On the other hand, aluminium is exposed through the pores of alumina and allows 
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Valley

Hills

the electrodeposition to occur through the pores of NCA on sputtered aluminium. 
Usually the constant current (galvanostatic) or constant voltage (potentiostatic) 
deposition has been applied for fabricating nanowires, though deposition by alter-
nating current or voltage is not unusual. It has been reported that using alternating 
current various metals have been deposited inside the pores of NCA [37, 51, 58, 
59]. For example, using sulphate electrolyte Co could be electrodeposited [39] at 
Vrms = 20, 200 Hz. Homogeneous nucleation at high current density can be fa-
voured by applying a short initial pulse (40–50 V for <1 s), promoting homogene-
ous growth of nanowires. Filling of the nanometric pores can also be initiated by 
sonication [49].  

Figure 3. Atomic force microscopic topography of NCA: 3-D image of NCA 20 showing 
surface convolution: hills and valley [53].

In another deposition technique [39], nickel was directly plated onto nearly in-
sulating barrier oxide at the bottom of the pore from a Watts-type electrolyte and 
by current pulses. Alternating current is needed either for rectifying the nature of 
the Al metal/oxide junction or for diffusion barriers inside the deep nanopores. 
These barriers or the metal oxide junction are formed during the two-step anodiza-
tion process adopted for the fabrication of homogeneous nanochannel alumina as 
described before. The rectifying properties of the barrier layer allow the pores to be 
filled uniformly by ac or pulsed electrodeposition. Experimental investigations 
have shown that pores fill on-uniformly when direct current for the deposition is 
used [53]. For dc deposition, the applied potentials are smaller than for pulsed or ac 
deposition. The potential of the electrons, which drops across the barrier layer dur-
ing the deposition, depends on the thickness of the barrier layer. Therefore, a 
higher proportion of the applied deposition potential drops across the barrier layer 
in the case of dc deposition. Thus thickness fluctuations of the barrier layer influ-
ence the deposition rate in each pore more strongly. In the case of commercial 
NCA templates, direct current or direct voltage deposition techniques (gal-
vanostatic or potentiostatic) can be used [39, 62–63], as there is no thick oxide 
layer (barrier layer) forms between the sputtered aluminium and the pores. 

Detailed work carried out by Rahman’s group [53, 63–65) in fabricating Ni 
nanowires using three different nominal pore diameters of 200 nm, 100 nm and 20 
nm commercial NCA templates (Anodisc 13 by Whatman plc). The electrolyte 



  Nickel Nanowires Obtained by Template Synthesis 335 

used throughout this study is a mixture of NiSO4.6H2O and H3BO3 in deionised 
water, which has a resistivity of 18 M . The electrodeposition is conducted using 
galvanostatic deposition process. The ohmic contact is made using a sputtered 
layer of aluminium on the back side of NCA templates that acted as a conductive 
substrate for electrodeposition. The pores in the template are found to be arranged 
in a hexagonal array having a thickness of 60 µm. Pore densities as high as 108 to 
1012 cm 2 are observed. There are two sides of these NCAs namely, the “filtration 
side” and the “reverse side” as shown in Figure 4. Table 3 shows the comparison of 
pore sizes measured by different experimental techniques (AFM and SEM.) 

Table 2. Different bath characteristics for nickel deposition 

Bath
ID

Name 
of the 
baths

Component 
salts

Concen-
trati-
on (g l 1)

Tem-
pera-
ture
( C)

pH Cathode cur-
rent density 
(A dm 2)

Deposits
property 

N1
[10] 

Watts
bath

NiSO4.6H2O
NiCl2.6H2O
H3BO3

240–340 
30–60 
30–40 

45–65 1.5–4.5 2.5–10 Moder-
ate
stress,
pre-
sented
strain
and
flaws 

N2
[11] 

Semi-
bright 

NiSO4.7H2O
NiCl2.6H2O
H3BO3

300
10
45

50 3.5–4.5 0.5–1 Good 
coverage 
but lar-
ger flaws 

N3
[12] 

Chlo-
ride 

NiCl2.6H2O
H3BO3

300
38

50–70 2.0 2.5–10 Stressed 
film 

N4
[11] 

Strike NiSO4.6H2O
NiCl2.6H2O
H3BO3

100
30
30

50 4.5–5.0 0.5–1    Lowest 
coverage 
of the 
exposed
area and 
less
flaws 

N5
[17] 

Sul-
phate
bath

NiSO4.6H2O
Na2SO4
H3BO3

40
150
Varied

40–60 2.0–3.5 2 Strong 
<220>
orienta-
tion

The average roughness of the surface of these NCA templates turned out to be 
quite high with a range of 16.52 nm on the filtration side and 70.68 nm on the con-
tact side. Hills and valleys are also observed (see Figure 3) on the contact side of 
the NCAs. On the reverse side of the 200 nm nominal pore size NCA, the pores 
have an average diameter ranging from 250 to 300 nm, while on the filtration side, 
the values ranged from 190 to 215 nm. 
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Figure 4. Pore and wire growth characteristics of NCA (200 nm pore diameter): (a) Filtra-
tion side of NCA; (b) Reverse side of NCA; (c) Schematic representation of branching of a 
single pore [60].

Table 3. Pore size data using SEM and AFM topographic images  *(F= filtration side and 
R= reverse side). 

Temp- 
late 

*Sides SEM 
(nm)

Standard
deviation
(nm)

AFM
selec-
tive line 
analysis 
(nm)

Standard
deviation
(nm)

AFM
peak
valley 
analy-
sis
(nm)

Standard
deviation
(nm)

F 209.4 39 213 37.7 220 55 NCA
200 R 308.51 76.6 304 66.9 290 60 

F 111.9 28.6 107 6.12 104 38 NCA
100 R 241.8 81 238.5 20.9 175 39.6 

F 29.8 12 28.3 5.3 40.5 13.5 NCA
20 R 201.9 85.7 165.5 76.5 144 68.7 

In Figure 5a the SEM image of the cross section shows Ni nanowires electro-
deposited inside the pores of NCA200 template. Nickel nanowire arrays inside the 
alumina could be freed by chemical treatment: the electrodeposited alumina tem-
plate was put in 10% NaOH solution for 30 min to etch away the aluminium back-
ing plate. Then the template was rinsed with deionised water for 10 min and placed 
in 0.4 M H3PO4 solutions for 12 h. The alumina matrix was completely dissolved 
with nickel nanowires dispersed in the solution. The wires were then cleaned in de-
ionised water using ultrasonication. A drop of that water was placed on the top of 
the Si wafer (sputtered with Al) and dried with a nitrogen gun. The wires are then 

(a) 

(b)

(c)

5 
µm

 
55

 µ
m
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observed under the polarisation optical microscope and the SEM (shown in Fig-
ure 5). In Figure 6, a single nanowire and its compositional analysis by EDX tech-
nique have been depicted.  The measured average diameter of nickel nanowires is 
found to be 323.3 nm for wires deposited inside NCA200. The pore diameter of 
NCA200 that is measured by other technique showed a mean diameter of 308.5 nm 
(see Table 3 on the reverse side of NCA200). 

Figure 5. SEM images of (a) cross section of NCA200: electrodeposition for 2 h showing 
growth of nickel nanowires from aluminium backing plate where, voids and gaps (denoted 
by B and C) in the grown wires and some branching in the wires (D) and (b) SEM image of 
dispersed nickel nanowires on Si wafer [63].

The EDX analysis from Figure 6b confirmed that the wires were pure nickel, 
though the amount of oxide is not revealed from the analysis. The peaks of alumin-
ium and Si were from the Si substrate on which aluminium was sputtered before-
hand to minimise the charging effect while the images were analysed using SEM. 
Figure 7a shows the TEM image of a cross section of NCA200 with nanowires and 
Figure 7b shows the heterogeneity in the growth of wire diameter and length. Fur-
ther TEM analysis on single nanowires also confirmed that there was a difference 
in diameters at the two ends of the NCA templates (filtration side and reverse side). 
For wires grown using NCA200, on the reverse side the wire has an average di-
ameter of 311.11 nm, whereas, on the filtration side of the same wire, the average 
diameter is found to be 142.85 nm. 

The XRD analyses revealed that the nickel nanowires were polycrystalline with 
preferred orientation of (111) plane. It was also observed that changing the pH of 
the electrolyte did not affect this orientation. During deposition from a bath at 
40°C, (220) orientation dominated and increasing the electrolyte temperature from 
40°C to 60°C resulted in the development of a (200) plane. The development of 
preferred planes in nickel deposits is a result of adsorbed hydrogen, which may be 
enhanced by the electrolyte temperature while the pH of the solution remains con-
stant [65]. 

C

A

B
D

(a) 

(b)
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Figure 6. (a) SEM image of single nanowire dispersed on Si wafer and (b) EDX analysis on 
the dispersed wires on Al-sputtered Si wafer [54].

The XRD patterns of nickel nanowires in Figure 8 show varying peak width 
ranging from 0.2703° up to 0.4271°, depending on the pH and temperature of the 
electrolytes. It is important to point out that the pH of the electrolyte has a pro-
found effect on the crystallite size at the nanometric scale as can be observed from 
Figure 9. The crystallite size decreased with the pH of the electrolyte and increases 
for both 30 and 60 min deposition time at 40°C, which is in accordance with the 
investigation by Ebrahimi et. al. [67]. Above of pH 2.99, the average crystallite 
size increased again. Deposition from a bath temperature of 60°C showed different 
trends where the average crystallite size decreased after a sudden increment at pH 
2.99 and 3.48 for 30 min and 60 min deposition times respectively. However, 
deposition for longer time (120 min) showed different trends both for 40°C and 
60°C electrolyte temperatures. Average crystallite size decreased when the pH was 
increased to 3.7 at 60°C. For 40°C bath temperature, the crystallite size decreased 
almost linearly with the increment of pH value at 2.5.  

Figure 7. (a) TEM image of the cross section of nickel nanowires inside NCA200 and (b) 
Image of nickel nanowires showing the heterogeneity in wire diameters [53]. 

(a) (b)

Direction 
of Growth 

(a) (b)
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Figure 8. XRD of samples deposited at process parameters (a) Bath temperature = 40 C,
time = 30 min and pH 3.48 and (b) Bath temperature = 60 C, time = 30 min and pH 3.48 
[65]. 

Figure 9. Variation of average crystallite size as a function of pH, time and temperature of 
the electrolyte deposited at 60°C: (a) 30 min, (b) 60 min and (c) 120 min and at 40°C: (d)  
30 min, (e) 60 min and (f) 120 min [53]. 
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Comments on Ni Nanowires Grown By Template 
Synthesis and Interconnect Technology 

Pores of commercial NCA templates have a heterogeneous shape due to the 
branching of the pores on the filtration side. Nickel nanowires grown through these 
pores showed homogeneous growth, though in a small number of pores the wires 
showed voids. The process parameters, e.g. bath temperature, influences the pre-
ferred orientation of electrodeposited nanowires regardless of pH of the electrolyte. 
The pH parameter plays an important role in controlling the formation of secon-
dary phases. A quick reflection on this study is that as a fabrication process for 
nanowires, templating is a simple and cost-effective technique. The alumina tem-
plate itself makes the process more cost effective due to their easy fabrication 
steps, which are done chemically. Except for the usefulness of the commercially 
available NCA templates, the major problems associated are the branching of the 
pores, distribution of pore sizes and the surface roughness. These along with the 
electrodeposition process parameters (e.g. pH and temperature) define the uniform-
ity in nanowire length. Nielsch [1] reported that ordered porous alumina arrays 
with shapely defined pore diameter and interpore-distance can be obtained the by 
two-step electrochemical anodization process [41, 43, 49].  

A number of other techniques have been reported to grow nanowires. Neverthe-
less, due to the small dimensions, manipulation of nanowires into position and pro-
viding electrical contacts pose a difficult challenge. The most popular technique for 
providing electrical contacts to an ex situ grown nanowire is by dispersing the 
nanowire on a substrate followed by electron beam lithography and metallization 
to fabricate gold electrodes on the nanowires [68] or, by direct-focused ion beam-
induced deposition of the electrodes [69]. To provide the contacts, other techniques 
are: electric field-assisted assembly in solution [70], direct growth of the nanowire 
on the substrate, where Zhang et al. [71] demonstrated the growth of aligned car-
bon nanotubes on a substrate by using the electric field between two biased elec-
trodes. Calleja et al. [72] reported on conducting AFM to form a gold nanowire be-
tween two electrodes by field-induced mass transport. Oon and Thong [73] 
reported a new technique to achieve controlled single nanowire growth on pointed 
objects by field emission in an organometallic ambient that was adapted to achieve 
localised single nanowire growth at a predetermined location (such as metal elec-
trodes) and initial electrical characterization of the nanowires for growing tungsten 
nanowires and other materials. Initial estimates of the nanowire resistivity indicate 
values about one to two orders higher than that of bulk tungsten. An alternative 
idea put forward by this group was to grow nanowires on sharp-pointed nanostruc-
tures that are capable of field emission without the need for anode contact, and 
thereby may provide a method for interconnection to such structures.  
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The Importance of Polymers in Wafer-Level 
Packaging
M. Töpper 

Fraunhofer IZM, Berlin / Germany 

Introduction

Polymeric coatings such as polyurethanes, acrylic, epoxies and silicones have been 
used for over 40 years to protect printed wiring boards (PWB) from moisture, han-
dling and environmental influences [1]. Special semiconductor grade polymers 
have been developed for chip passivation layers. Especially for epoxy resins multi-
ple distillation procedures were introduced to remove the sodium and chloride ions, 
which are by-products in the standard epoxy synthesis. Polyimide became the stan-
dard passivation layer for memory chips and other devices with the need of surface 
protection for the handling and testing procedure. Photosensitive resins have been 
developed to reduce processing cost. Dry-etching requires a masking process with 
either a hard mask, which is a physically deposited and structured metal layer or a 
thick photoresist coating. Due to cost savings programs the in-depth characteriza-
tion of materials that was prevalent in the 1960s through the 1990s has slowed 
down considerably. In addition, due to mergers, spin-offs and low economic mar-
gins the continuity of polymeric products is not always given. In contrast to that, 
polymeric materials became more important with the introduction of new packag-
ing concepts for ICs. The package is by definition the protection for bare dice. It 
has to protect the IC for environmental influence, support the IC performance (op-
erating speed, power, signal integrity, etc.), handle the thermal management and
has to compensate all kind of stress. Therefore packaging technologies determine 
the size, weight, ease of use, durability, reliability, performance and cost of elec-
tronic products. 

World-wide the trend in SCP has been from the dual in-line package (DIP), the 
plastic quad flat package (PQFP) and the ball grid array (BGA) to a package which 
is only marginally larger than the chip itself, namely the chip size package (CSP) 
[2]. The highest level of electrical performance will be attaching a bare die onto the 
printed circuit board (PCB) called direct chip attach (DCA), which has been used 
practically long before CSP. But FC on a PCB is not reliable without underfiller 
due to the high CTE mismatch of Si and laminates. The main issues for DCA are 
assembly, standardization of size or footprint, reduced protection of the die, testing 
and rework. For the assembly of electronic components, moving to the array ar-
rangement of solder balls (ball grid array packages, BGAs) was a revolution. CSP 
evolved as the result, combining FC-technology with SMT and BGA. Wafer level 
packaging (WLP) is the optimum synergy of wafer processing and CSP. If the dice 
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on the wafer have a peripheral pad layout a redistribution process becomes neces-
sary to reroute the peripheral pads to the area array pads (Figure 1). 

Figure 1. Wafer level package: The peripheral pads are redistributed into an area array of 
solder balls 

A redistribution layer is a combination of polymer and metal layers. The impor-
tance of polymers for WLP will be discussed in more detail. 

Redistribution for WLP 

Overview of Thin Film Polymers 
Thin film polymers have proven to be an integral material basis for many different 
types of advanced electronic applications. First used as IC stress buffer layers, then 
established for MCMs, they are now used in various new packages, especially in 
the field of WLP. The requirements for the selection of a given polymer are quite 
broad: high decomposition or glass temperature for the high temperature processes 
in packaging like solder reflow, high adhesion, high mechanical and chemical 
strength, excellent electrical properties, low water up-take, photosensitivity and 
high yield manufacturability. Only thermosets are therefore the polymer class for 
packaging applications. An important process difficulty is due to the fact that these 
high-end thermosets are nearly insoluble in organic solvents. Therefore, pre-
polymers are manufactured, which have a molecular weight in the hundred thou-
sands and are dissolved in an organic solvent. These solutions are commonly called 
pre-cursors and are ready for the spin-on process. The final polymerization is done 
on the wafer by thermal curing. 

The performance of polymers plays a major role in the build-up structure of 
WLP because it is one of the key layers that act as a buffer between IC and PWB. 
Low-k materials are preferred because a high capacitance reduces the computing 
speed between integrated circuits. In addition, the selection of the optimal polymer 
for a given application depends not only on its physical and chemical properties 
and processability, but also on its intrinsic interfacial characteristics. Table 1 gives 
a selection of common types of photosensitive spin-on dielectric materials. 
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Polyimide (PI), benzocylobutene (BCB) and polybenzoxazole (PBO) are common 
re-passivation materials. However, BCB has gained certain dominance in the mar-
ket for these applications. BCB and polyimides (with only a few exceptions) are 
negative acting materials requiring organic developer, while PBO is positive act-
ing. All materials require a bake to remove solvents but no rehydration step. In 
some cases a post exposure bake is necessary to enhance the photoinitiated polym-
erization. All materials are exposed by the broadband spectrum and achieve a 
sidewall angle of approximately 40–60°. Resolution is usually not an important re-
quirement because only vias of 20 microns or larger in diameter have to be opened 
over larger I/O pads. 

Process Technology for Pad Redistribution Layers (RDL) 
Several different redistribution processes have been developed but main process 
steps are similar to each other. Differences exist mainly in the material selection. 
As an example, the redistribution technology of Fraunhofer-IZM/TU Berlin will be 
described in more detail (Figure 2). 

Figure 2. Process flow of an RDL process (Fraunhofer IZM) 

First a dielectric layer is deposited on the wafer to enhance the passivation layer 
of the die. Pinholes in an inorganic passivation would give shorts in the rewiring 
metallization. The polymer layer under the rewiring metallization also acts as a 
stress buffer layer for the bumping and assembly processes. 

Fraunhofer IZM/TU Berlin uses photo-BCB. Compared to other polymers BCB 
has a low dielectric constant and dielectric loss, minimal moisture uptake during 
and after processing, very good planarization and a low curing temperature. The 
rewiring metallization consists of electroplated copper traces to achieve a low elec-
trical resistivity. A sputtered layer of Ti:W–Cu (200/300 nm) serves as a diffusion 
barrier to Al and as a plating base. A positive acting photoresist is used to create 
the plating mask. After metal deposition the plating base is removed by a combina-
tion of wet and dry etching. The copper process is shown in Figure 3.
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Figure 3. Thin film copper process at Fraunhofer IZM / TUB 

A second photo-BCB layer is deposited to protect the copper and to serve as a 
solder mask. BCB can be deposited directly over the copper metallization without 
any additional diffusion barriers. Electroplated Ni/Au is used for the final metalli-
zation. Solder balls (PbSn or lead-free) are deposited by solder printing directly on 
the redistributed wafers. Then the solder paste is reflowed in a convection oven 
under nitrogen atmosphere and the flux residues are removed in a solvent adapted 
to the used solder paste (Figure 4).  

Figure 4. Solder-printed PbSn on redistributed wafer (photo-BCB/Cu) 

Mean value of the solder ball diameter can be adapted to the assembly and 
board requirements between ~ 100 and 250 µm depending on the ball pitch. Shear 
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testing is the method of choice for a first quality check. Values for these ball di-
ameters should be higher than 130 cN per bump. Dicing the wafer with a standard 
wafer saw completes the CSP-WL build-up. The reliability of the redistribution 
layer was evaluated for consumer, medical, automotive and space applications. 

RDL Design 
There are two major different designs for redistribution: The bump and the UBM 
are separated to the chip surface by an additional polymer layer or the UBM is de-
posited directly on top of the inorganic chip passivation (Figure 5a and b).  

The company FCI (former FCT) came up with the classifications of bump on 
polymer (BOP) (Figure 5a) and bump on nitride (BON) (Figure 5b) for the differ-
ent built-up structures. It is still under discussion whether the type of polymer un-
der the bump plays a critical role for the reliability. The BOP type is preferred if 
underfiller is used. Different geometric values are possible for the design. The 
opening in the first polymeric passivation (a in Figure 5a) should be similar but not 
the same size than the peripheral pad passivation. The UBM and the ball size (b 
and c in Figure 5a) can be adjusted to the pitch of the area array. The maximization 
of the ball size is limited by the pitch. Today minimum ball pitches of 500 µm and 
even 400 µm are in production. 

Figure 5. Two different RDL layouts: Polymer between chip and bump (a) (Fraunhofer 
IZM) and UBM directly on top of the inorganic passivation (b) (courtesy of FCI) 

a)

b)
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Layer Adhesion 
The reliability of a multi-layer thin film structure strongly depends on the adhesion 
between the different layers [3]. In Figure 6 the different interfaces in a photo-
BCB/TiW/Cu/ technology-based WLP are shown. 

Figure 6. Structure of the WLP for the adhesion study 

1. Photo-BCB to the inorganic chip passivation (silicon-oxide, nitride etc.) 
and to metal (chip pad (Al) or redistribution metallization (Cu)) 

2. Metal (i.e. redistribution metallization or UBM) to Photo-BCB  

3. Photo-BCB to photo-BCB 

The adhesion in these thin film structures can be described with three mecha-
nisms: roughness, chemical bonding using adhesion promoters and chemical inter-
locking/diffusion. Important for a reliable package is the integrity of the interfaces 
during the lifetime of the microelectronic product. For interface (1) organo-silane-
based adhesion promoters are used to create essential layers to couple the organic 
dielectric to the inorganic surfaces. The theoretically ideal structure would be a 
monomolecular layer, coupling on one side to the inorganic surface and the other 
to the polymer. Different adhesion promoters for photo-BCB have been evaluated. 
High adhesion strengths on several inorganic surfaces were obtained using a vinyl-
silane, which is spun directly on the wafer before BCB deposition. There is a 
strong indication that chemical bonding through Si–O bonds is responsible for the 
adhesion. The thickness of the adhesion promoter layer is in a range of 0.5–5nm. 
This adhesion promoter layer improves the adhesion to values over 60 MPa on Al, 
Cu and different inorganic chip passivations. 

The metal to BCB interface (2) depends strongly on the metallization technique 
[4]. Electroless deposited metals have no adhesion on untreated BCB films with its 
very smooth surfaces (roughness in the Å range). Sputtering is used as a reliable 
metallization process for the redistribution of the WLP because the metal atoms 
have a penetration depth of around 100 nm. This guarantees the strong adhesion of 
over 80 MPa between the sputtered metal on the photo-BCB. Paik et al. [5] de-
scribed the stable interface between Cu and BCB. In addition, there is nearly no in-
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fluence of the descum process (RIE) using a fluorine gas/oxygen mixture, which is 
necessary to achieve a 100% electrical yield in via holes. Only pure O2-plasma re-
duces the adhesion due to an oxidization of the BCB surface [6-7]. 

For the photo-BCB to photo-BCB interface (3) high adhesion is obtained by 
performing a partial cure of the underlying BCB layers followed by a final full cure 
of the whole stack. A correlation between the adhesion strength and the degree of 
cure was found. The roughness and the surface chemistry of the Photo-BCB layer 
modified by RIE had no significant effect on adhesion. The mechanisms of chemi-
cal interlocking and inter-diffusion are the driving forces for the adhesion between 
BCB layers. Therefore, the degree of cure is the key to high adhesion. 

In conclusion, the surface chemistry and physics should be carefully analyzed 
for the reliable built-up of thin film structure. Special emphasise has to be made to 
all modification processes like sputtering, plasma, etc.

Redistribution with Resilient Interconnect Elements 

Fraunhofer IZM and TUB, together with Motorola, started a program in 1996 to 
develop new concepts for highly reliable wafer level packages (fab integrated 
package, FIP-CSP) [8]. A modified Mitsubishi package which could be manufac-
tured totally on the wafer-level showed promising results of finite element method 
simulations. The technology consists of a stacked solder ball array with a stress 
compensation layer in between (Figure 7). 

Figure 7. Cross section of solder balls using preformed eutectic PbSn balls (cross section 
was made after thermal cycling) 

As a CSP, the FIP-CSP eliminates underfill operation during flip-chip bonding 
using high throughput SMT assembly lines. The technological structure of this 
FIP-CSP is a pad redistributed die with a solder ball array. A stress compensation 
layer (SCL) embeds the solder balls before second solder balls are stencil printed 
or placed on top of embedded balls. 
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An important aspect of this package was the choice of the polymeric-based SCL. 
Figure 8 shows the accumulated equivalent creep strains in the outermost free sol-
der balls with respect to the SCL material properties. The highlighted numbers give 
an impression of the estimated mean cycles to failure. Lifetime results have been 
evaluated using the modified Manson–Coffin concept. The thermal cycle used 
simulates a 1 h air to air cycle process between 125°C and 55°C with dwell times 
of 10 min and ramp times of 20 min. 

The 3-D-FE results of investigated variations concerning Youngs’s modulus 
and CTE of the SCL lead to the following conclusion: an SCL material with a 
Youngs’s modulus of 3 to 4 GPa and a CTE of 20 to 35 ppm/K should be favoured 
for use in the package development. The highest accumulated equivalent creep 
strains are in outermost free balls of this model. The polymer selection has been 
proven as one of the major influences in this package. Polymers with high Young’s 
modulus reduced the board-level reliability dramatically. 

Infineon is using a silicone bump under the UBM for stress compensation in 
their WLP called ELASTec [9]. This “Elastic Bump on Silicon Technology” or 
ELASTec is based on resilient interconnect elements on the wafer. These intercon-
nect elements consist of printed silicone bumps with redistribution traces routed 
from the I/O pads onto the top of the silicon bumps (Figure 9). 

Figure 8. Behaviour of the accumulated equivalent creep strains in outermost free solder 
balls and mean cycles to failure depending on SCL materials properties — 3-D FE-
simulation (number of mean cycles to failure for AATC –55/+125°C). RDL: each layer 20 
µm thick. 

The traces on the silicone bumps form a spiral pattern. The redistribution traces 
on top of the resilient bumps have a gold finish as contact surface for test and burn-
in and as solder pad in second level assembly. The traces of the redistribution are 
electroplated where the geometry of the traces is defined by photolithography on a 
sputtered seed layer. The bump height of the ELASTec package is 170 µm to real-
ize packages of smaller height down to 500 µm. This is a factor of 2 in height re-

150cycles 

900cycle
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duction compared to conventional interposer-based packages. Compared to con-
ventional solder bumped WLP with ball diameters larger than 300 µm the ELAS-
Tec package reaches a smaller package form factor at high reliability. The design 
of the ELASTec package has various advantages: the bumps are flexible in the z-
direction for reliable test contact and in the x,y-direction for compensation of ther-
mal mismatch to the printed circuit board after board assembly.  

Figure 9. The ELASTec WLP package consists of metal traces routed on top of resilient 
silicon bumps (courtesy of Infineon Technologies) 

Wafer Level Technologies with Higher Integration 

3-D Integration 
Stacking of chips for 3-D integration can be done using wiring bonding, flip chip 
or vertical integration by wafer stacking or chip-to-wafer stacking. Figure 10 
shows a stacked FC-BGA using RDL by BCB/Cu with a flip chip mounted micro-
controller on a silicon chip with redistributed IC pads. The interconnection from 
the interposer to the board is done using wire bonding. 

In this approach a base chip on wafer-level is used as an active substrate for 
FC-bonding of a second die. The electrical and mechanical interconnection is done 
using eutectic solder balls, which are deposited by electroplating. The base chip is 
redistributed to an area array of UBMs. A low electrical resistivity of the redistri-
bution is achieved by electroplating copper. The dielectric isolation is achieved us-
ing the low-  photo-BCB. 
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Figure 10. Chip-on-chip integration using FC-bonding (courtesy of Fraunhofer IZM and In-
fineon)

Integration of Passives 
Resistors, capacitors and inductors are generally referred to as passive components. 
Compared to the developments in integrated circuit technology, passive compo-
nents at the circuit board level have made only marginal advances in decreasing 
size [10]. Therefore, they are a major hurdle for further miniaturization of elec-
tronic products. 

Figure 11. Thin film builtd-up for integrated passive components (Fraunhofer IZM) [11] 
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Three basic material classes are needed for the realization of integrated passive 
elements: conductors, resistors and dielectrics [10]. These can be made of metals, 
polymers or ceramics. The main difference between polymer and ceramic tech-
nologies is the maximum process temperature, which can be up to 300°C for poly-
mers, but can reach 700°C and above for the firing of ceramics. Metals like Cu, Au 
or Al or metal-filled polymer thick films with a resistivity of less than 0.1 /square 
are used for the conductors to avoid high parasitic resistance. Alloys like NiCr, 
CrSi, or TaN, cermets (ceramic-metal composites) or carbon-filled polymers are 
the materials of choice for resistors having values of 100 to 10,000 /square. 
Polymers with a dielectric constant  of 2–5, amorphous metal oxides ( =9–50) or 
crystallographic ordered mixed oxides with >1000 are the central building blocks 
for capacitors.  

An integrated passive filter based on thin film technology is given as an exam-
ple. The build-up process is similar to the redistribution for WLP, therefore the 
same production line can be used. Copper/BCB technology in conjunction with 
NiCr sputtering is the core process steps. In Figure 11 the build-up process for in-
ductors, resistors and capacitors are shown. 

The low capacitance values of 0.2–2.5 pF are due to the BCB usage with its 
low dielectric constant of 2.6. Sputtered high-  materials have to be used for the 
nF-range. A combination of these passive elements can be used for the realization 
of filter components. An example for Bluetooth band (2.4 GHz) is given in Figure 
12. 

One filter consists of three inductors of 3.9 nH and two capacitors of 1.8 nF. 
Microstrip lines with 50  impedance are used for the interconnect of the single 
elements resulting in two low-pass filters of second order and one single inductor 
within an area of 1.3 mm  2.6 mm. PbSn or lead-free solder balls are used for the 
board assembly. 

Figure 12. An FC mountable integrated filter for Bluetooth band 
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Outlook: System in Package (SiP) 

The definition of SiP has not been well established across the literature. Basically, 
SiP requires breaking up the boundaries between system design, semiconductor 
front end and back end in order to have more flexibility for overall product design 
in order to enhance the product performance and reduce cost. A paradigm shift in 
product design and manufacturing is necessary because Moore’s law is now more 
and more restricted by packaging and substrate technology than by nanotechnol-
ogy. A close cooperation between semiconductor, interconnection, integrated pas-
sives, substrate and system designers will be necessary [12]. Stacked memory dice 
should not fall into the class of SiP, a minimum combination of logic and memory 
is required [13]. The increasing role of packaging for microelectronic systems is 
schematically shown in Figure 13. 

Even though the SMT and area array technology were major developments in 
the electronic industry, the gap between semiconductor technology and packaging 
has been increasing. System in package will be the packaging wave for the next ten 
years to keep Moore’s law alive. 

The ever-decreasing size of electronic packages has brought the technology 
from simple plastic housing to material and equipment challenges soon touching 
the nanoworld. Simulation of electrical, thermal and thermo-mechanical nature will 
gain higher importance to identify the interaction of packaging materials. The con-
cept of SiP will not only be the key to further miniaturization but also to higher re-
liability due to less interfaces and interconnects. New materials based on polymers 
will play a major role in up-coming new technologies. 

Figure 13. The increasing role of packaging for microelectronic systems 
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Electrically Conductive Adhesives as Solder 
Alternative: A Feasible Challenge 
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Introduction: Electrically Conductive Adhesives 

Electrically conductive adhesives are composite materials in which an organic ma-
trix is filled with an extremely large volume, typically 70 to 80% by weight, of an 
(electrically conductive) inorganic filler. The organic matrix primarily determines 
the mechanical properties of the end product, while the final electrical properties 
depend on the type of filler used. Intrinsic conductive polymers have as yet no 
practical significance as an alternative for traditional solder and remain out of con-
sideration here. Most polymers have dielectric properties and are therefore used 
frequently as insulators. Two fundamental types of polymers are distinguished: 
thermoplast and thermoset materials. Thermoplast polymers consist of long chains 
that are physically entangled. Heating to temperatures far above the glass transition 
temperature (Tg) allows these chains to move independently of each other so that 
the polymer becomes liquefied. Cooling to below the Tg “freezes” the polymer 
structure and the chains have insufficient mobility to move. These polymers can 
become liquid again through heating up to above their Tg and can consequently be 
reworked like solder. But in general, they do not have sufficient suitable properties 
to be able to act as an alternative for solder. 

Thermoset materials consist of polymer resins: non-polymerised monomers 
with a low molecular weight or partially polymerised oligomers. These resins are 
fluids or low-melting solid substances. The hardener, eventually in the presence of 
a catalyst (accelerator), can initiate chemical bonds with the polymer resins so that 
a chemically crosslinked network with a high molecular weight is formed; this is 
the curing of the polymer. This polymer network will retain its form when heated 
above the Tg. Adding heat will allow the chains between the cross-links to move, 
resulting in a “softening” of the polymer, but the material will be unable to flow 
and consequently cannot be easily reworked. A thermoset material therefore con-
sists of a resin and a hardener, possibly with a catalyst. Different additives can be 
added for varying purposes. Depending on the system’s reactivity, thermoset adhe-
sives are available as one or two components. 

The electrical conductivity of an adhesive depends to a large degree on the type 
of filler, the filler’s production process itself and the filler content that is used. Sil-
ver is mostly used as a conductive filler. It can be easily shaped into the desired 
form such as powder or flake and the silver oxide is also a good conductor; oxida-
tion of the silver does not significantly influence the conductivity of the material. 
Silver flakes are generally used in electrically conductive adhesives. Gold is much 
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more expensive than silver. Non-precious metals like nickel show a fast increase of 
the resistance due to the formation of non-conducting oxides. In certain cases non-
precious metals with a precious covering (e.g. silver-plated copper) are used. Un-
der the influence of damp heat the resistance increases however much faster in 
comparison to solid precious metal due to the porosity of the precious covering. 
The content of a conductive filler must be sufficient to make the adhesive conduc-
tive.  On the other hand, when the concentration is too high, processing will be-
come very difficult and the mechanical strength after cure will be very poor. There 
is always a critical volume from which the material becomes conductive. Accord-
ing to this percolation theory, the resistance drops very quickly to a constant value 
once this critical volume is reached. The critical volume for silver-filled adhesives 
generally lies between 65 and 75% by weight 1 .

Electrically conductive adhesives can be classified into two types: isotropic and 
anisotropic conductive adhesives. Isotropic conductive adhesives (ICA) produce 
approximately equal electrical conductivity in all three dimensions (xyz) while ani-
sotropic conductive adhesives (ACA) are only conductive in the Z-direction. The 
electrical contact between the adhesive and the contact surfaces is created through 
the metallic contact of  the filler particles with the polymer in between, meaning 
that the effective contact surface area is only a part of the total adhesive surface 
area. The polymer has an insulating effect and this explains why the electrical con-
ductivity of the adhesive is always lower than the conductivity of the inorganic 
filler. The polymer further determines the cohesion in the adhesive, the adhesion 
through the correct interaction with the contact surface areas and the protection of 
the electrical contacts against humidity.  As a result, the adhesive has two functions 
working alongside each other: providing electrical contact and mechanical 
strength.  The isotropic conductive adhesives are mainly seen as the alternative for 
traditional solder because the electrical conduction runs in three dimensions for 
both.  Most isotropic conductive adhesives contain Ag as a filler and are epoxy-
based because of their many-sided favourable properties and the ability to modify 
them. Epoxy resins offer the benefit that they can be cured at lower temperatures 
(< 200°C).   

Background 

Traditionally, electrically conductive adhesives have been used in hybrid applica-
tions typically using noble metallisations such as gold and silver palladium on both 
substrates and components. Benefits of electrically conductive adhesives over tra-
ditional solder are the lower processing temperatures, fine pitch capability and im-
proved thermo-mechanical performance [2,3]. An adhesive joint is less sensitive to 
thermal fatigue and shows no brittleness upon long-term exposure to high tempera-
ture. Until recently, components with non-noble metallisations such as Sn/Pb and 
Sn have traditionally been assembled using solder. Sn/Pb eutectic solder has been 
the dominant interconnecting material in electronic assemblies. The drive towards 
lead-free assembly has increased strongly and legislative measures have been pro-
posed to ban or limit the use of lead in solders. The disadvantage of most of these 
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lead-free solders is the higher melting point thus requiring higher reflow tempera-
tures up to 250–260°C. This may damage temperature-sensitive components and 
limit the lifespan of the product. This is an additional driver for using low-
temperature curing adhesives. Although electrically conductive adhesives are al-
ready commonly used in specific applications, there have been two major obstacles 
preventing conductive adhesives from becoming a general replacement for metal 
solders in the electronics industry: the unstable contact resistance on common elec-
tronic metallisations such as copper and Sn/Pb under elevated temperature and 
humidity and the inferior impact resistance (drop test performance). Much progress 
has been made in identifying the causes for these limitations. Recently, the devel-
opment of adhesives with stable contact resistance in combination with non-noble 
metals including OSP copper, Sn/Pb alloys and even 100% Sn has renewed interest 
in electrically conductive adhesives in applications that were traditionally reserved 
for solders. 

The Mechanism of the Unstable Contact Resistance 

The contact resistance instability of electrically conductive adhesives in combina-
tion with non-noble metallisations is due to the occurrence of electrochemical cor-
rosion at the interface between the adhesive and the metallisation. It has been 
shown during 85°C/85%RH temperature/humidity testing that the electrically con-
ductive adhesive displays a stable bulk resistivity but that the contact resistance at 
the metal adhesive interface increases [4,5]. Galvanic corrosion at the interface of 
the silver in the conductive adhesive and the non-noble metal rather than simple 
oxidation of the non-noble metal is the key mechanism for performance instability 
over time in past conductive adhesives. Electrochemical corrosion occurs in the 
presence of two metals with dissimilar reduction potential and water (Figure 1). 
When silver, with a high reduction potential, is in contact with traditional elec-
tronic metals such as copper, tin and lead or other low reduction potential metals, 
the addition of small amounts of water completes a galvanic cell and the following 
reactions may occur. 

The metal with the higher electrochemical potential (Ag/0.80V) acts as the 
cathode at which following reaction can take place: 

 2H2O + O2 +4e  4 OH
The metal with the lower electrochemical potential acts as the anode: 
M – ne  Mn+ 

Normal potentials for different metals are shown in Table 1. For metals such as 
Ag, Au and Pt with similar or electrochemical potentials > 0.40 V (potential of the 
cathode reaction), corrosion is not taking place and the assembly is providing theo-
retically a stable contact resistance.  For metals such as Cu, Sn, Pb and Ni with a 
potential below 0.40 V, electrochemical corrosion will occur and the contact resis-
tance will increase after exposure to humidity due to the formation of a non-
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conductive oxide at the interface. An example of the contact resistance increase 
during 85°C/85% RH testing will be discussed in Figure 8. 

Metal flake
(such as Ag)

Metal
such as Sn

Figure 1. Formation of an electrochemical cell at the interface between an electrically con-
ductive adhesive and the non-noble metallisation. 

Based on the above fundamental understanding, Emerson & Cuming has been 
developing new and unique materials using organic corrosion inhibitors which ex-
hibit exceptional contact resistance with non-noble metallisations [6,7]. Organic 
corrosion inhibitors act as a barrier layer between the metal and the environment 
by absorbing onto the metal surfaces. Some chelating compounds are especially ef-
fective in preventing corrosion. Most organic corrosion inhibitors, however, can 
react with epoxy under certain conditions. This is not desirable because the corro-
sion inhibitor will then be consumed by the epoxy and loses its effectiveness. 
Many chelating corrosion inhibitors were tested and effective inhibitors were iden-
tified. The discovery of effective corrosion inhibitors was the first breakthrough of 
this program.  

The first metallisations to be evaluated during the development of these adhe-
sives were Cu and Sn/Pb. Complete Sn metallisations were tested in a later stage as 
the drive towards lead-free also resulted in the elimination of lead from the com-
ponent terminations. Until very recently the compatibility of the new electrically 
conductive adhesives with components having 100% Sn terminations was not fully 
studied. 

Table 1. Electrochemical potential of some electrode reactions.
Electrode reaction Normal potential (V) 
Au – 3e  = Au3+ 1.50
Pt – 2e  = Pt2+ 1.20
Ag – 1e  = Ag+ 0.80

H2O + O2 + 4e  = 4OH- 0.40
Cu – 1e  = Cu+

Cu – 2e  = Cu2+
0.52
0.34

Pb – 2e  = Pb2+ 0.13
Sn – 2e  = Sn2+ 0.14
Ni – 2e  = Ni2+ 0.25
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Adhesives and Components 

Components from different suppliers have been tested and are listed in Table 2. 

Table 2. Overview of  different components tested.  

Component Type Size Metallisation 
A 0603 MLCC 100% Sn
B 0603 MLCC 100% Sn
C 0603 MLCC 100% Sn
D 0603 MLCC 100% Sn
E 0805 MLCC 100% Sn
F 0805 Resistor 100% Sn
G 0805 Resistor 100% Sn
W 0805 Resistor 80/20 Sn/Pb
X 0805 Resistor 80/20 Sn/Pb
Y 0805 Resistor 100% Sn
Z 0805 Resistor 100% Sn

A select group of adhesives was chosen for comparison. Adhesive A2 has been 
commercially available for a number of years and is widely used in hybrid applica-
tions with noble metallisations. Adhesive C uses specific corrosion inhibitors. Ad-
hesives E and F are two adhesives containing both corrosion inhibitors and low-
melting alloys. Eutectic Sn/Pb solder was used as a reference allowing a compari-
son between these adhesives and solder paste. 

Contact Resistance Test Devices 

A simple test device was constructed for ease of repeatability. The device consisted 
of a daisy-chain silver palladium (AgPd) pattern on a ceramic substrate or a gold 
pattern (Cu/Ni/Au) on an organic FR-4 substrate. The conductive pads were sepa-
rated from one another by a 1.27 mm suitable for placing 0805 or 0603 compo-
nents. Ten such separations were included in each daisy chain or loop. The test 
boards were completed by printing the adhesives onto the metallised pads using a 
stencil with a thickness of 100 µm and by placing the components. The test boards 
were then cured for 1 h at 150°C. 

Initial Contact Resistance With Different Components 

The contact resistance of adhesive C has been evaluated with 0805 components 
from four different suppliers W, X, Y and Z. Components W and X contain a 80/20 
Sn/Pb metallisation, components Y and Z contain a 100% Sn metallisation. The 
contact resistance measured after cure for the different components is shown in 
Figure 3. Components W and X show a very typical low single joint contact resis-
tance of about 25 m . However, for components Y and Z a much higher resistance 
has been measured; 780 and 120 m , respectively. The origin of this high initial 
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resistance is suspected to be due to oxidation of the Sn metallisation before attach-
ing the component to the test board. 

Figure 2. Example of a AgPd daisy chain test pattern on a  ceramic substrate with Sn termi-
nated null-ohm resistors. 
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Figure 3. Initial contact resistance of adhesive C with different component types. 

Contact Resistance Stability Under Thermoshock Testing 

Further work has been performed on the contact resistance stability after ther-
moshock testing between 40°C and +150°C. Figure 4 shows the resistance per 
joint after 850 thermoshocks for the four evaluated component types attached to 
the test board using adhesive C. The high initial contact resistance with compo-
nents Y (780 m ) and Z (120 m ) decreases significantly after 125 thermoshocks.  
Probably breakdown of the thin insulating layer on the component metallisation 
takes place due to mechanical stress caused by the differences in thermal expansion 
coefficient of the various materials. Components W and X also display a minor de-
crease in contact resistance after 125 thermoshocks due to post cure of the adhe-
sive. The more detailed plot of Figure 4 shows that for all component types a slight 
increase in contact resistance up to an average value of 30 to 60 m  occurs be-
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tween 125 and 850 thermoshocks. Although a very stable joint resistance has been 
established in 85°C/85%RH temperature/humidity testing using specific anti-
corrosion agents in the newly developed conductive adhesives some potential is-
sues have been defined in a typical automotive reliability test such as 

40°C/+150°C thermoshock, especially for the components with the highest Sn 
levels. 
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Figure 4. Full scale and detailed plot of the contact resistance stability of adhesive C with 
different component types during thermoshock testing from 40°C to +150°C 

Improved Contact Resistance and Contact Resistance 
Stability 

The initial contact resistance data obtained with three different adhesives and 
eutectic solder in combination with components Y are shown in Table 3. All adhe-
sives show an initial contact resistance that is higher than the initial contact resis-
tance obtained with eutectic solder. Adhesive C shows unacceptably high contact 
resistance data indicating that this material may not be fully compatible with 100% 
Sn metallisations. Adhesive E, which contains low-melting alloys in order to re-
duce the contact resistance, shows a better result. It should be emphasized that the 
reported data are an average of the total resistance measured for one daisy-chain 
loop. 

Adhesive E has then been tested in combination with seven different types of 
components in order to get a better understanding of its performance with 100% Sn 
terminations. The contact resistance figures have been measured for each adhesive 
joint individually. The average single-joint contact resistance (SJCR) data and the 
standard deviation on 40 connections are presented in Table 4. For components C, 
D, E and G the single joint contact resistance is similar to solder. For three compo-
nent types (A, B and F) a higher average single joint contact resistance and signifi-
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cantly larger standard deviations were measured. Among these poor-performing 
components, type A has been identified as the most critical one for achieving a low 
contact resistance.  There appears to be no direct relation between good or bad per-
formance and the component size or type. Figure 5 shows the individual data 
measured for adhesive E with components from type A; 15% of all contacts have a 
contact resistance above 100 m . For adhesive E in combination with components 
from type C all contacts are below 100 m  (see Figure 5). It should be noted that 
some values above 50 m  could be assigned to inaccurate manual placement of the 
components but this should represent a minority of the measured joints. Figure 5 
shows also a high contact resistance for 85% of the joints for a combination of ad-
hesive C with components A. 

Table 3.  Initial contact resistanc after cure in m .

 A2 C E Solder 
Component Y 50 990 37 15

Table 4. Average single joint contact resistance (SJCR) after cure in m  for adhesive E 
with different components.  

Component Average SJCR Standard deviation 
A (0603 MLCC) 50 64
B (0603 MLCC) 29 94
C (0603 MLCC) 15 15
D (0603 MLCC) 19 17
E (0805 MLCC) 11 11
F (0805 resistor) 49 57
G (0805 resistor) 13 14

A scanning electron microscopy investigation of a connection with higher con-
tact resistance did not show clear artifacts within the adhesive joint (see Figure 6).   

Literature reports potential issues when soldering 100% Sn-terminated compo-
nents [8]. Two potential issues could be defined to explain the high contact resis-
tance with some of the components. Both ideas are related to the formation of an 
oxide layer at the component surface. Firstly, growth of Ni3Sn4 or NiSn3 intermet-
allics within the component termination can occur. Oxidation will take place if 
these intermetallics grow until the surface of the component. It has been shown that 
intermetallic growth in Pb-free metallisations is more pronounced as compared to 
Pb-containing metallisations. Secondly, the formation of SnO and SnO2 is inevita-
ble. Fresh components typically have an oxide layer of 3 to 6 nm, whereas the ox-
ide layer thickness can increase until 10 to 20 nm after aging. The test results 
shown above indicate that the presence of a too-thick oxide layer will result in a 
high initial single joint contact resistance. It is clear that the formation of oxides is 
more severe with 100% Pb-free components and this explains why similar issues 
were not observed earlier when evaluating Pb-containing components [9,10]. The 
occurrence of a thicker oxide layer may also depend on the components production 
process and the storage conditions. This may explain why higher resistance figures 
are only observed for a limited number of components and suppliers.  
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Figure 5. Number of contacts within a certain range (m ) for adhesive E with components 
A and C and adhesive C with components A. 

Adhesive F containing oxide-removing additives has been evaluated with the 
same series of components. All contact resistance data are listed in Table 5. Figure 
7 shows the SJCR distribution for adhesives E and F in combination with compo-
nents A. The contact resistance has been reduced significantly for all components 
showing that the conductive adhesive F is able to remove the thicker oxide layer 
even on the most critical  parts; components from  type A, B and F. Using adhesive 
F, 60% of all contacts with components A have a contact resistance below 20 m .
These data show clear evidence that adhesives E and F can provide a low initial 
contact resistance approaching the same level as for eutectic solder. Furthermore, 
adhesive F is also compatible with the most critical 100% Sn components. 

Figure 6. Scanning electron microscopy picture of a connection with high-contact resis-
tance.
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Table 5. Average single-joint contact resistance after cure in m  for adhesive F with differ-
ent components. 

Component Average SJCR Standard deviation 
A (0603 MLCC) 21 12
B (0603 MLCC) 14 8
C (0603 MLCC) 11 7
D (0603 MLCC) 14 10
F (0805 resistor) 18 12
G (0805 resistor) 17 14

All reliability tests have been performed on ceramic substrates with AgPd met-
allisations. Figure 8 shows the contact resistance stability of different adhesives 
with components from type Y during 85°C/85%RH testing. The standard adhesive 
A2 shows a significant increase in single joint contact resistance within the first 
200 h of the test. Adhesive E shows a  low initial contact resistance which remains 
stable up to 1000 h. The SJCR data for adhesive E and eutectic solder are compa-
rable. These results show that the anti-corrosion agents used provide a stable as-
sembly for components with 100% Sn terminations. 
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Figure 7. Number of contacts within a certain range (mOhm) for adhesives E and F with 
components A.

The contact resistance stability of the different adhesives in combination with 
components Y after 850 thermoshocks from 40°C up to +150°C is shown in Fig-
ure 9. Adhesive  A2 shows a strong increase in single joint contact resistance dur-
ing thermo shock test.  Probably moisture accumulates at the interface and initiates 
corrosion of the Sn component metallisation. Adhesive E provides a low and stable 
contact resistance up to 850 thermoshocks. For solder the single joint resistance in-
creases from 15 to 30 m  during the test. The use of conductive adhesives in com-
bination with non-noble Sn metallisations can clearly be favourable upon solder 
when severe thermoshock reliability is required.   
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Figure 8. Single joint contact resistance ( ) with component Y during 85°C/85%RH tem-
perature/humidity reliability testing for 1000 h. 
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Figure 9. Single joint contact resistance ( ) with component Y during 40°C/+150°C 
thermo shock testing. 

Adhesion Stability after Thermoshock Testing 

One of the other main requirements for the new conductive adhesives is adhesion 
and adhesion stability. Thermoshock testing has been defined as the most critical 
reliability test for components having non-noble metallisations. The performance 
of adhesive E has been evaluated against standard eutectic solder using component 
type Y. Figure 10 shows the adhesion data before and after 850x thermoshock test-
ing between –40°C up to +150°C. It is clear that adhesive E displays very good ad-
hesion retention. Whereas the adhesion using eutectic solder drops about 25% from 
4.2 to 3.2 kg, adhesive E only shows a decrease of 10% 3.8 kg. The improved per-
formance of adhesive E might be explained by: (a) the soft low-melting alloy stop-
ping the formation of microcracks at the interface and (b) the low-melting alloy 

Number of Thermoshocks 
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can form a metallic layer at the interface preventing diffusion of Sn into the con-
ductive adhesive which is suspected as the major driving force behind adhesion 
drop in contact with Sn-terminated components (Kirkendale voiding).   
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Figure 10. Adhesion before and after thermoshock testing of adhesive E as compared to 
standard solder paste. 

Conclusions 

Electrically conductive adhesives providing a stable assembly with non-noble Sn 
metallisations have been discussed. These adhesives offer the benefit of lower 
processing temperatures (150°C or below) compared to solder paste. Due to the 
drive for lead-free assembly in the electronics industry, eutectic solder will be re-
placed by higher melting point lead-free alloys thus requiring even higher reflow 
temperatures up to 250 to 260°C. This may damage temperature-sensitive compo-
nents and/or temperature-sensitive substrates and limit the lifespan of the product. 
Also the terminations of surface-mount components have to become lead-free. 
Standard and new developed electrically conductive adhesives have been evaluated 
with different components from different suppliers all having 100% Sn metallisa-
tions. For some of these components oxidation of the component terminations can 
result in an increased initial contact resistance. The new electrically conductive ad-
hesives are able to provide a low and stable single joint contact resistance with the 
most critical components under 85°C/85%RH temperature/humidity testing. The 
SJCR data for these adhesives are comparable with traditional eutectic solder 
joints. Under severe thermoshock test conditions in the temperature range from 

40°C up to +150°C, the contact resistance stability of these adhesives even out-
performs solder. The excellent performance of these adhesives is based on patented 
technology. The anti-corrosion agent is preventing electrochemical corrosion at the 
interface with the non-noble metal and the low-melting alloy improves the contact 
resistance and mechanical strength from the formation of an intermetallic layer at 
the interface. 
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The Role of Au/Sn Solder in Packaging 
H. Oppermann 

Fraunhofer Institute for Reliability and Microintegration, Berlin / Germany 

Introduction

Packaging is commonly known as a process to protect a single integrated circuit 
from the environment and to connect the electrical terminals to the printed circuit 
board. With increasing demands for miniaturisation and higher performance, tech-
nologies for system in package (SiP) and hybrid system integration become more 
important. To address the interaction of package, integrated passive components 
and active ICs co-design methods have to be implemented into the design flow. In 
order to achieve the desired system functionality different semiconductor tech-
nologies have to be combined, e.g. digital, analogue, RF, MEMS, and optoelec-
tronics. This adds new challenges as higher level design and test capability, but 
also for hybrid system integration. Flip chip is a key technology for higher hybrid 
integration as it provides smallest footprint area and also, due to the short intercon-
nection, lower parasitic for higher frequency applications.  

Flip Chip Interconnection 

Au, In Au studs Ni/Au, Au + 
ICA (paste)

Ni/Au, Au + 
ACA

(paste/film)

Au studs 
+ NCA 

(paste/film)

Au + 
Cu/Sn

PbSn,
SnAg,
AuSn

Figure 1. Different methods to form a flip chip interconnect. 
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There are three different methods to form the flip chip interconnect: welding, adhe-
sive joining and soldering. Metals with high ductility such as gold are suitable for 
welding or fusion bonding. For thermocompression bonding of gold a force is ap-
plied to the chip at an elevated temperature of approximately 300°C. With ther-
mosonic bonding ultrasonic power is applied in addition, which allows to reduce 
temperature or bonding force. A thermode bonder has to be used for both proc-
esses.

Adhesive joining methods can be distinguished into three types: isotrop con-
ductive adhesive ICA, anisotrop conductive adhesive ACA, and non-conductive 
adhesive NCA. ICA pastes have a high filler particle loading, usually silver flakes 
in an epoxy matrix, and the material is patterned by stencil printing, dispensing or a 
dipping and transfer process. Electroless Ni/Au, electroplated Au or mechanical Au 
stud bumps have to be formed on the aluminum electrodes of the chip to prevent 
the joint from resistance degradation by oxidation. The flip chip assembly can be 
done by simple pick and place. The adhesive is cured in a second step. In contrast, 
ACA has a lower loading of conductive particles in the polymer matrix and the ma-
terial is applied as film or paste over the whole chip area. A large bump area is ad-
vantageous to assure that each electrode is connected by a clamped conductive par-
ticle. A thermode bonder has to be used to apply force and temperature to clamp 
the particles and to cure the ACA matrix. With NCA no particles are used. Instead 
that the mechanical stud bumps are deformed during the bonding process, they are 
planarized, pressed and fixed by a thermode bonder while curing the polymer.  

Table 1. Characteristic properties of various flip chip joints. 

 Metal Bump 
Isotropic

Conductive
Adhesive

Anisotropic
Conductive
Adhesive

Non-
Conductive
Adhesive

Solder 
Bump

Basic
materials Au

highly filled 
epoxy/ ther-
moplastic

paste

filled epoxy/ 
thermoplastic 

paste /  
b-stage film 

unfilled epoxy 
paste /  

b-stage film 

SnPb37,
SnPb90,
SnAg, 
SnCu, 

AuSn20,

Bonding
250 – 350°C 
1 min – 5 s 
~50 g/bump 

80 – 175°C
90 min – 15 s

no load 

150 – 200°C
1 min – 5 s 

10 – 30 kg/cm²

150 – 200°C
1 min – 5 s 

10 – 30 kg/cm²

230 – 310°C 
1 min – 5 s 

no load 

Process  
limits 

high
temperature, 

force

fine pitch, 
underfill
needed

coplanarity organic
substrates 

higher
temperature, 

flux
Equip-
ment

thermode
bonder pick & place thermode

bonder
thermode
bonder

pick and 
place 

Resis-
tance 1...2 m  20...30 m  10...15 m  5...10 m  1...2 m

Reliabil-
ity Avionic Consumer Consumer Consumer Automotive 

Two methods of flip chip soldering can be distinguished: reflow and thermode sol-
dering. With thermode soldering, either the height of the solder joint or the force is 
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controlled. If a compressive force is applied only a thin layer of solder must be 
used to avoid shorts between neighboring bumps and substrate planarity should be 
excellent. Reflow soldering uses pick and place equipment for chip placement and 
the solder reflow can be done for all components in one step. The substrate pads 
usually offer flux or solder paste where the solder bumps are placed in. 

The different bonding methods will result in corresponding joint structures. 
Table 1 summarizes the characteristic process parameters and the field of applica-
tion. Isotropic conductive adhesive and solder bumps do not require a bonding 
force during thermal treatment and therefore simple pick and place equipment can 
be used. Adhesive joints are in general of interest for low temperature processing, 
e.g. for low-cost temperature sensitive substrates. Metal and solder joints have bet-
ter electrical conductance and are used for higher reliability demands.  

Most common solder alloys are based on eutectic SnPb37 having their melting 
temperature at 183°C. High-lead solder alloys like PbSn5 have a higher melting 
point around 300°C and are very ductile, which means that the stress is released by 
plastic deformation. But with the EC directive on Waste from Electrical and Elec-
tronic Equipment (WEEE) lead in solder alloys will be banned and a lot of investi-
gations took place for finding an equivalent replacement by lead-free solders. 

None of the solder alloys that have been investigated satisfy all the require-
ments. Some eutectic solder alloys have a lower melting point than SnPb37: 
SnBi58 (138°C), SnIn52 (118°C) and BiIn33 (109°C). But indium is rather expen-
sive and the availability of bismuth is limited. Another candidate below 200°C is 
eutectic SnZn9, which melts at 198°C. But zinc tends to rapidly oxid and corrosion 
problems are expected with zinc alloys. Nonetheless, this alloy type might play a 
larger role for low-cost consumer applications. With increasing melting tempera-
ture the eutectic alloys SnAg3.5 (221°C), SnCu0.7 (227°C) and SnAg3.8Cu0.7 
(217°C) come into focus for replacement of eutectic SnPb37. They are recom-
mended for automotive and telecommunication application. At higher operating 
temperatures SnSb5 (240°C) and AuSn20 (280°C) are of interest for replacement, 
but, on the other side, they are much harder than high-lead solders. No replacement 
is found that provides high melting point and similar mechanical properties, there-
fore the concepts for high lead solder applications must be revised. 

Au/Sn Solder

Au/Sn solder with an eutectic composition of 80 wt% (70 at%) gold and 20 wt% 
(30 at%) tin is preferred over other compositions and has a melting point at 280°C. 
Bumps with such gold-rich composition are commonly used for flip chip assembly 
of optoelectronic and RF devices because this allows a fluxless assembly, which is 
required to avoid contamination at optical interfaces. Also, the solder alloy is com-
patible to thick gold pads and conductor lines as used with III/V semiconductors 
and RF substrates.  

The phase equilibrium diagram of Au–Sn in Figure 2 shows that there is an-
other tin-rich eutectic of 90 wt% tin and 10 wt% gold, which has an eutectic trans-
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formation at 217°C. The -phase (AuSn4) is known to be brittle [1], if it reacts 
with nickel to (Au,Ni)Sn4 the adhesion becomes weak [2].  

The brittleness of the -phase is evident as shown in the cross sections of LED 
assemblies in Figure 3a and b. The reflow temperature must be above 280°C to 
achieve the eutectic composition of AuSn20 (Figure 3d) with fabulous properties. 
Otherwise, below that temperature, tin-rich phases will occur (Figure 3c).  

217°C
e1

278°C
e2

252°C
p: +L1

Au-rich Sn-rich

Figure 2. Phase equilibrium diagram of binary Au–Sn system [3]. The most important reac-
tions of the gold-rich and tin-rich subsystem are indicated.  

Au/Sn Bumping and Solder Formation 

Au/Sn bumping can be performed either by evaporation techniques or by electro-
plating. For evaporation a lift-off process is used that limits the total deposition 
height to ~10 µm and the wafer must be cooled to keep the temperature low for the 
resist. It is much more cost effective to deposit Au/Sn by electroplating [4,5]. In 
our case TiW is sputtered on the entire wafer to serve as adhesion and diffusion 
barrier layer and Au to protect it from oxidation and to carry the current during 
plating. A thick resist is spun on the wafer and patterned by photolithography. 
Gold and tin are subsequently plated into the resist opening. The resist is stripped 
and the plating base removed by wet etching.  

The bumps consist of gold and a tin layer. Intermetallic compounds as AuSn4

( ),AuSn2 ( ), and AuSn ( ) are even formed at room temperature (Figure 4). The 
bumps are reflowed above 280°C on wafer level to form the eutectic solder  
(Figure 5a). The transformation can be investigated by calorimetric measurement 
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(Figure 5b). The tin-rich eutectic ( +Sn L1) forms first at 217°C, the peritectic 
reaction ( +L1 ) takes place at 251°C and the gold-rich eutectic transformation 
( + L2) at 281°C. Obviously, an exothermic reaction occurs just before the sec-
ond eutectic transformation and is contributed to the mixing of two liquids of dif-
ferent composition: a tin-rich L1 and a gold-rich L2.

Sn

Au

Sn+

a) Sn-rich, 217°C<T<280°C b) Sn-rich, T>280°C 

Au
Au

c) Au-rich, 217°C<T<280°C d) Au-rich, T>280°C 

Figure 3. Au/Sn microstructure of LED solder joints with different composition and assem-
bly temperature. Cracks are visible in the brittle -phase. 

Sn

Au
Au

Sn

seam of Kirkendall voids 

Figure 4. Au/Sn as plated, IMC formed after storage at room temperature. 



382 Materials for Information Technology 

AuSn20 eutectic

Au

180 200 220 240 260 280 300 320
-3

-2

-1

0

1

2

3

4

5

exothermic reaction:
mixing of L1 + L2

eutectic reaction
 +   -> L2

peritectic reaction
 + L1 -> 

eutectic 
reaction

Sn +  L1

279 °C

314 °C

281 °C

251 °C

214 °C

 AuSn-Bumps, 
          10 K/min, 
          1. heating

he
at

 fl
ow

 [m
W

]

temperature [°C]

Figure 5. Transformation of Au/Sn bumps during reflow. 

It was previously shown how the different Au–Sn phases occur and disappear 
by stopping the transformation sequence during bump reflow [6,7]. -, - and -
phase are present at 270°C, and at 278°C the eutectic transformation starts by the 
reaction of and  to form the liquid phase. The eutectic reaction takes place until 
all -phase has been transformed completely. With further heating the -phase 
grows, which has been studied at 290°C and has been compared with growth rates 
below the eutectic temperature [6]. Obviously, the growth mechanism does not 
change and the diffusion through the -phase determines the growth rate. 

Large Bumps 

Chiaro Networks Ltd. has developed a GaAs device which is the integral part of an 
optical switch. The chip has a size of 31×12 mm² and 2608 inputs/outputs [I/Os] 
(Figure 6). The GaAs device works as a "light deflector", moving a beam of light 
in free space. Every 128 waveguides (WG) forms a deflector. The GaAs device 
comprises 18 such deflectors. Putting an array of 64 fibers a few mm away behind 
and a fiber in front of a deflector, light can be directed through the deflector to any 
output fiber wanted. As 18 such deflectors are in one GaAs device it is an 18 × 64 
switch.  

Figure 6. 18×64 optical switch. Right: cross section of flip chip assembled GaAs chip. A 
small via connects the bump with the waveguide (courtesy of Chiaro Networks Ltd.). 

The principle of operation of each deflector is the same as a phased-array-
antenna: A WG grating is formed in the GaAs. Light is injected from one fiber to a 
group of 128 WG called a deflector, which forms a grating. The deflector output 
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goes into free space, where a grating-far-field-diffraction-pattern is formed. The 
maximal intensity of the diffraction pattern can be directed left and right in the 
plane of the deflector by changing the phase of the light coming out of each single 
WG. The phase of the light coming out of each WG is changed by applying a volt-
age to the WG, thereby changing the effective index of refraction. 

The GaAs chip is flip chip soldered to an Al2O3 ceramic manufactured by Kyo-
cera. The routing of the conductors requires 25 signal layers. The pads of the ce-
ramic are finished with Ni/Au. A SEM micrograph of a cross section through an 
assembled Au/Sn bump is illustrated in Figure 6. The WG structure on the GaAs 
device is clearly visible on top. The bump and the discrete WG is connected by a 
small via through an organic layer on the GaAs device. Surface planarity and 
shrinkage tolerance on the ceramic in the flip chip attachment area arising from the 
very complex manufacturing must be compensated by the bump solder volume. 
The solder joint shown measures 125 µm in diameter and 50 µm in height. 

Large bumps with 33 µm gold and rather thick layer of 17 µm tin (Figure 7, 
left) are used to address these tolerances. After reflow, the total bump height is in-
creased to 70 µm and consists of approximately 5 µm Au, 6 µm -phase and a 
59 µm eutectic dome. With even larger bump diameter of 300 µm the eutectic 
domes increase to 72 µm and the total bump height to 83 µm (Figure 9).  

Sn

Au
IMC

as plated

Au

Au80Sn20 eutectic

as reflowed 

Figure 7. Large Au/Sn bump, as plated (left) and after reflow (right). 

Au

Sn-rich eutectic (Sn + 

Au

Au-rich eutectic ( )

Figure 8. Reflow without ageing   Figure 9. Large reflowed Au/Sn  
stopped at 279°C (right).   bump after ageing. 

Depending on the substrate pad diameter the bump collapses during reflow sol-
dering and compensates for coplanarity tolerances. With a thicker tin layer of       
10 µm and above a non-planar reaction front and incomplete eutectic transforma-
tions was observed [8] (Figure 7, right). At 217°C the first eutectic reaction starts. 
For further transformation the gold must diffuse through the intermetallic layers ,
 and  If the tin layer is thicker, then the diffusion time is longer to complete the 
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reaction, and consequently there is a tin-rich melt still present before the second 
gold-rich eutectic reaction starts (Figure 8). The non-uniform reaction is due to the 
mixing of two liquids of different chemical composition, which results also in an 
exothermic heat, as can be seen by the calorimetric measurements of Figure 5, 
right.  

If the bumps are aged, the exothermic heat does not show up and regular bumps 
are formed with the reflow (Figure 9). The aim of the ageing is the transformation 
of the whole tin into intermetallics in order to avoid the formation of tin-rich eutec-
tic during heating. In Figure 10 no tin is observed. Successful soldering could be 
demonstrated even when the tin,  and  were completely transformed to -phase, 
which was present only on top of gold sockets. The progress in the transformation 
of intermetallics depends on temperature and time and on the initial tin layer thick-
ness; an example is given in Figure 11. 

Figure 10. Aged Au/Sn bump at 200°C  Figure 11. Layer thickness  
for 4 h.     of intermetallic phases and tin at 125°C. 

Small Bumps

Usually a dome of eutectic AuSn solder is formed during bump reflow on top and a 
layer of -phase separates it from the gold socket (see Figure 5, left). But with a 
smaller bump diameter of 50 µm or less the liquid solder wets the sidewall during 
reflow and the height planarity from bump to bump varies depending on volume 
fraction which spreads down the socket. This results in a larger interface of solder 
to the gold socket and a larger amount of  is formed thereby. The smaller eutectic 
dome and the bump height variation lead to opens and poor assembly yield.  

In order to increase the yield and to avoid these open joints, the AuSn solder 
bumps are assembled without prior bump reflow. During reflow soldering, the 
bumps are reflowed and the substrate pads are wetted at the same time. But the 
soldering process with non-reflowed bumps can only be applied if the pad geome-
try is adapted: substrate passivation must be lower than substrate pad metal or the 
substrate pad must be larger than the bump diameter due to placement tolerances.  
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Under Bump Metallization and Pad Metal 

The under bump metallization (UBM) and the substrate pad metallization serve as 
adhesion layer, diffusion barrier, and solderable layer. The solderable metal is dis-
solved into the liquid solder and intermetallic compounds (IMC) are grow during 
soldering and solidification. If the solderable layer is consumed completely, then 
the layer underneath directly contacts the solder. As a result, dewetting of solder 
could occur or the device could be destroyed (Figure 12, right). Therefore the 
knowledge of phase equilibrium, IMC formation and dissolution rates are impor-
tant to design the UBM and pad metal layers. Of course, the minimal layer thick-
ness will depend on the bonding method and their specific time-temperature pro-
file. Phase equilibria of Au–Sn–Cu [9] and Au–Sn–X (X=Ni, Pt, Pd) [10] and 
growth rates of IMC have been published for Ni, Pt, Pd, Cr and Cu [10].  

It should be mentioned that the AuSn solder shows a different wetting behavior 
on chromium or titan in contrast to tin-rich solders like SnPb, SnAg or SnCu due to 
the phase formation of Au–Cr and Au–Ti phases (Figure 12, left).  

Optoelectronic Components 

Planar lightguide circuits (PLC) and optical silicon benches are usually offered 
with thin evaporated AuSn layers for the high-precision mounting of laser and 
monitor diodes or photodetectors. High-precision flip chip thermode bonders with 
a post-bond accuracy of 1 µm or less are normally used to meet the chip-to-fiber or 
chip-to-waveguide tolerances of single mode applications [11]. During the bonding 
process the temperature has to be applied very fast to keep the soldering time short. 
This is required to avoid excessive reaction of the solder with the barrier layers as 
can be seen in Figure 12, right. The AuSn, solder is very suitable as it allows a 
fluxless processing, and creep or relaxation is extremely low compared to tin-rich 
solders or indium. Due to the high melting point of AuSn further soldering steps 
below this temperature are possible without loss in positioning accuracy.  

High-power laser bars having an optical output power of 50 W and more are 
soldered to thermal heat spreaders by the same method [12]. Further decrease of 
solder thickness below 3 µm is targeted to reduce evaporation cost and thermal re-
sistance. The subassembly can further be soldered to a micro channel cooler with a 
tin-rich solder at lower temperature.  

High-brightness LEDs are mainly used for illuminations and today they dissi-
pate about 2 W over an area of 1 mm². They are often die-bonded to heat sink ma-
terials with evaporated or electroplated AuSn layers [13].  
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Figure 12. Left: TEM picture of AuSn solder attached to titan: Ti (2), Ti66 Au32 Sn2 (3), 
Ti60 Au36 Sn4 (4) and Ti6 Au88 Sn6 ( ) (all in at%). Right: Laser etched away down to the 
solder, barrier layer (Ti/Pt/Au) has reacted completely with the solder. 

Figure 13. Wafer level assembly of  Figure 14. Receiver module with photodetector  
high-brightness LEDs.  assembled with 3 µm AuSn on silicon bench. 

Flip Chip Self-alignment 

In order to couple the laser or the photodetector diode to a waveguide or an optical 
fiber they are usually actively operated while the fiber or the microlens are moved 
to find the optimum position and finally they have to be fixed. For single-mode ap-
plications alignment tolerances of approximately 1 µm are required to achieve a 
considerable coupling efficiency. As this active alignment is still causing consider-
able costs in optoelectronics packaging, viable concepts for passive alignment are 
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required. A concept for achieving high-precision positioning is using the self-
alignment of liquid solder based on surface tensions [14].  

Si substrate
V grooves

InP flip chip PIN diode

optical fibre

Figure 15. Photodetector and laser modules Figure 16. Self-alignment test chip  
and principal arrangement.  assembled on glass substrate with Vernier 

pattern.

AuSn solder has an excellent wetting behavior and no liquid flux is required 
that could disturb the self-alignment and contaminate the optical interfaces. The 
chips are flipped onto the substrate and the assembly is then heated. Alignment 
takes place immediately when the solder melts. The solder spreads over the whole 
substrate pad and the chip moves to a position where the surface tension reaches 
the minimum. The chip is fixed when the solder solidifies during cooling. Typical 
modules achieved by this method are presented in Figure 15. An accuracy of better 
than 2 µm can be obtained [6] by using glass substrates and Vernier pattern (Figure 
16). Compared to soft solders the AuSn solder does not creep significantly, which 
gives a stable final positioning.  

In order to reduce the impact of the accuracy required for bump deposition and 
substrate pad definition micro mechanical stops can be introduced. The chip and 
substrate are misaligned to a certain extent, the chip starts to move driven by sur-
face tension in order to minimize the surface area of the solder joint. The final po-
sition of the laser with regard to the PLC is solely determined by micromechanical 
stops that had been etched in the laser diodes as well as in the PLC (Figure 17).  
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Figure 17. Left: Cross section of aligned chip with micro mechanical stops. Right: Magnifi-
cation of stops and spacer for positioning in two of three dimensions. 

Hermetic Sealing 

Hermetical sealing of glass or silicon lids to housings or to MEMS have been fab-
ricated with AuSn solder. With the fluxless process no residuals are enclosed and 
even vacuum sealing has been demonstrated for absolute pressure sensors [15]. 
The AuSn solder can be applied by electroplating, evaporation or using AuSn pre-
forms and on the opposite side Au or Ni/Au metallization has been used (Figure 
18). For wafer-to-wafer solder bonding without any compression load the process 
is limited to the wafer bow. In this case only single parts or wafer tiles can be as-
sembled to the substrate wafer before a common reflow in vacuum or inert atmos-
phere is applied. 

Figure 18. Left: X-ray picture of hermetical sealing ring. Right: Cross-sectional view on 
sealing ring with AuSn solder. 
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Packaging Materials: Organic–Inorganic Hybrids 
for Millimetre-Wave Optoelectronics 
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Introduction

The developments in optical communications have been considered as one of the 
most impressive events of the second millennium [1]. The advantages in microe-
lectronics are growing into our life styles, thus computers require more capacity 
and faster processing and additionally, smaller, faster, more functional and more 
reliable electronics products are required. Nowadays, improvements in microelec-
tronics have been produced in a very short period of time. However, owing to the 
velocity of the electrons there will be a limit and therefore, photons will be the 
transport medium of the future. Optical interconnects on-chip are more compli-
cated because this technology must be compatible with the semiconductor process, 
and therefore hybrid technologies have been explored where the integration of 
microoptical elements, like waveguides, on semiconductor, glass or quartz wafers 
can be realised by UV lithography [2]. 

These hybrid technologies include two main approaches: the planar lightwave 
circuit approach, which involves silica-on-silicon technology, and the possibility 
fabricating optical interconnects on a fully-processed wafer forming multi-chip-
modules [3]. 

Recent studies focused on the encapsulation of multichip modules by organic–
inorganic hybrids for frequencies up to 100 GHz. Modern high-frequency opto-
electronic systems make use of a wide range of optoelectronic, microwave and mil-
limetre wave devices. For frequencies up to 100 GHz there are many applications, 
such as high bit rate telecommunication circuits, radio-over-fibre systems and an-
tenna signal distribution. 

Packaging as a Key Area  

Packaging of these microwave and millimetre-wave circuits requires great care in 
order to avoid the possibility of parasitic components compromising circuit per-
formance [4]. The addition of optoelectronic devices to the package, with the addi-
tional complexity of ensuring good optical coupling, adds further constraints to the 
circuit and package design. 

Furthermore, when sizes are reduced the probability of contamination or dam-
age increases and the packaging step acquires great importance.  
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At the same time, the production of intelligent devices involves the development of 
the isolation regions and the electrical contacts of the device. Thus, a demand 
emerges on the fabrication techniques, which requires thin film deposition of insu-
lators [5]. 

Materials for Packaging 

The advances emerging in the field of optoelectronics have induced the rapid de-
velopment of optical interconnects and have also generated a need for optically 
transparent materials for packaging. The plastic encapsulation of the chip is critical 
to the reliability of the package. The most remarkable properties this material 
should embody, apart from high optical quality and transparency [6,7],, include low 
thermal expansion, sufficient rigidity to protect the encapsulated structures, heat 
resistance, ease of processing [8] and control of refractive index and thickness. 

Different materials have been studied for this application such as silica and 
polymers. However, these materials show a few drawbacks.  

Polymers embody potential properties for optoelectronic applications such as 
inexpensive materials, easy processing technology, acceptable loss performance 
[9], low dielectric constant [10], transparency, adhesive properties, light weight 
and possible molecular tailoring through controlled synthesis [11,12]. However, 
these materials present some drawbacks such as low thermal stability and increased 
loss which make them unsuitable for telecommunication applications [9].  

In contrast, silica glass shows potential for optical communications [13] due to 
its low optical losses, low dielectric constant [14], and ability to tune light scatter-
ing and its low refractivity. Furthermore, sol-gel processing is a promising deposi-
tion technique. The major drawback is the shrinkage, which may be circumvented 
by the use of new composite organic–inorganic materials based on crosslinked 
polymers.  

Thus, organic–inorganic materials appear as suitable materials providing the 
best combination of properties for optoelectronic applications. In recent years, or-
ganically modified silica (ormosils) materials, a type of organic–inorganic hybrids, 
have begun to receive attention for integrated optical applications. Ormosils offer 
some advantages, such as the possibility of required thickness, about microns, in a 
single step. They can be made photosensitive for direct UV writing of waveguides 
[15] and confer compatibility with both organic and inorganic dopants for active 
device applications. There is much interest in the field of optoelectronics to apply 
these materials as passive or active layers in optoelectronic devices [16, 17]. 

Organic–Inorganic Hybrids (properties and types)
Overview 

Organic–inorganic hybrids emerge as a mixture of two dissimilar phases. Organic 
materials can offer structural flexibility, convenient processing, tuneable electronic 
properties, photoconductivity, efficient luminescence, and the potential for semi-
conducting and even metallic behaviour. On the other hand, inorganic compounds 
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provide the potential for high carrier mobilities, band gap tunability, a range of 
magnetic and dielectric properties and thermal and mechanical stability.  

Their final properties are not just the sum of the individual phases as the inter-
face also plays an important role and new phenomena can arise as a result of the in-
terface between organic and inorganic components [18]. From the chemical point 
of view, the potential is based on controlling the interface. The interfacial forces 
between both components are influenced by the nature and relative content of the 
organic and inorganic components as well as the experimental conditions used for 
preparing the hybrids [19].  

Depending on what kind of interaction is employed between organic content 
and inorganic components these hybrids can be divided into two main classes, 
which are illustrated in Figure 1. 

1. Type I: only weak interactions give cohesion to the whole structure (hy-
drogen, van der Waals or ionic bonds). 

2. Type II: the two phases are kept together by covalent bonds (covalent or 
iono-covalent bonds). 

Where  represents inorganic precursor and  the organic monomer. 

Figure 1. Types of hybrids according to the nature of the interactions [20]. 

The precursors utilised to prepare type-II hybrids present two different func-
tionalities: alkoxide groups (M-OR), which undergo hydrolysis-condensation reac-
tions and M-C bonds in which their stability depends on the nature of the metal. 
They are stable through the hydrolysis when the metal is silicon, tin, mercury, lead 
or phosphorus, but not when transition metals are involved.  The modified ceram-
ics obtained from their hydrolysis and condensation are usually called ormosils and 
ormocers (organically modified ceramics). 

Sol-Gel Process: Method of Synthesis Hybrids 

Sol-gel process allows the preparation of organic–inorganic hybrids at tempera-
tures which ensure the survival of the organic component [21]. This preparation of 
organic–inorganic hybrids has attracted enormous attention due to the fact that 

Type II:   
strong 
bonds

Type I:    
weak
bonds
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their properties can be tuned through the functionality or segment size of each 
component. Thus, this process is widely used with applications in high technology 
fields and protective coatings. This method offers advantages over other ones in 
terms of compositional tailoring, functionality and cost.  

The sol-gel process is a method for preparing metal oxo polymers from met-
allo-organic precursors (salts or alkoxides) via continuous hydrolysis and conden-
sation reaction steps which are governed by pH, solvent, water-to-alkoxy ratio, 
concentration of reactants, catalyst, temperature and pressure [22,23]. 

The chemical steps involved in the sol-gel process consist of simultaneous hy-
drolysis and condensation of a metal alkoxide in a solution to result in the forma-
tion of a three-dimensional network: the gel. The most important reaction of this 
type involves the catalytic hydrolysis of tetraethoxysilane [TEOS].  

Optoelectronic Multichip Modules 1–100 GHz 

The development and design of Optoelectronic Multichip Modules between 1 and 
100 GHz was produced on glass substrates. It allows the fabrication in the same 
substrate of both optical and electrical waveguides. The function of the encapsulant 
material consists in the protection of the chip and the waveguides as well as in 
holding the chip in place as it is represented in Figure 2.  

Figure 2. Scheme of millimetre-wave optoelectronic multichip modules.

The packaging of the above chip consists of two main materials: 
1. The material that will cover the materials on the surface of the multichip as 

well as the chip, which is marked with diagonal lines ( ) in Figure 2. 
2. The material which will hold the chip on place and furthermore will glue to 

the glass and waveguide, which in Figure 2 is marked on black. 
Both materials, types of organic–inorganic hybrids, are summarised in Figure 3. 
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PACKAGING
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    PA-SiO2

    PA-TiO2

    PA-HfO2
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    nano-TiO2

    nano-ZrO2

Figure 3. Scheme of materials studied for the packaging devices, where PA means poly-
acrylates. 

Polyacrylate-Silica Hybrids Synthesis  

The synthesis of polyacrylate-silica hybrids provides excellent advantages over 
other materials. On one side, polyacrylate offers excellent optical properties, and 
additionally, its mechanical and thermal properties are improved by hybridisation 
with silica. Consequently, the synthesis of silica-acrylic hybrids via sol-gel synthe-
sis and photopolymerisation considered for the protecting material offers improved 
compatibility with the fibre and the chip substrate and furthermore, properties may 
be tuned by varying the ratio of organic to inorganic components. The range of 
monomers available offers the potential for refractive index control in the hybrid 
by varying the composition. These properties are based on the network structure of 
inorganic matrix linking to organic domains. Besides, UV curing provides a rapid 
processing route and photopolymerisable liquid encapsulants offer advantages over 
the traditional transfer moulding process, due to the lower thermal stress involved.  

Preparation techniques are shown in Figure 4. The synthesis of polyacrylate-
silica hybrids carried out under basic conditions leads to opaque white films. This 
may be due to the fact that under basic conditions condensation is faster than hy-
drolysis and therefore dense, colloidal particles were formed and as a result no 
strong absorption was achieved between organic and inorganic phases. In contrast, 
changing to synthesis in an acid medium leads to transparent films as the relative 
rates are reversed and highly ramified structures were formed. 

Raman as a Useful Technique for Studying the Acrylate 
Curing Process 

Raman spectroscopy may be used to follow the UV-curing process. Thus, Raman 
spectroscopy has been used to follow the real-time curing of acrylates by monitor-
ing the disappearance of the signal at 1635 cm 1, due to the C=C bond of the acry-
late. Representative Raman spectra in the region from 1500 cm 1 to 1800 cm 1 are 
displayed in Figure 5 and it is possible to notice the disappearance of the signal at 
1635 cm 1 with time due to butyl acrylate polymerisation. After 20 min, this signal 
was no longer appreciable, which indicates that the polymerisation has finished; a 
similar result has been found following this polymerisation with Fourier transform 
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infrared spectroscopy. At the same time the C=O bond slightly shifts to higher fre-
quencies because it is not longer conjugated. 

Si(OR)4  / 
Ormosil (type II) 
RSi(OR’)3 

Acrylate

O

OR

Water, HCl
ethanol

Sol

Hydrolysis and
condensation

Spin coating

UV radiation Polymerisation and
drying

Polyacrylate-silica
hybrids

Figure 4. Preparation of processing for polyacrylate-silica coatings.
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Figure 5. Raman spectrum region from 1500 cm 1 to 1800 cm 1 for butyl acrylate (BA) po-
lymerisation. 

Furthermore, confocal Raman microscopy, a technique used to optimise UV for-
mulation and curing conditions [24, 25], has been employed in order to study the 
cross-section behaviour and the structure of the films. It combines the chemical in-
formation of vibrational spectroscopy with the spatial resolution of confocal mi-
croscopy [26].  

The spectra in these regions show satisfactory homogeneity within the coating 
throughout its thickness, as can be concluded from the negligible deviations be-
tween ratios of the peak areas for corresponding chemical bond deformations: C–H 
bending of the CH3 (1380 cm 1) and CH2 (1470 cm 1) and C=O stretching       
(1730 cm 1). Depth profile spectra of poly(butyl acrylate) [PBA] are shown in   
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Figure 6 for different depths of the film. The upper line shows a superficial depth 
profile and it gets deeper through the film as the lines get lower. 

The absence of an obvious peak corresponding to C=C stretching in the spectra 
of the coating suggests that UV curing of the acrylate matrix was successful 
throughout the coating thickness. 

800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800

cm-1

A

PBA

Deeper
layers

Figure 6. Poly(butyl acrylate) Micro-Raman depth profile spectra for deeper layers as the 
lines get lower. 

Polyacrylate-Silica Hybrids Structure: Miscible Phases 

A combination of solid-state 13C NMR and 29Si NMR spectroscopy has been used 
as a very attractive technique to characterise the polyacrylate-silica hybrids. 13C
NMR spectroscopy is used to study the organic domains and 29Si NMR spectros-
copy the inorganic domains. The interaction of both phases by weak bonds as hy-
drogen bonds give cohesion to these structures. 

The incorporation of polymer chains does not significantly affect the condensa-
tion reaction of silanol groups during the sol-gel process. Q3 is the predominant 
signal, the silica network contains Si–OH groups, which facilitates the interaction 
with the polymer by the carbonyl groups [27]. 

The structure is studied by scanning electron microscopy (SEM) and by map-
ping the elements it is possible to appreciate that they are well distributed through-
out the film. Transparent hybrid films indicate that the polymer chains were dis-
tributed in the silica network with high uniformity. Optical transparency is used as 
the initial criterion for the formation of a homogeneous phase composition of the 
organic–inorganic constituents [28]. 

The polyacrylate-silica films show a good miscibility as in the case of poly(2-
hydroxy-ethylacrylate)-silica [PHEA–SiO2] hybrid shown in Figure 7.  

Polyacrylate-Metal Oxide Hybrids Controlling Refractive 
Indices

Ellipsometry has been used as a technique for measuring the refractive index and 
thickness of the films.
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The refractive index and thickness of hybrid materials can be controlled with the 
variation of composition, for instance the thickness of the coatings increases with 
the amount of TEOS. 

Furthermore, the refractive index and the thickness of hybrid systems can be 
tuned by modifying the acrylate backbone in the hybrid. Different hybrid structures 
are displayed in Table 1, and different values have been obtained that are displayed 
in Table 2. Refractive indices at 633 nm found for the synthesised hybrids are in 
the range 1.43 to 1.70. The refractive indices of the hybrids are lower than their 
corresponding polymers because the refractive index for pure silica is smaller than 
that of the acrylic polymer [29]. Refractive indices have an imprecision of ± 0.01 
and thicknesses of ± 2 nm.

PHEA-SiO2

Figure 7. PHEA-SiO2 SEM pictures. SE shows the mapping region.

Organic–Inorganic Hybrids: A Method for Minimising 
Polymer Microwave Losses  

Silica presents low optical losses, hence polymer microwave loss values decrease 
when the polymer is hybridised with silica. In addition, it can be observed that the 
types of interactions in the hybrids determine microwave loss indices. When both 
types of hybrids are compared, type-II hybrids show lower loss indices.  

Organic–Inorganic Hybrids: A Method for Decreasing 
Inorganic Shrinkage 

A reduction of the inorganic shrinkage of films such as silica occurs when organic 
groups are integrated. Shrinkage reduction responds to the presence of bulky or-
ganic groups filling the pores. The use of organically modified alkoxysilanes pre-
cursors, type-II hybrids, allows for even greater shrinkage reduction levels, allow-
ing for shrinkages as low as <1% [30].
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Table 1. Structure of polyacrylates. 
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Polyacrylate-Silica Hybrids Thermostability  

Thermostability is an important parameter for these materials to determinate the 
temperature range of application. Polyacrylate-silica hybrids push the Tg (glass 
transition temperature) to higher temperatures compared with the pure polyacry-
lates. Thus, the temperature application of the hybrids is broadened. Tg of the hy-
brid material is associated with co-operative motion of long chain segments, which 
may be hindered by the inorganic oxide network formed from the hydrolysis of 
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TEOS by decreasing the free volume [31,32]. Figure 8 shows a shift in the Tg for 
poly(tert–butyl acrylate) (PtBA) when the hybrid is formed. 

Table 2. Refractive index and thickness of PA-SiO2 and silica. 

1Polyacrylate-1
silica hybrid 

Refractive
index 

Thickness (nm) 

PMA-SiO2 1.44 290 
PEA-SiO2 1.43 320 
PBA-SiO2 1.44 350 
PtBA-SiO2 1.44 380 
PLA-SiO2 1.46 250 
PIA-SiO2 1.50 120 

PHEA-SiO2 1.47 760 
PFA-SiO2 1.46 380 

PEGPA-SiO2 1.70 429 

PtBA

PtBA-Silica

0.0
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H
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w
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Figure 8. DSC scan for PtBA and PtBA–SiO2 hybrids. 

The glass transition temperature range of the composites depends on the composi-
tion, in the degree of mixing and the morphology [33]. The effect of adding or-
ganically modified alkoxysilanes is to increase the Tg value: there is just one transi-
tion which indicates the good miscibility of the copolymer and also confining 
effect within the SiO2 network and as a result the Tg shifts to higher temperatures.  
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Polyacrylate-Inorganic Oxide Hybrids: An Alternative to 
Silica

One way of expanding these materials is by using alternative precursors to silica. 
Organic–inorganic hybrids based on titania and hafnia have been studied as mate-
rials with potential applications in optoelectronics. These metal oxides possess 
high refractive indices and may be used to tailor this parameter, for instance titania 
films have been prepared with a range of refractive indices between 1.95 and 2.1 
[34]. Hafnium also belongs to group 4 and its oxide appears to be a promising ma-
terial for these applications [35]. 

Polyacrylate-titania/hafnia hybrids were prepared by sol-gel process (1 h) fol-
lowed by UV polymerisation to yield transparent hybrid films. 

This attractive method of synthesis is based on the dual role of the acrylates. 
They act as complexing agents allowing the formation of M-O-C coordinative 
bonds and consequently leading to transparent films as well as acting as monomers 
in the hybrid network tailoring refractive indices by varying the acrylate monomer 
(in a range from 1.5 to 1.75).  

Epoxy Filled with Nanoparticles 

When evaluating the other material that will glue the chip to the glass, it is not only 
necessary to consider its bonding abilities, but also its optical compatibility with 
the bonding substrates. Epoxy resins offer an ability to bond well to various mate-
rials including metals, glass, ceramics, wood and other polymers and have been 
used as optoelectronic adhesives. Additionally, they have the versatility to be 
modified by varying the properties such as thermal stability, refractive index and 
flame retardance, etc. The refractive index depends especially on the presence of 
heteroatoms (Ti, Zr) and, in order to broaden the range of refractive index of the 
epoxy, nanoparticles of zirconia and titania have been incorporated into the resin.  

When the nanoparticles are introduced, two phases were obtained and transpar-
ency was not achieved. For nanoparticles without surface pre-treatment, by de-
creasing the particle size the specific surface area increases and the probability of 
agglomeration increases [36]. Actually, the strong attractions between them make 
their dispersion in the polymer a difficult process to achieve. To enhance the inter-
actions between filler and elastomer, some coupling agents were added, Figure 9. 
The surface modification of the nanoparticles improves the dispersibility of the 
filler in the organic medium. 

OH O
Si
OX

OX
Y O

Si
OX

OX
Y

(RO)3Si Y RESIN

RESIN

Figure 9. Treatment of nanoparticles by a silica coupling agent [37]. Where Y = organic 
group, X = R, H, Si or the mineral surface. 
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Conclusion

A new kind of material as organic–inorganic hybrids with tuneable properties de-
pending on the composition and synthesis conditions, have been used to encapsu-
late multichip devices. 

These organic–inorganic materials offer promising properties for millimetre op-
toelectronic packaging such as the control refractive indices and thicknesses, ther-
mostability, good miscibility, low shrinkage, optical transparency and low micro-
wave losses.  
Type-II hybrids appear to be more suitable materials for optoelectronic application 
due to the low shrinkage, low thermal expansion coefficients, low microwave 
losses and an increase in the Tg value, which emerges as a single value indicating 
good miscibility. These effects may be attributed to the covalent bonds between the 
organic and inorganic domains. 
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Wafer-Level Three-Dimensional Hyper-Integration 
Technology Using Dielectric Adhesive Wafer 
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Introduction

Although scaling of planar CMOS ICs, combined with copper/low-k interconnect 
technology, continues to drive productivity enhancements in integrated electronics, 
scaling beyond the 45-nm technology node is projected to be increasingly expen-
sive and difficult [1]. Increasing demands for ever higher functionality in inte-
grated systems will be met by introducing new materials and processing protocols 
into planar CMOS-based technology. To help meet these challenges, various three-
dimensional (3D) technology platforms have been investigated, including hybrid 
die-to-wafer [2,3] and monolithic wafer-to-wafer approaches [4–11]. Wafer-level 
monolithic 3D integration is predicted to have a performance advantage from re-
duced interconnect parasitics [12]. It also enables high-density multifunctional in-
tegration or hyper-integration [4–6], and offers the potential for the highest volu-
metric density of integrated electronics and optoelectronics with a high density of 
high-performance, vertical interconnections.  

This paper briefly compares alternative technologies for 3D ICs in order to 
provide a perspective of the 3D technologies, then focuses on a specific 3D hyper-
integration platform using dielectric adhesive wafer bonding and Cu damascene in-
ter-wafer interconnects. Results of collaborative research with industrial partners 
are summarized, demonstrating that the bonding and thinning processes do not sig-
nificantly affect the electrical and mechanical properties of the most advanced IC 
technologies. After a discussion of some issues with such 3D integration, this paper 
concludes with a comparison of wafer-level 3D integration with other high-density 
integration technologies, namely system-on-a-chip (SoC) and system-in-a-package 
(SiP). 

3D IC Technologies

Three major 3D IC approaches being pursued are: (1) die-to-die, (2) hybrid die-to-
wafer, and (3) monolithic wafer-to-wafer 3D integrations, as shown in Figure 1. 
Die-to-die 3D integration or SiP is currently used to increase functionality and to 
reduce form factor [13–14]. The other two major approaches have the potential for 
higher interconnect density, higher performance capability and lower cost for high- 
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Figure 1. Three major 3D IC approaches [2, 6, 13]. 

throughput production [14] due to lower parasitics (both RC delay and inductance) 
with shorter inter-chip connections. Both approaches also allow the integration of 
sub-blocks within circuits for added design flexibility and optimization capability 
due to denser inter-chip interconnectivity, while maintaining the separation of in-
compatible materials and processes on different wafers. However, there are signifi-
cant differences between these two approaches.   

The die-to-wafer approach offers the use of known-good-die (KGD) [2-3], and 
the assembly flexibility allows high yield for products in low-to-medium quanti-
ties. This approach has a higher cost compared to monolithic wafer-to-wafer ap-
proaches for large production volumes, since alignment and bonding is done by 
“pick-and-place” assembly process; i.e., in die-by-die fashion. While die yield is-
sues need to be considered further, smaller die and wafer-specific processing indi-
cate that yield may not be a limiting factor with a robust monolithic wafer-level 3D 
process. Moreover, the monolithic wafer-to-wafer approaches have many perform-
ance advantages, such as a very high density of low parasitic inter-chip intercon-
nects for high bandwidth and increased noise immunity. Most important, lower 
high-volume interconnect cost should be possible with monolithic wafer-level 
processes. 

Wafer-level 3D IC technologies are being actively pursued [2–12] because of 
these advantages. Process technologies to achieve 3D integration of ULSI CMOS 
ICs include high-performance thin film transistors (TFTs) fabricated using lateral 
crystallization [8] or wafer bonding using vias to internally connect stacked wafers. 
Wafer bonding technologies using copper [9, 15], silicon dioxide [7], or dielectric 
adhesive glues [4-6] for bonding are being developed and provide micron-sized 
vias for inter-wafer interconnection.   

The 3D IC approaches based on wafer bonding and inter-wafer interconnects 
generally involve four major processing steps: 1) wafer-to-wafer alignment, 2) wa-
fer-to-wafer bonding, 3) wafer thinning, and 4) inter-wafer interconnection. All 
processes must be compatible with IC back-end-of-the-line (BEoL) fabrication 
constraints. The most differentiating process steps are the wafer bonding approach 
and the inter-wafer interconnect (via) processing. Three major approaches to wafer 
bonding are under investigation and are described briefly below (Figure 2): 

1. Metal-to-metal bonding, where metal bonds also serve as inter-wafer inter-
connects; copper [9, 15], solder [2] or micro-bump [11] with or without un-
derfill have been utilized. Issues with surface oxidation, interface contamina-
tion, and particularly the surface non-planarity may cause micro-voids, 
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thereby impacting the inter-wafer interconnect yield and reliability. Using 
solder or other alloy for the metal-to-metal bonding may alleviate the strin-
gent bonding surface requirement; however, compatibility with subsequent 
metallization and packaging process steps, as well as next-wafer level 3D 
processing, would likely be compromised or limited. This approach has been 
demonstrated for two or more wafers in the 3D “wafer-stack” [15].  

2. Direct oxide bonding at low temperature, which requires damage-free atomic 
scale surface planarization with proper surface activation for bonding [3, 7]. 
The sensitivity to particles and surface warp makes this approach more ame-
nable to bonding of wafers with only lower levels of IC interconnect struc-
tures.  

3. Dielectric adhesive bonding using curable polymers, polyimides, or other ad-
hesives [4, 10, 16, 17], where the dielectric adhesive can accommodate wafer 
non-planarity, sub-micron-sized particles and some processing-induced 
stress. Depending on the adhesive properties, 3D ICs with more than two wa-
fers are possible.  

In terms of inter-wafer via processing, there are two approaches: via first or via 
last, depending on whether the inter-wafer vias are fabricated before or after bond-
ing, respectively. To date, both direct oxide bonding and dielectric adhesive bond-
ing use a via-last process, while metal-to-metal bonding uses a via-first process. 

While not yet demonstrated as production-ready, no technology show-stoppers 
have been delineated to date. However, various manufacturing and design issues 
need to be addressed, as discussed below. 

Figure 2. Three major bonding approaches for wafer-level 3D ICs. Common issues include 
BEoL IC process compatibility and bonding integrity. 

3D Technology Platform Using Dielectric Adhesive Wafer 
Bonding and Copper Damascene Inter-Wafer 
Interconnects

The Rensselaer approach to a monolithic wafer-level 3D technology platform is 
depicted in Figure 3 [4]. Two fully processed wafers are aligned face-to-face (or 
interconnect structure-to-interconnect structure) to tolerances within 1 micron and 
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bonded using a dielectric adhesive under conditions compatible with CMOS proc-
essing. The top wafer in the two-wafer stack is thinned to ~1 µm by a three-step 
baseline thinning process, i.e., backside grinding, chemical-mechanical polishing 
(CMP) and selective wet-etching to an etch stop, e.g., an ion-implanted layer, a 
graded SiGe epitaxial layer, or a buried oxide (BOX) layer with silicon-on-
insulator (SOI) wafers. Subsequently, bridge-type and/or plug-type inter-wafer in-
terconnects are formed using a Cu damascene patterning process, developed jointly 
by Rensselaer and the University at Albany [6, 18]. Thus, a long distance intercon-
nect that might run a centimeter across a conventional 2D chip may be replaced by 
a 2–10 µm vertical inter-wafer interconnect (via) between chips. Repeating this 
process flow, additional wafers can be aligned, bonded, thinned and inter-wafer in-
terconnected without changing the processing approach; most proposed applica-
tions require two- or three-wafer stacks. Besides the advantages described in the 
previous section, this technology platform does not require handling wafers as 
thinned silicon is not transferred, as in some of the other technology platforms. 
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Figure 3. Schematic of a monolithic 3D hyper-integration, showing bonding interface, ver-
tical inter-chip vias (plug- and bridge-type), and "face-to-face" and "face-to-back" bonding 
[4]. 

Key processing metrics for such a 3D platform have been defined: (1) precise 
alignment of full wafers (  1 µm accuracy); (2) thin adhesive-layer bonding at low 
temperature (  400oC); (3) precision thinning and leveling of top wafer (~1 µm 
thick); and (4) inter-wafer connection by high-aspect-ratio (> 5:1) vias. As men-
tioned previously, these processes must be BEoL-compatible.  

An inter-wafer interconnect via-chain structure has been designed and fabri-
cated to demonstrate the feasibility of our approach to 3D processing (Figure 4). 
The starting wafers have a 2-µm thermal oxide. Conventional Cu damascene BEoL 
processes are used for Cu metallization on the bottom and top wafer (M1 and M2). 
The wafers with Cu patterns are aligned with an alignment accuracy of ~1 µm us-
ing an EVG SmartView aligner, then bonded in an EVG bonder using a baseline 
bonding process with benzocyclobutene (BCB) as the bonding adhesive, bonding 
pressure of ~ 3 bar, and bonding temperature of 250oC. The silicon substrate on the 
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top wafer is thinned and completely removed using the baseline three-step process, 
with the final etch stopped at the oxide layer. Inter-wafer vias and bridge metal 
(M3) are formed using an inter-wafer damascene process, i.e., deep via etching and 
clean, chemical vapor deposition (CVD) of TaN liner, Cu CVD fill, and CMP. Ad-
ditional fabrication process information is described elsewhere [4, 18].  

Results obtained with the inter-wafer via-chains are summarized in Figure 4, 
including a focused ion beam (FIB) cross section after the processing. Although 
the via-chain contact resistance of ~5 µ -cm2 is much larger than anticipated, the 
linear relationship between the chain resistance and chain length indicates that con-
tinuous and uniform 3D via-chains are demonstrated for nominal inter-wafer via 
sizes of 2, 3, 4, and 8 µm. 

Thermal, Mechanical and Electrical Evaluation of Wafer 
Bonding and Thinning 

With the feasibility of our approach to wafer-level 3D integration processing dem-
onstrated, it is important to evaluate the integrity of wafer bonding and thinning 
processes as well as compatibility with IC industry requirements. Results of ther-
mal, mechanical, and electrical robustness and compatibility with BEoL processes 
and subsequent inter-wafer interconnection and packaging are summarized in this 
section. 
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Figure 4. A FIB cross section of the via-chain structure (left) and via-chain resistance vs.
via-chain length (via number) for nominal via size of 2, 3, 4 m (right) [18]. 

Based on screening tests of various dielectric adhesives, BCB was selected as 
our baseline bonding adhesive. BCB is a low-k polymer, which has been used in 
various semiconductor applications and is compatible with most CMOS processes. 
We have routinely obtained void-free bonding of coefficient of thermal expansion 
(CTE) matched glass substrates with both blanket and patterned 200-mm diameter 
silicon wafers. For example, Figure 5 illustrates a two-level copper interconnect 
test structure (provided by SEMATECH) after bonding to a CTE-matched glass 
wafer using 2.6-µm thick BCB and removal of the bulk silicon using the three-step 
thinning process [19]. Although the surface profile shows a step of ~850 nm across 
the aluminum bond pads, void-free bonding is obtained and maintained after the 
thinning process. The interconnect structures are completely damage-free with this 
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process, and even maintain structural integrity after grinding and polishing through 
the bulk silicon. 

SEMATECH 2-level Cu/oxide interconnect structures 
bonded onto a glass using BCB 

Figure 5. Photo image of a semi-transparent Cu/oxide interconnect wafer bonded to a CTE-
matched glass after removal of Si substrate on SEMATECH wafer [19]. 

Besides the defect-free bonding interface, it is critical to obtain high wafer 
bonding strength, or critical adhesion energy, Gc, which is determined by a four-
point bending technique [4, 19]. As shown in Figure 6, for our baseline BCB 
thickness of 2.6 µm, a Gc of 32 J/m2 is measured for BCB bonding of oxidized sili-
con wafers. This is well above the value of 22 J/m2 obtained for BCB bonding of 
an oxidized silicon wafer to a SEMATECH wafer with two-level Cu/oxide inter-
connect test structures, and much higher than the value of 6 J/m2 for BCB bonding 
of an oxidized silicon wafer to a SEMATECH wafer with Cu/JSR porous low-k in-
terconnect structures [19].  
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Direct observations indicate that failure occurs within the interconnect test struc-
ture with either oxide or JSR porous low-k dielectrics, and not at either bonding in-
terface. Even when as thin as 0.4 µm BCB, a measured Gc of 19 J/m2 is sufficiently 
high, i.e., much higher than that of Cu/porous low-k interconnect structures, indi-
cating that a range of BCB thicknesses can be implemented. 
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Figure 7. Process flow of a typical double bonding/thinning procedure (left), permitting 
bonding and thinning impacts on electrical properties of processed wafers without inter-
wafer interconnect processing [19]. Right image is a FIB cross section of CMOS SOI wafer 
after such a procedure [5]. 

This high Gc for wafers bonded using BCB is maintained after standard IC 
package reliability tests performed at Freescale, such as die-level autoclave and 
liquid-to-liquid thermal shock (LLTS) tests, and sawing of BCB-bonded wafers 
[20]. The autoclave tests were conducted at conditions of 100% humidity, 2 atm, 
and 120oC for 48 h or 144 h. The LLTS tests were conducted between 50 and 
125oC for 1000 cycles. 

In addition, the thermal cycling tests conducted in nitrogen ambient indicate 
that the wafer bonding using BCB is stable up to at least 400oC [17]. 

While BCB as a dielectric bonding adhesive provides a defect-free bonding in-
terface and sufficient bond strength with high temperature stability and packaging 
reliability as well as insensitivity to surface conditions (particles, roughness, and 
planarity), it is also critical to evaluate bonding and thinning impacts on the electri-
cal performance of processed wafers. Figure 7 depicts a procedure of double bond-
ing/thinning and BCB ashing for such an evaluation, with electrical properties of 
wafers measured before and after this procedure. 

Joint work with SEMATECH focused on copper back-end interconnect struc-
tures. Both electromigration tests as well as performance tests (via chain resistance 
and surface leakage current with comb-like structures) were conducted, with per-
formance tests depicted in Figure 8. While some degradation in via-chain resis-
tance and surface leakage was observed after the double bonding/thinning proce-
dure, particularly with the Cu/ultra-low-k structures, the final results were 
considered mostly within specification. There was no attempt to reduce process-
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induced stress with the Cu/ultra-low-k structures; we believe the small degrada-
tions observed can be reduced with further process refinement. Electromigration 
data was similarly promising [20]. 

Similar electrical tests have been done with Freescale state-of-the-art 130-nm 
technology CMOS SOI test structures with four-level copper/low-k (organosilicate 
glass) interconnects and aluminum bond pads [5]. Results indicate very little 
change in ring-oscillator delay, n-FET and p-FET threshold voltage and n-FET and 
p-FET sub-threshold voltage leakage. Figure 9 shows typical results of (a) ring os-
cillator delay and (b) threshold voltages of n-FET. An FIB cross section of the in-
terconnect structure, active Si layer and BOX layer of the original wafer, bonded 
with BCB to a prime Si wafer is shown in the right side of Figure 7. 

0 1 2
0

20

40

60

80

100 0.25 m with 360K vias

Cu/oxide
 Original
 Post double 

          bonding/thinning
Cu/porous low-k

 Original
 Post double 

          bonding/thinning

Via-Chain Resistance

Via-Chain Resistance  (OHMS)

P
ro

ba
bi

lit
y 

D
is

tri
bu

tio
n 

(%
)

-12 -10 -8 -6 -4
0

20

40

60

80

100

Cu/oxide
 Original
 Post double 

          bonding/thinning
Cu/porous low-k

 Original
 Post double 

          bonding/thinning

0.25 m width, 0.3 m spacing with 114 fingers
Comb-to-Comb Bridging Current at 5 V

Bridging Current (LOG_AMPS)

P
ro

ba
bi

lit
y 

D
is

tri
bu

tio
n 

(%
)

Slight changes with Cu/oxide interconnects
Larger changes with Cu/porous low-k interconnects, but within accepted 
limits

Figure 8. Electrical tests of SEMATECH copper interconnect wafers before and after dou-
ble bonding/thinning processing [19]. 

Key Issues with Wafer-Level 3D Technologies 

Wafer-level 3D IC technology is a significant addition in IC processing, although 
the complexity of subsequent packaging might be reduced. While the individual 
process steps of wafer-to-wafer alignment, wafer bonding, wafer thinning and in-
ter-wafer interconnection are within IC process capabilities at this time, all such 
processes must be introduced simultaneously. For commercial markets, this would 
be either at a given technology node or a specific large-volume market, e.g., a 
large-size memory stack integrated with a processor, or smart imagers with pixel-
by-pixel processing. While 3D design tools that properly account for parasitic cou-
pling and signal integrity issues are needed, their development is considered within 
current capabilities.  

One of technical concerns with 3D integration is how to align wafers with ade-
quate alignment accuracy across the full wafer. The 3D approach we have focused 
on in this chapter generally does not require sub-micron wafer alignment accuracy 
because the wafers are stacked after BEoL processing. With this approach, a rela-
tively small number of inter-wafer vias are needed to substitute for the global long 
interconnects that exist on conventional 2D chips; the via landing pads on top of 
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the BEoL-processed “bottom wafer” can be made large (micron scale); vias can be 
precisely aligned to the “top thinned wafer” using a conventional stepper lithogra-
phy, therefore allowing some wafer-to-wafer alignment tolerance. In contrast, wa-
fer-level 3D approaches in which front-end-of-the-line (FEoL) processing (and 
perhaps with first-level metal BEoL processing) is completed, require very high in-
ter-wafer interconnectivity, and therefore very high wafer alignment accuracy. 
High alignment accuracy is also essential for applications where very large num-
bers of inter-wafer interconnects are needed.   
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Figure 9.  Electrical tests of Freescale CMOS SOI Cu/low-k wafer before and after double 
bonding/thinning processing [5]. 

For 3D integrated systems with any wafer bonding approach, the issue with 
thermal-mechanical stress must be considered because the active thin silicon de-
vice layers bonded on top of a 3D stack (e.g., the third-level active wafer or higher 
as shown in Figure 3) are far from the rigid silicon substrate on the bottom of the 
stack. This is particularly true for sub-100-nm devices with Cu/low-k intercon-
nects, which are usually more sensitive to the local stress than that of larger de-
vices with Cu/oxide interconnects. Some stress was observed in a nanoscale SOI 
layer that was BCB-bonded to another silicon wafer, forming a layer structure of 
SiO2-TEOS/SOI/BOX/BCB/Si-substrate, as shown in Figure 10. So far, the strain 
measured in the active SOI (70 nm or 140 nm) is small; therefore, shifts in the sili-
con electronic properties that cause changes in transistor performance are not an-
ticipated [21]. 

Another key issue is thermal management, which is already limiting high-
performance processor design. However, by proper design partitioning (e.g., proc-
essor and part of memory cache at lower level and large-size memory at upper lev-
els), the thermal constraints can be relaxed, particularly with extra copper inter-
wafer interconnects for thermal flow (as well as electrical grounding) [22]. 
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Figure 10. Si (004) reciprocal space map for 70 nm SOI bonded to Si using a 1-µm BCB. 
The SOI tilt relative to the substrate causes a horizontal shift; the strain in the SOI layer 
leads to a vertical shift of the SOI Bragg peak relative to the substrate peak [21]. 

Moreover, die yield can be a key issue for wafer-level 3D. Unlike die-to-die 
and die-to-wafer 3D implementations where KGD can be used (fully or partially, 
respectively), wafer-level 3D implies a yield hit. However, there exist yield en-
hancements inherent to the 3D integration scheme that arise from reductions of 
both die size and processing/material complexity, allowing the use of mature, op-
timized and high-yield processes/materials specific to each wafer in the stack. 3D 
integration can also eliminate high-risk technologies as required for interconnects 
on 2D chips since small die size and vertical vias reduce global wire lengths, hence 
RC delay and power consumption. Moreover, 3D integration allows the use of 
more flexible architectures to further enhance the yield, such as, partitioning of 
functional circuits/technologies on separate layers, increased redundancy design, 
and 3D routing. 

A key limitation is time-to-market of new IC designs with die scaling within a 
technology node. Wafer-level 3D requires equal die area or wasted area in some 
wafers in a stack, which is contrary to IC design practice. Furthermore, wafers 
from different manufacturers would have to be carefully controlled for wafer 
alignment and bonding. Integrated device manufacturers and foundries will benefit 
from wide-spread acceptance of wafer-level 3D technology platforms. 

Comparison with SiP and SoC 

SoCs and SiPs are idealizations that emphasize high functional density at the die 
(or chip) level, or in a package containing multiple dies (or chips) and passive 
components. SiPs can either be in planar 2D implementations (e.g., multichip 
modules) or in 3D stacks (either bare die or chip-scale packaged die) with periph-
eral wire-bonded contacts. This is distinct from die-to-die 3D with micron-scale 
areal inter-die interconnects.  
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SoCs are similar to wafer-level 3D ICs in that monolithic wafer-level processing is 
used throughout (prior to single-die packaging), but dissimilar to wafer-level 3D in 
that signal integrity and power delivery issues can be limiting in leading-edge high-
performance designs. SiPs are similar to wafer-level 3D ICs in that heterogeneous 
integration is readily achieved. But a key difference is that SoCs and SiPs have on-
going technology platforms with well-defined technology roadmaps. Wafer-level 
3D is in a relatively embryonic stage, with many research and development activi-
ties, but no known manufacturing commitment to date. 

While wafer-level 3D is not currently in manufacturing, the anticipated high-
performance, high-component density and ease of heterogeneous technology inte-
gration capabilities have created much research interest. Wafer-level 3D has the 
potential for low manufacturing cost, as the monolithic processing is extended to 
another level of integration. However, more than a robust technology platform will 
be needed to launch this technology (see a summary of the comparison in Table 1). 
The design community will need to fully utilize the enhanced interconnectivity po-
tential, not only map 2D designs into 3D. Moreover, technology scaling to lower 
feature sizes and design enhancements must be coordinated so that die size in the 
various wafers in the stack are changed synchronously.   

Table 1. Comparison of wafer-level 3D integration with SoCs and SiPs. 

SoCs SiPs 3D ICs 
Performance (speed, frequency, power) M W B 
Signal process packing density M W B 
Heterogeneous integration W B M 
Manufacturing ready M B W 
Manufacturing cost in low-medium quantities B M W 
Manufacturing cost in high quantities M W B 

Summary and Conclusions 

A viable wafer-level 3D hyper-integration technology platform with dielectric ad-
hesive bonding and copper vias has been described. An inter-wafer via-chain struc-
ture has been fabricated, demonstrating the feasibility of this 3D technology, with a 
baseline process flow of one-micron wafer-to-wafer alignment, BCB wafer bond-
ing, three-step wafer thinning and copper damascene patterned inter-wafer inter-
connection. Evaluations indicate the thermal, mechanical, and electrical robustness 
of the baseline wafer bonding and thinning processes as well as compatibility with 
BEoL processes and packaging. The key advantages of BCB wafer bonding in-
clude the ability to accommodate wafer-level non-planarity (e.g., surface topogra-
phy, wafer bow) and particulates at the bonding interfaces, high bond strength, and 
relatively low temperature bonding process as well as high temperature stability af-
ter bonding. 

Wafer-level 3D hyper-integration offers potentially significant benefits in per-
formance and functionality (with less material/processing constraints) over 2D ICs 
(including SoCs), and performance, interconnectivity, and cost benefits over die-
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to-wafer or die level solutions (including SiPs). Issues related to wafer alignment 
accuracy, thermal-mechanical stresses, thermal management, yield and common 
die size need to be more fully considered. However, the wafer-level 3D integration, 
as a future information technology, has clear advantages in performance, heteroge-
neous integration, and in low-cost high-volume manufacturing compared to SoCs 
and SiPs.  
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Introduction

The semiconductor industry has moved into the realm of nanoelectronics [1]. The 

shrinking of device and structure sizes has also required new materials and is ex-

pected to soon require new device designs. All of these factors have driven the 

need for both evolutionary and revolutionary advances in materials characteriza-

tion. In this chapter, we discuss the requirements for new materials characterization 

capability and some of the advances in this area. 

The semiconductor industry has always relied on materials characterization to 

enable both research and manufacturing. Materials characterization methods pro-

vided microscopy as well as elemental and chemical analysis.  Recently, traditional 

microscopy methods such as scanning electron microscopy (SEM) and transmis-

sion electron microscopy (TEM) have been augmented by scanned probe micro-

scopies such as atomic force microscopy. Chemical and elemental analysis has 

been done on liquids, bulk solids, and solid surfaces. A variety of chemical infor-

mation has proven critical to the semiconductor industry from trace contaminant 

detection and quantification to quantification of the elemental content. Often this 

information must be determined in the form of a depth profile. Electrical properties 

such as carrier concentration are routinely determined. In this book, advances in a 

number of materials characterization methods are discussed in detail. This chapter 

is an overview of the present and future materials characterization requirements for 

the semiconductor industry and some of the advances in the science and technol-

ogy of the characterization methods themselves. 

The continuous advance of the semiconductor industry toward smaller devices 

and greater clock speeds is forcing the introduction of new materials, structures, 

and devices. The most advanced transistors have gate lengths below 50 nm and use 

thin films less than 1.5-nm thick. Interfacial layers either dominate or greatly influ-

ence a majority of the physical and electrical properties of transistors and on-chip 

interconnect. Over the past several years, the rapid reduction in feature size has 

driven the use of higher dielectric constant materials in the transistor and lower di-

electric constant materials in interconnect. Soon, the heavily dope poly-silicon used 

for gate electrodes will be replaced by metal gates, and silicon oxynitride will be 

replaced by the so-called high-k dielectrics. Copper metal lines have replaced alu-

minum metal lines in logic chips. Copper interconnect structures are fabricated 

processes using Damascene (also known as inlaid metal). The semiconductor in-

dustry roadmap for the future (the International Technology Roadmap for Semi-
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conductors) indicates a continued need for new materials and structures [2]. These 

topics will be covered in the first section.  

New materials and reduced device sizes will not solve all of the problems asso-

ciated with future transistors. Already, local stress is being used to improve carrier 

mobility and thus transistor performance. The ITRS also projects the need for non-

classical complementary metal oxide semiconductor (CMOS). A comparison of 

CMOS, non-classical CMOS, and novel transistors is shown in Figure 1. Fabricat-

ing transistors on ultra-thin silicon layers on top of a buried oxide layer (silicon on 

insulator wafers – SOI) is one part of the solution. Multi-gate and surround gate 

transistor designs such as the FINFET are considered likely candidates for manu-

facturing. These topics will be covered in the second section. 

Materials characterization has also steadily advanced. Microscopy has seen the 

introduction of new electron lens technology that reduces lens aberration [3]. Use 

of lower energies has improved the depth resolution of ion-beam-sputtering-based 

depth profiling. Surface analysis methods have greatly improved their sensitivity 

and repeatability. Optical and X-ray methods have proven their ability to measure 

thin films and new materials. In the final section, we will review recent advances in 

materials characterization methods and project some future needs.   

Materials Characterization Needs for New Materials 

Over the past several years, the semiconductor industry has introduced more new 

materials and processes into manufacturing than it did over the past 20 years com-

bined. Logic applications have switched from aluminum-silicon dioxide metalliza-

tion materials and processes to copper – lower -Damascene (inlaid) processes. 

Chemical mechanical planarization would have been considered inappropriate fif-

teen years ago, and now it is standard. Transistor and capacitor dielectric materials 

have switched to silicon oxynitride in manufacturing and high-  with metal gate in 

R&D. Lithographic exposure systems have moved from 248-nm to 193-nm light 

sources in manufacturing, and immersion lens systems are expected to extend   

193-nm photolithography into the technology range previously covered by 157-nm 

exposure. New photoresist and anti-reflective coatings have been introduced to 

meet this need. In addition, reflective photomasks and photoresists sensitive to 11 

nm are being developed for EUV photolithography [4]. In this section, the materi-

als characterization requirements that are driven by new materials are discussed. 

Photolithography 
The introduction of new photoresist materials for dry and immersion 193-nm expo-

sure systems require development of new optical measurement and modeling capa-

bility. Reflection and ellipsometry measurements have been extended to the UV 

beyond 157 nm. Laboratory-grade systems reach from 140 nm in VUV to 1700 nm 

in the near IR. Optical models in visible and IR are well known, especially for tra-

ditional materials. The introduction of low- and high-  materials has required con-

siderably more sophisticated modeling. These materials absorb light in UV. The 

situation in photolithography is even more complicated.  Knowledge of the optical 
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properties of new photoresist materials in the UV is a critical part of engineering 

the entire process.  

Figure 1. Comparison of CMOS, non-classical CMOS, and novel transistors. Top right fig-

ure courtesy Mark Bohr (Intel) [9]. Other figures courtesy Bruce Doris (IBM) [18]. Figures 

 IEEE and used with permission. 

EUV photolithography technology is seen as a key enabler for future photo-

lithography processes. The reflective mask technology is considerably different 

from traditional transmission masks used for visible and UV exposure [4]. Multi-

layers of Mo and Si provide a mirror to reflect the 11 nm EUV radiation. X-ray dif-

fraction and reflectivity are used to insure the periodicity and quality of these mir-

rors. A TEM cross section of a typical (R&D) EUV mask is shown in Figure 2. 

Reflectometers must now function at the 11-nm wavelength so that the total reflec-

tivity of these mirrors can be measured [4]. The atomic level smoothness require-

ments are driving applications improvements in flatness measurements. Atomic 

level resolution in all three dimensions is possible using atomic force microscopy. 

Atomic level resolution normal to the surface is also measured at larger surface 

wavelengths using interferometry and other methods. In Figure 3, we show the re-

90-nm Node Transistor - 2004 
Sub-10-nm Beyond CMOS Transistor on 

thin SOI 

nMOS MOSFET

pMOS FINFET 
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lationship between spatial frequency ranges and the three flatness measurement 

methods: AFM, surface profiling, and interferometry. 

Absorber

Buffer

Multilayer

Low thermal expansion substrate

TEM courtesy of AMD

Absorber

Buffer

Multilayer

Low thermal expansion substrate

TEM courtesy of AMD

Figure 2. Cross-sectional view of multi-layer EUV masks     

Figure courtesy Phil Seidel (International SEMATECH) [4.] 

Figure 3. Measurement of EUV mask flatness. Figure courtesy Phil Seidel (International 

SEMATECH) [4]. 
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Front-End Processes 
New materials and structures have been critical enablers in the continued scaling of 

transistor and capacitor technology. In Figure 4, the materials characterization 

needs for transistors are depicted. In order to continue reducing the effective oxide 

thickness (EOT) below 2 nm, silicon oxynitride is now used as the gate dielectric 

material [2]. Further reduction of the EOT will require the use of metal gate elec-

trodes and higher -gate dielectrics. The interface between the gate dielectric and 

transistor channel as well as the interface between the gate dielectric and the gate 

electrode play a key role in the capacitance of the transistor gate stack, and thus the 

electrical performance of the transistor. The need for atomic level characterization 

of these interfaces and the thin films in the gate stack is a key motivator for im-

proving the spatial resolution of TEM and the optical models used for ellipsometry. 

Ideally, the industry needs atomic maps of the interfaces and thin films in the tran-

sistor gate stack.  Advances in TEM capability are discussed below in the section 

on advances in materials characterization methods. 

The use of metals gates adds some complexity to the materials characterization 

and in-line metrology of the transistor gate stack. Although it is often forgotten, the 

thickness of thin metal films less than ~15 nm can be measured by ellipsometry 

[5]. Thicker films and multi-film stacks require the use of X-ray reflectivity 

(XRR). Applications development for XRR includes the need to understand the 

limitations of this method and improved models that enable multiplayer measure-

ment in the presence of interfacial roughness [6]. New substrate materials are dis-

cussed below. 

Figure 4. Materials characterization requirements for transistors: ability to understand inter-

face structure – atom by atom, ability to observe interdiffusion — Imaging and spectros-

copy, ability to determine elemental composition – ELS and EDS, ability to understand 

chemical state — ELS. Figure courtesy Howard Huff.
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On-Chip Interconnect 
Ideally, the semiconductor industry would like to know the microscopic properties 

of patterned line and via structures. In Figure 5 we illustrate the materials charac-

terization requirements for interconnect. The grain orientation and point by point 

film thickness of barrier layers on trench and via/contact sidewalls is just one ex-

ample of an interconnect materials characterization need that is becoming more 

difficult as feature sizes shrink. Previously, the diameter of contact/via structures 

was large enough that one could know when a cross-sectional view was through 

the middle of the via cylinder. As films become thinner, the need for 3D atomic 

mapping can also be applied to interconnect structures.

A great variety of measurements are required for complete characterization of 

low-k materials [7]. Optical and X-ray methods have proven capable of routine 

measurement of thickness and porosity. Pore size distribution can be measured by 

small angle X-ray scattering. A number of methods have been used to determine 

the elastic properties of low-  materials such as acoustic methods and nano-

indentation [7]. Other properties such as the coefficient of thermal expansion re-

main difficult to measure. 

Figure 5. Materials characterization requirements for interconnect. (Characterization of bar-

rier layers, vias, and copper metallization is becoming increasingly more difficult as feature 

sizes shrink. Cross sectioning through a via often results in a section that does not represent 

the middle of the via. Figure courtesy Brendan Foran (International SEMATECH). 
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Materials Characterization Needs for New Structures and 
Substrates

Transistors and Capacitors 
Shrinking transistor gate lengths allow both increases of device density and transis-

tor switching speed. It is useful to discuss why channel engineering to improve 

mobility has become a critical need for the semiconductor industry. The transistor 

delay (switching speed)  is proportional to the power supply voltage Vdd and in-

versely proportional to the saturation drive current Idsat as follows (C load is the ca-

pacitive load) [8] 

 = Cload Vdd / Idsat     . 

For long channel devices, Idsat is inversely proportional to gate length and the 

EOT under inversion conditions. It can also be increased by improving the carrier 

mobility. For very short channel devices, the gate length does not appear in the ap-

proximate expression for drive current Id . An approximate expressions for I dsat 

are [8] 

Idsat = (W/L) eff Cox [0.5 VDsat
2] long channel transistors   VDsat = (VG – VT)

Id ~ W eff Cox (VG – VT) sat very short channel devices 

Here, eff is the carrier mobility, W is the transistor width, Cox is the capacitance 

of the gate dielectric, and VG and VT are the gate and threshold voltages, respec-

tively. Thus, the industry has focused on channel engineering as a critical part of 

maintaining Idsat values ~ 1 mA/ m. The saturation carrier velocity is sat .

At least three means of increasing carrier mobility are already in manufacturing 

at the 90 nm technology node. Transistor gate lengths in logic devices are 45 nm at 

the 90-nm node. These methods use tensile stress to increase electron mobility and 

compressive stress to increase hole mobility. One approach [9] uses thicker silicon 

nitride layers above the NMOS and replaces the source and drain in the PMOS 

with silicon germanium as shown in Figure 6. Another approach uses the stress in-

duced by the shallow trench isolation to stress PMOS channels [10]. The amount of 

stress can be altered by changing the distance between the STI and the edge of the 

gate electrode. Critical modeling work has shown how compressive stress along 

the <110> direction of silicon increases hole mobility [11, 12]. Measurement of lo-

calized stress is very difficult. One of the issues is that the area of interest is the 

transistor channel which is buried under the transistor gate. For NMOS, the silicon 

nitride layer is above the transistor, and stress can be measured in that layer. The 

difficulty with this approach is correlating layer stress with that in the channel. Re-

cent work has demonstrated that the principle of no increase in stress with layer 

thickness holds true for the silicon nitride layer. However, layer thickness changes 

do increase stress in the channel region [13]. The relationship between the stress in 
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the measurable layer (silicon nitride) and that in the channel must be model based. 

Stress in the PMOS channel is even more difficult to measure locally. The process-

based methods of increasing carrier mobility use uni-axial stress (or mostly uni-

axial) stress. 

Figure 6. Compressively stressed PMOS and tensile stressed NMOS Transistors. Process 

induced stress is already used in volume manufacturing in the 90-nm node. Figures courtesy 

Mark Bohr of Intel. Figures  IEEE and used with permission [9]. 

Future approaches to stress-induced improvement of carrier mobility include 

the use of metal gates [14] and strained silicon substrates. Strained silicon sub-

strates are grown on top of silicon germanium layers where the lattice mismatch 

provides the stress. Strained silicon can either be left on top of the SiGe or trans-

ferred to a wafer with a surface oxide layer producing the so-called sSOI. It is im-

portant to note that these layers are bi-axially strained, while the channel engineer-

ing provide nearly uniaxial stress along one crystallographic direction. It is also 

important to note that the process-based approach allows one to use compressive 

stress for P channel devices and tensile stress for n-channel devices, while the sub-

strate approach presume that both n- and p-channel devices can improve mobility 

using the same type of stress. The complete description of the stress imparted by 

the silicon nitride layers includes uniaxial tensile stress along the channel and 

compression out of the plane of the transistor [11].   

The complete explanation for how the stress increases carrier mobility seems to 

controversial. Fischetti et al. [15] have investigated the standard explanation of 

bulk electron mobility increases coming mainly from the removal of degeneracy. 

This mechanism accounts for only part of the increase in channel mobility for the 

high carrier concentrations found in the inversion layer at the channel surface. This 

group believes that the increased mobility may be due to reduced interfacial rough-

ness resulting in less carrier scattering. Lundstrom and Ren have proposed that the 

current in short channel devices is limited by the amount of thermal carriers in-

jected from the source into the channel [16]. In short, metrology must turn to the 

PMO

Compressive strain 

increased hole mobility 

45-nm NMOS 

Tensile stress SiN layer 

increased electron mobility 
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modeling community for a usable relationship between the stress in a film that one 

can measure and the stress in the channel region.  

In the future, maintaining Idsat will require additional improvements in transistor 

technology [17]. Functioning sub-10-nm CMOS transistors have been fabricated 

by Doris and coworkers on SOI substrates [18, 19]. Characterization of the ultra-

thin silicon layers used in these devices is extremely challenging. Most notable of 

these is the need for either multiple gates on the same transistor or wrapping the 

transistor gate around the sides of the channel. The FINFET is the most widely dis-

cussed of these designs, and it is shown in Figure 7. The gate dielectric is on the 

sidewalls of these devices. Other challenges to the metrology community include 

measurement of doping in new structures such as FINFETs. 

SiO
2

BOXBOX

GateGate

DrainDrainSourceSource

SiOSiO22 SiOSiO22

SiO
2

BOXBOX

GateGate

DrainDrainSourceSource

SiOSiO22 SiOSiO22

Figure 7. FINFET transistor. Figure courtesy T.J. King, UC Berkeley. 

The scaling of capacitor structures used in memory ICs also challenges materi-

als characterization. In Figure 8, we show both trench capacitor and stacked ca-

pacitor cross sections. Higher dielectric constant materials are also needed for ca-

pacitors. 

Advances in Materials Characterization Methods 

Transmission Electron Microscopy (HR-TEM and ADF-STEM) 
The invention of aberration correctors for electron lenses has resulted in spectacu-

lar advances in the spatial resolution of both HR-TEM and ADF-STEM [3, 20–25]. 

Along with the ability to place a very finely focused beam on a single column of 

atoms, the energy resolution of electron energy loss spectroscopy has been greatly 

improved by energy filtering the electron source. Both the Wien filter and the 

Omega filter have been used as energy filters [25, 26]. Along with advances in the 

microscope hardware, simulations have played an important role in understanding 

the imaging and the best approach for analysis [27–30]. 
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Figure 8. Trench and stacked capacitors TEM characterization of thin metal layers is be-

coming more challenging as scaling continues. Figure courtesy FEP technical working 

group of the International Technology Roadmap for Semiconductors. 

The advantages of STEM for microanalysis include the ability to intuitively in-

terpret the image and the localization of the image to an atomic column [20–25]. 

STEM done with an annular dark field detector provides Z contrast imaging of 

atomic columns in crystalline materials [3, 21–23]. The first STEM aberration cor-

rected microscope resolved the silicon dumbbell structure, which consists of two 

closely spaced atomic columns when imaging down the Si <110> zone axis as 

shown in Figure 8 [3]. Aberration corrected STEM was soon used to locate which 

atomic column a La atoms was in CaTiO3 [20, 21]. The latest advance brings hope 

for 3D atomic resolution [22, 23]. Recently, Pennycook showed the utility of aber-

ration corrected STEM in the analysis of atomic diffusion of Hf atoms in high-k 

gate stack materials [31]. The depth of focus of aberration corrected lens enables 

3D location of single atoms. In Figures 9 and 10, this ability is illustrated. HR-

TEM has also profited by use of the aberration correction lens [24]. Again, images 

resolving the silicon dumbbell structure were used to illustrate resolution im-

provement. 

As aberration correctors reduced the beam diameter to below 0.1 nm, the mi-

croscopy community used multi-slice simulations to understand the physics of 

STEM imaging using reduced beam size [27–30]. One example of how the simula-

tions can assist image and understanding of localization of ELS spectra is the work 

of Dwyer and Etheridge for 60-nm-thick silicon [29]. Their simulations show 

match experimental observation that the Si dumbbell structure of Si (110) is not re-

solvable for beam diameters of 0.2 and 0.12 nm, while it is resolvable for a beam 

diameter of 0.07 nm [29]. They also find that a beam diameter of 0.2 nm is not able 

to resolve the atomic columns of Si (100), while beam diameters of 0.14 nm and 

0.07 nm do resolve the atomic columns. These simulations found an oscillatory na-

ture of the beam intensity on adjacent atomic columns vs sample depth [29]. This 

Silicon

High-k Dielectric

Metal

Trench = 122nm 

diameter by 
7000nm deep
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implies that ELS spectra can contain contributions from adjacent atomic columns. 

The oscillatory nature of the signal on the atomic column originally impacted can 

result in unusual effects. For example, a dopant atom at 8 nm down the atomic col-

umn may not produce any signal when the 0.007 nm beam diameter is used even 

though image resolution is improved [29]. Muller et al. have shown that after trav-

eling 30 nm down one atomic column the beam can jump to adjacent atomic col-

umns when imaging the Si dumbbell structure [28]. This simulation includes the 

effect of lattice vibrations, and was done using an aberration corrected beam.  

Figure 9. 3D imaging by Aberration corrected STEM.

The ability to focus at different depths enables observation of Hf atom diffusion into thin 

oxide interface layers between the silicon substrate and the HfO2 high-k layer. Here, six im-

ages from a through focus series of 21 images, are used to show a single Hf atom going in 

and out of focus (see the red circle).  The focus step size was 0.5 nm per frame. Figure cour-

tesy Steve Pennycook (Oak Ridge National Laboratory), work done for the US Department 

of Energy and not subject to copyright [31]. 

They further showed that the depth of a dopant atom in one column of the 

dumbbell structure can influence which of the two atomic columns has the higher 

intensity in an image [28]. In addition, their simulation showed that beam spread-

ing is considerably larger in amorphous Si. This information is critical to under-

standing ELS spectroscopy in ADF-STEM. At some sample depths and imaging 

conditions, an atom resident in the atomic column may not contribute to the ELS 

signal [28]. It also shows that the ELS signal may come from an atom in an adja-

cent atomic column. Simulations of other materials also exist as well as simulations 

of the effect of atomic disorder on the columns [30]. Another important and under-

utilized capability is the characterization of strain at the interface by STEM [32].  

f-0.5nm f±0.0nm

f+2.0nmf+1.5nmf+1.0nm

f+0.5nm 
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Figure 10. 3D View of HfO2 – silicon interface. A graphical image of the interface was cre-

ated using the through focus series of STEM images such as those shown in Figure 9. 

The yellow color is the Hf oxide high k and the dark gold areas represent the silicon atoms. 

The colored atoms between these layers are Hf atoms in the silicon dioxide interface layer. 

Figure courtesy Steve Pennycook (Oak Ridge National Laboratory), work done for the US 

Department of Energy and not subject to copyright [31]. 

The ultimate goal of 3D atomic resolution mapping of atomic locations and 

physical properties remains elusive. As discussed above, aberration corrected 

STEM has proven capable of atomic location in interfacial structures.  Other meth-

ods are also working toward this goal. An important, new method know as local 

electrode atom probe [LEAP] provides 3D atomic maps of conductive samples. 

LEAP has already mapped the location of boron atoms in silicon [6]. 

Conclusion

The semiconductor industry has already entered the world of nanotechnology. The 

impact of nanodimensions on materials and device properties has driven the intro-

duction of new materials such as low-k inter-level dielectrics. This change in di-
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mension and properties has also resulted in the need to develop new materials 

characterization capabilities. In addition, it is important to note that materials char-

acterization will continue to play a critical role in the development of new nano-

electronic technology and in manufacturing process control.   
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Advanced Material Characterization by TOFSIMS 
in Microelectronic 
T. Conard, W. Vandervorst 

IMEC, Material and Component Analysis Department, Leuven / Belgium 

Introduction

With the ever-demanding shrinking of the dimensions of electronic devices, and 
according to the ITRS roadmap [1], the number of materials involved in IC manu-
facturing will only increase in the near future (including high- and low-k dielec-
trics, copper, polymers, etc.). Also, as development cycles become shorter and 
shorter, this presents a heavy challenge for characterisation techniques that have to 
be able to provide, in a quantitative manner, a full characterisation of the different 
layers and materials involved in device processing.  

Unfortunately, no single technique is capable of providing a full quantitative   
3-D characterisation of all materials. Among the techniques that are recently gain-
ing in interest, time of flight-secondary ion mass spectrometry (TOF-SIMS) is a 
significant one due to the wide range of information that it can provide both on or-
ganic and inorganic systems. It can indeed not only be used in a static (surface sen-
sitive) mode but also, combined with a second ion source, in a profiling mode. 
However, in general, only semi-quantitative information can be retrieved from a 
TOF-SIMS experiment due to the large matrix effect present in SIMS experiments 
and/or lack of references. 

In this review, we will present a number of applications of TOFSIMS in ad-
vanced materials characterisation in microelectronic research, both in static and in 
dynamic mode.  

Experimental

Secondary ion mass spectrometry (SIMS) is the mass spectrometry of ionised par-
ticles that are emitted following the bombardment of a surface by an ion beam. In 
its time of flight version, the primary beam is pulsed for a very short time (~ns). 
The emitted ions are accelerated to a given potential and then allowed to drift in a 
field-free space. The flight time of the secondary ions in this space to the detector 
can then be converted to their masses using the classical kinetic energy relation.  

Commonly used ions as primary beams are Ar+ and Ga+ but more recently, 
heavier ion (clusters) such as C60

+, Aun
+ or Bin

+ have been investigated and have 
shown significant improvement is signal quality, mostly at large masses compared 
to the Ga+ ions.  
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In the dynamic mode, a second primary ion beam is used in order to erode the 
sample, and analysis is performed in the formed crater in order to obtain depth in-
formation of the analysed sample. This second ion beam is typically from noble 
gas (Ar, Xe), O or Cs, similarly to the usual dynamic SIMS study.  

In this review, all results presented were acquired from a TOF-SIMS IV from 
IONTOF with a primary analysis Ga 15 keV source and Xe 350 eV–1 keV as a 
sputtering source for the dynamic data.  

Metal Contamination 

The measurement of surface metal contamination during device fabrication is in-
creasingly important with the new era IC technology. It is traditionally measured 
on unpatterned wafers by total X-ray reflection fluorescence spectroscopy (TXRF). 
The large area needed for TXRF analysis, however, renders this technique useless 
when a specific area of a wafer has to be analysed. In addition, in a number of 
cases, the sensitivity of conventional TXRF tools does not reach the necessary lev-
els and sensitivity enhancement that has to be obtained through vapour phase de-
composition (VPD) over the whole wafer, giving only an average contamination 
level at wafer level. On the other hand, using TOFSIMS most of the metallic ele-
ments can be detected and, with an adequate procedure, also quantified on the Si 
surface. It can be of particular advantage when, for instance, Al contamination has 
to be analysed on Si. Indeed in this case, due to the high Si intensity measured by 
TXRF, the detection limit for Al is very poor, while the good mass resolution of 
the TOFSIMS spectra allows easy identification of Al intensities. Even in the 
analysis of Fe, which is often considered as a test case, the mass resolution of pre-
sent TOFSIMS instruments are good enough to separate Fe+ ions from Si2

+ ions.  
In order to assess the use of TOFSIMS as an analytical tool, it has been com-

pared to other established techniques by several groups [2–5]. These works all 
showed the importance of reference sample preparation in order to compare the re-
sults with TXRF. Indeed, when using standard methods of chemical analysis used 
for the validation of the vapor phase decomposition-atomic adsorption technique 
(VPD-AA), large inhomogeneities in the surface concentration prevents the com-
parison of the TOFSIMS results with the TXRF results [5]. When careful experi-
ments are performed, very reliable correlation with TXRF can be obtained and 
relative sensitivity factors (RSF) can be determined. An exhaustive list of RSF has 
been published by Douglas et al. [6]. 

In the implementation of Cu interconnects, due to the difficulty of dry etching 
this material, a damascene metallization scheme is used in combination with 
chemical mechanical polishing (CMP). This potentially induces Cu contamination 
of the insulating layers. However, due to the small dimension, TXRF cannot be ap-
plied to such measurements. In this case, TOFSIMS is a very useful alternative due 
to its high lateral resolution possibilities [7]. From a comparison of XPS/TXRF and 
TOFSIMS data on Cu-contaminated wafers, we determined a RSF of 8.6E13, very 
close to the value published by Douglas and Chen [6]. Figure 1 shows typical im-
ages that can be obtained on an array of Cu and SiO2 lines from which full quanti-
fication can be obtained by normalizing the 30Si and 63Cu images, clearly showing 



Advanced Material Characterization by TOFSIMS in Microelectronic 439

a large dependence of the Cu contamination coverage at the center of the SiO2 lines 
as a function of the line spacing (Figure 2). 

Figure 1. Si and Cu intensities measured by TOFSIMS after a CMP process. The right im-
age presents the Cu/Si intensities, used for Cu coverage measurements. 
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Figure 2. Cu contamination concentration dependence on the line spacing in a SiO2/Cu line 
pattern after CMP. 

Cleaning of Silicon and Drying Technology 

The cleaning of the Si surface is one of the major challenges for future technolo-
gies. It is not only the metal contamination that is of concern, but also organic con-
tamination should be at a very low level, in the order of 1E13 atm/cm2. On the one 
hand, the primary use of TOFSIMS has historically been the analysis of organic 
materials and on the other hand, most traditional techniques such as XPS, FTIR, 
etc. have too high detection limits to be useful for such analyses. It is thus natural 
to consider TOFSIMS as a good candidate for the analysis of organic contamina-
tion. This approach has already been studied by several groups [8–10].  
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This method is used, for instance, in the analysis of the presence of organic con-
tamination or residue after post-CMP cleaning. Figure 3 shows the intensities 
measured for some specific ion clusters typical of a complexing agent used in a 
cleaning procedure normalised to the intensity measured on a reference sample 
subjected to a standard clean. It is readily observed that for all ion clusters consid-
ered, the optimised clean (clean B) produces a surface as clean as a reference clean 
on Si wafers. When a non-optimised clean is used (clean A), a difference in the 
contamination level is observed depending on the drying method used.  

The evaluation of cleaning/drying procedure also has to be performed on pat-
terned wafers. For this purpose, the analysis of metal contamination with 
TOFSIMS in the imaging mode is particularly useful in order to identify possible 
problems in the drying uniformity as a function of the patterned structure. It is in-
deed possible to use patterned wafers with a TEOS-SiO2 pattern that are first im-
mersed in KCl solution in order to contaminate the surface and then to apply a dry-
ing method. An inhomogeneous drying or residue accumulation can thus be 
observed through the observation of K or Cl intensities. However, as topography 
also influences the ion intensities collected by TOFSIMS, the patterns are first re-
moved by a VPD process, leaving a flat area to analyse. We analysed two types of 
sample, one with a hydrophobic pattern between the SiO2 area and one with a hy-
drophilic pattern between the SiO2 area. Figure 4 shows the original pattern as well 
as the K intensities measured after drying on the two types of surface. It clearly 
shows that the residues are mostly located on the SiO2 part of the wafers but that a 
much better dry is obtained when only an oxide surface has to be dried than when a 
mixture of oxide and bare Si are present (centre).  
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Figure 3. Relative intensity of specific complexing agent intensities compared with 
reference cleans for different cleaning and drying methods. 
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Figure 4. K contamination on a patterned wafer after drying. The patterned is presented at 
the left side, with TEOS being the white area. The two TOFSIMS intensity maps are for a 
hydrophobic pattern between the TEOS (centre) or a hydrophilic one (right). 

High-k Analysis 

One of the major issues in the route to higher performances in transistor operation 
is to decrease the equivalent oxide thickness (EOT) of the gate oxide. For that pur-
pose, materials with higher dielectric constant (high-k) are integrated into the IC 
processing. This poses a number of challenges such as the possibility to grow ultra-
thin layers with high quality, reducing contamination levels in the grown layers, 
and so on, that TOFSIMS can analyse (see, for instance, references [11–14]). 

Static Mode: Layer Integrity 
One of the main techniques used for growing high-k layers is atomic layer CVD 
(ALCVD) in which alternating self-terminating reactions are made at a surface us-
ing for example HfCl4 and H2O as precursors for the growth of HfO2 high-k layers. 
One of the main problems with this technique is that the chemical state of the start-
ing surface plays a major role in the nucleation of the layer and thus smooth pin-
hole-free, ultra-thin layers are difficult to obtain. Low energy ion spectroscopy 
(LEIS) is a useful technique in order to study the layer closure in ALD due to its 
ultimate surface sensitivity but suffers from both a slow throughput and a lack of 
sensitivity. We introduced the use of TOFSIMS as an alternative in the study of the 
growth of ZrO2 on HF-last Si and on hydrophilic Si surfaces [11].  

This work has been extended to other systems such as HfO2. Figure 5 shows the 
change in the relative Si intensity measured on a series of HfO2 layers grown on 
different starting surfaces. It is seen that, for a given number of Hf atoms present at 
the surface, three clearly different sets of growth quality are observed. On HF-last 
surfaces (OH-free), very poor growth is observed with the substrate intensities only 
decreasing very slowly with increasing Hf coverage, indicating significant island-
ing of the HfO2 layer at the surface of Si. On the other hand, the presence of a 
chemical oxide strongly favours the growth and hence a very fast decay of the Si 
intensities is observed, indicating a much smoother growth than on Hf-last Si. 
When a dry oxide is present as the starting layer, some intermediate condition is 
observed.  
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Figure 5. Relative Si intensity from the growth of ALCVD HfO2 on different starting 
surfaces 

Profiling Mode: Contamination and Thickness-Diffusion 
TOFSIMS profiling in high-k research is principally used for two purposes: for the 
study of contamination levels within the layer and in the determination of layer 
modifications during processing. 

The chlorine impurities resulting from the ALCVD HfO2/HfCl4-based process 
are believed to be detrimental for electrical performance of devices. It is thus im-
portant to optimise process conditions regarding the impurity content. Figure 6 pre-
sents the Cl profile measured on three different HfO2 layers. It shows that com-
pared to standard processing conditions, it is possible to significantly reduce the 
amount of Cl in the films as well as at the HfO2/Si interface by increasing the 
length of the H2O pulse during processing or even more by increasing the process 
temperature.  

During the full processing, gate oxide layers have to sustain some thermal 
budget. It is thus important to understand the modifications occurring in the high-k 
stack upon annealing. Figure 7 shows the profiles measured on an AlZrO layer 
grown on thin rapid thermal oxidation (RTO) layer after different annealing under 
nitrogen. One can easily observe that no significant modification occurs in the 
layer up to an annealing temperature of 700 C but that from 800 C, significant dif-
fusion of the Si into the AlZrO layer is observed.  
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Back-End-of-Line Application 

A number of problems in back-end-of-line (BEoL) integration can also be studied 
using TOFSIMS (see, for instance, [15–18]). Here we will present three examples 
of the use of TOFSIMS in BEoL studies.  
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Surface Plasma Modification 
The development of low-k materials often implies the use of porous materials. 
However, metal penetration into the pore structure is an issue. In order to avoid this 
problem, several methods are being investigated in order to seal the pores at the 
surface of such films. One approach involves using a plasma treatment to seal. 
Figure 8 shows the intensity profile from a porous organic low-k deposited on Si 
that received different treatments before being submitted to a N2/H2 plasma. While 
surface modification is important in order to seal the porous dielectric, ideally 
modification of the bulk of the dielectric itself should be minimal.  It can easily be 
observed from the TOFSIMS data that for treatment one modifies the bulk of the 
dielectric the least thus favouring its use as a method of film sealing.  
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Figure 8. CN and Si ion profile of three organic low-k layer on Si treated with a N2/H2
plasma. 

The effect of the treatment can then be analysed through the full stack as pre-
sented in Figure 9 for a Cu/Ta/low-k stack that was formed on a low-k with differ-
ent treatments. In this case, one sees that the treatment containing a plasma induces 
too much modification of the layer producing a very bad interface, most likely due 
to substantial roughness, while the treatment without a plasma is closer to the ref-
erence sample, with a sharper interface.  

Copper Electroplating 
Electroplating is used for copper metallisation. To achieve the so-called bottom-up 
copper filling in small features, organic and inorganic additives are widely used in 
a plating bath. Consequently, various types of impurities are trapped in the narrow 
trench during plating. These impurities originate mainly from the additives and in-
termediate cathodic products. A small impurity concentration can influence the 
electrical property of electroplated copper significantly.  
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The influence of the line width on the impurity content has been seldom investi-
gated. Using TOFSIMS depth profiling in arrays of Cu and SiO2 lines, we can 
show that the impurity concentration significantly increases when narrower lines 
are produced as is clearly observed in Figure 10. A significant increase in the con-
tamination is already observed for the 1000-nm and 500-nm lines and a further in-
crease is seen for the 300 nm Cu lines. These impurity concentrations can have an 
influence both on the grain size and resistivity of the lines that are produced 
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Figure 9. TOFSIMS profile of a Cu/Ta/low-k stack with different treatment of the low-k. 
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Figure 10. C2 and Cl TOFSIMS profiles from an array of Cu and SiO2 lines between 1000 
and 300 nm in width. 

Conclusion

This short review of the application of TOFSIMS in the field of materials charac-
terisation in microelectronics has shown the versatility of this technique both in 
terms of the material that can be studied (organic/inorganic, conducting/insulating, 
etc.) or in term of the experimental conditions that can be used (ion types, static vs.
dynamic mode, imaging, etc.). In some areas not covered here, it is also possible to 
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reconstruct full three-dimensional profiles. The main limitation of the technique 
however remains its difficulty to easily reach quantified information at surfaces or 
interfaces but also in bulk samples if no reliable standards are available. 
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Surfaces
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Introduction

The control of interface parameters is the most crucible effort in device technol-
ogy. With the demand of down scaling to a 65-nm technology node the use of 
high-k materials and the partial or complete replacement of SiO2 is emphasized 
[1,2]. A critical measure of the achieved improvement is the equivalent oxide 
thickness (EOT) in which the physical thickness of the dielectric layer is scaled by 
the ratio of DK (SiO2) / DK (dielectric). In device applications the EOT should be 
smaller than 1 nm. To do so it is important not only to increase the DK of the di-
electric but also to minimize the formation of an interfacial SiO2 layer. It is evident 
that this demand is an ultimate challenge for materials science, surface and inter-
face characterization, and technical engineering. 

We employ state-of-the-art interface characterization techniques involving syn-
chrotron radiation (SR) excited photoelectron spectroscopy (PES) for the charac-
terization of the hetero-oxide-Si interfaces. We report nondestructive depth profil-
ing by varying the escape depth, give an analysis of intermediate oxidation states 
and chemical state of interface species to follow the silicate formation Si2p, and 
report on the use of X-ray absorption spectroscopy (XAS) in materials science. Our 
contribution to that field is the control of film growth, interface reactivity, and 
phase homogeneity in ultra-thin oxide films by applying surface science techniques 
and employing SR based electron spectroscopies for their analysis. We explain our 
experimental setup, report on the Pr2O3 / Si(001) interface, which is one of the few 
candidates to realize a EOT <1 nm dielectric barrier on Si-surfaces. We compare 
these data to the corresponding results obtained at Si(111) and at SiC(0001) sur-
faces. For the latter, the high-k materials would enable considerable progress in 
high frequencies and high-power applications, while the former are requested by 
future Si technology nodes. 

Experimental

We use the analytical spectroscopy and microscopy (ASAM) end station at the 
U49/2-PGM2 beam line at BESSY which is schematically depicted in Figure 1, the 
beam line technical details and specific properties have been described earlier [9]. 
The end-station is dedicated for spectromicroscopy to be used in materials science. 



450 Materials for Information Technology 

It consists of two UHV systems are operated in the low 10 10 mbar range. The 
analysis UHV system is equipped with a hemispherical electron energy analyzer 
(EA125) for photoelectron spectroscopy (PES) and a photoemission electron mi-
croscope (PEEM). The preparation system enables the use of deposition techniques 
[2–4] as used in molecular beam epitaxy as well as high pressure experiments [11]. 
The sample transfer system is designed to enable a fast access to either the PES or 
the PEEM system, it also enables the preparation of electrochemical prepared sam-
ples [12] and of polymeric samples [13].  

Figure 1. A schematic sketch of the ASAM end station at the BTU-owned U49/2-PGM2 
undulator beam line at BESSY, Berlin, dedicated for interface analysis and materials re-
search.  

Two types of typical experiments can be performed. One experiment starts with 
the clean substrate and increase the exposure study the changes of the substrate 
signals when the film thickness is increased in steps of 0.5 nm. In another experi-
ment we analyze the depth profile or hidden layers through a film prepared in our 
preparation system by varying the mean free path of the photoelectrons. Both are 
made possible by the properties of the SR, which gives high sensitivity, high en-
ergy resolution, and allows to vary the photon energy. The beam line allows to set 
photon energies in the range (80–1450 eV) with an energy resolution of E/ E = 
104. The total (combined monochromator and analyzer) energy resolution is set to 
about 100 meV over the complete spectral range. This allows one to vary the elec-
tron mean free path  for, e.g., SiO2 between 0.8 nm (h =150 eV) and 3.5 nm 
(h =1400 eV).  
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Chemical State Analysis: Pr-Silicate Formation

The chemical state analyses of oxidation intermediates and interface species is one 
of the major advantages of PES in materials science — besides the quantitative 
elemental assignment – is the determination of chemical state of individual atoms 
at interfaces, in compounds, and of oxidation intermediates. We start with the O1s 
level, the binding energy (BE) of which is very close related to the chemical state 
of the oxygen atoms. In SiO2 the high covalent contributions cause a large negative 
charge available for screening the core hole while in the Pr2O3 the more ionic na-
ture keeps the electrons at the nuclei. We use the O1s signal for a chemical state 
analysis at the interface as it appears in SiO2 at 533.7 eV and in Pr2O3 at 529 eV. 
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Figure 2. The oxygen 1 s emission as recorded with the bulk sensitive photon energy of 
1200 eV of Pr2O3 film grown on SiC(001) and annealed to 300 C, 600 C, and 900 C.

As that energy separation is large, the Pr-silicate emission is intermediate as 
shown in Figure 2. The amount of oxygen and its distribution can be easily de-
tected with increasing distance from the interface by employing photon energies to 
obtain bulk and surface sensitive data to determine coverage-dependent oxygen 
concentration and gradients. Consequently, the analysis of the O1s emission gives 
an easy access to study the phase stability of the Pr-silicate / Pr2O3 system [1], the 
relative intensities of these three components can be used to determine the relative 
composition of the as grown Pr-oxide layers [4].  

In our next example we compare the initial film growth of Pr-oxide on Si(001), 
Si(111), and SiC(0001) surfaces. We focus on the chemical state analysis of the in-
termediate oxidation states of the Si2p core levels. At the Si – SiO2 interface the 
existence of suboxides is well established [14, 15] with a shift of around 0.9 eV per 
oxidation state, and the shift of a fully oxidized Si surface amounts to 3.6 eV. With 
the benefit of high energy resolution the analysis of the surface components in the 
Si2p core level emission is historical and accepted, their relative intensity and 
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chemical shift in energy depends on the respective reconstruction and number of 
ad-atoms [15, 16]. Using SR additional benefits involve the high energy resolution, 
the use of higher sensitivity, and the possibility to vary the probing depth. 
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Figure 3. The Si2p emission for Pr2O3 at Si(001) and at Si(111) and at SiC(0001) at a cov-
erage below 1 nm. We identify the emission from the Pr – O – Si bonds and of shifted com-
ponents next to the bulk Si2p emission. 

The Si2p core levels for Si(001), Si(111), and SiC(0001) surfaces are shown in 
Figure 3 with a Pr2O3 film thickness of around 1 nm. The emission from the sub-
strate is found at 98.3eV for Si and at 101 eV for SiC. The formation of Si–O–
Pr bonds can be followed in all the spectra as the interaction with the Pr2O3 causes 
a new emission band peaking around 102.5 eV which is well separated and dis-
tinguishable from the SiO2 derived emission at 103.6 eV (see reference spectrum in 
the SiC panel). It compares well to the shift in the Si2p core level upon the forma-
tion of other silicate bonds, which is in the range of 1.5 eV to 3 eV. It is reported 
for a variety of silicates such as La, Zr, Gd, and Dy [14–17]. In all these systems it 
reflects the formation of more ionic bonds as well as the differences in the electro-
negativity of the elements associated [17]. It indicates that the Si–O–Si bond is dis-
torted which has a high covalent character right at the Si interface and which 
causes well established suboxide core level shifts at the SiO2 / Si interface [18]. 
That characteristic shifts in between the bare Si value (-99.3 eV) and that of SiO2
( 104 eV) is rather insensitive on its particular chemical surrounding. This is a 
consequence of the increased ionicity and the increasing influence of the Madelung 
sum of the next and second-neighbor atoms in the contribution of the Si2p BE.  

At initial Pr2O3 coverage there are significant differences in the Si2p data in 
Figure 3. The following analysis is restricted to the Si surfaces as at the SiC surface 
the high BE of the Si2p emission and its inherent width limit a further analysis. 
The spectra of Si(111) show the most significant changes as we take advantage of 
recording the data with extreme surface sensitivity. This is due to an additional 
emission which appears around 1 eV above the bulk Si2p emission and which ap-
pears on top of the 2p3/2 spin orbit partner of the substrate emission. This feature 
indicates a direct bond of the Si atoms to form a Si–O–PrO surface unit. Such a 
bond is similar to the Si+1 oxidation state which is observed upon oxidizing Si(111) 
and Ge(111) surfaces [14]. With this knowledge we can understand the previously 
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discussed silicate species at -102.5 eV. For its formation the silicon interface must 
be oxidized to form Si–O–Si – Pr bonds in the Si back bond with a Si–O–Pr bond 
on top. The oxidation state of that O–Si–O backbone Si atom is fourfold and we 
expect an emission around 103.6 eV accordingly, which is contained in the tail of 
the silicate emission. On the Si(001) surface the single bonded Si–O–Pr is not 
found because of the two dangling bonds. Instead, the Si–O–Pr can occupy two O–
Pr groups per Si surface atom. This causes a chemical shift of about 3 eV and 
makes it undiscernibly from the simple Si–O–Pr bond. 

Depending on the surface orientation this breaking of back bonds will give rise 
to Si atoms which are threefold bonded to the former second layer. On the Si(111) 
surface the backbone oxidation removes the low coverage single bonded Si–O–Pr 
group completely as seen by the change in intensities in the middle panel of Figure 
3. The backbone oxidation, however, causes a situation where steric arguments 
need to become considered as some of the Si atoms are not able to find a partner. 
These atoms then cause the shoulder at the low BE side of the Si substrate emis-
sion. On Si(001) it appears as a weak shoulder which is most prominent with sur-
face-sensitive excitation, while on Si(111) the rise of the Si2p1/2 emission is very 
broad because of such unoccupied Si atoms at the interface. 

Nondestructive Depth Profiling by Varying the Escape 
Depth

In silicon oxynitride films we identify the different chemical states of nitrogen in-
corporated at the Si(001) interface, their relative abundance, and their vertical dis-
tribution. This information is again from photoelectron spectroscopy by varying 
the photoelectron inelastic mean free path which is in the order of the thickness of 
such ultrathin layers. Oxynitrides are high-k dielectrics with their DK varying be-
tween 5 and 7. They can easily be implemented into existing technologies [20]. 
Oxynitride films are grown by various methods (thermal oxidation and oxinitrida-
tion of Si by NO, N2O, and NH3 / chemical deposition, atomic layer deposition, 
physical deposition like N-implantation or magnetron sputtering) [20,21]. The very 
small thickness (<3 nm) of such layers makes it difficult to analyze them in com-
mon techniques like ion scattering techniques Medium Ion Energy Scattering 
(MEIS) [22]. In Secondary Ion Mass Spectroscopy (SIMS) the depth resolution is 
limited because of ion mixing effects. But both methods deliver only information 
about the elemental distribution of, e.g. N, O, or Si within the layer, but no infor-
mation about the chemical bonding state of these elements.  

In the N1s spectra PES of oxynitride films we distinguish two compounds at 
BE of 398.8 eV and 398.0 eV which are assigned to oxynitrides SiOxNy and to 
silicon nitride Si3N4 [26], respectively. The relative intensity of these compounds 
depends on the selected photon energy. In the surface sensitive spectra the oxyni-
trides SiOxNy emission is stronger while in the bulk sensitive data the nitride emis-
sion dominates. In a model that includes the exponential attenuation of the photo-
electrons when passing through the top layers we can reconstruct these relative 
intensities by assuming a layered structure. To do so it is important to know the 
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values for . We determined the -values very accurately for the system Si/SiO2
[25] and found them in good agreement with previous empirical measurements 
[23] and calculated values [24]. Knowing the respective electron mean free path 
the thickness s of the intermediate Si3N4 layer can be calculated from the relative 
intensities and the total thickness d of the film: 
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Using this formula we determined an oxynitride layer thickness s = 0.32 nm 
and a nitride thickness d–s = 0.30 nm for a film with a total layer thickness of d = 
0.62 nm, the latter was calculated from the Si2p spectra [27]. This shows that even 
for layers with a thickness below 1 nm our method can be applied to determine the 
hidden interfacial layer properties. The capability of photoelectron spectroscopy to 
distinguish between different chemical compounds gives here the opportunity to 
deduce a depth profile of the sample for the bonding state of a specific element. 

X-Ray Absorption Spectroscopy  

X-ray absorption spectroscopy (XAS) is a powerful technique and used to charac-
terize semiconductors, oxides, and adsorbates [19]. We use it as an implemented 
tool within the PEEM microscope as we record the camera intensity which is pro-
portional to the total electron yield upon varying the incident photon energy.  

First, we like to show the advantages of spectromicroscopy in the thin film 
analysis. The example shown in Figure 4 is taken after deposition of 1 nm Pr2O3 on 
SiC(0001). In the PEEM image we realize an inhomogeneous film growth [6], 
probably because of the existence of graphitic surface clusters we find patches in 
which Pr2O3 exists (right) beside patches, which are completely free of Pr-oxide 
(left). This is evidenced by the intensity of the Pr4d absorption edge in the left part 
of the image (bold lines) which shows the Si2p edge at around 102 eV but vanish-
ing intensities. In contrast, in the right part we find the well-developed Pr4d ab-
sorption spectra with the forbidden transitions around 110 eV and the giant reso-
nance at around 120 eV. The three spectra shown in Figure 4 (left) are from 
different spots within the right part of the image and indicate that the film thickness 
is not homogeneous in the Pr2O3 covered area. 

In the next example we focus on the O1s XAS data and in Figure 4 (right) we 
demonstrate that there are significant differences for Pr2O3 in the bulk phase and in 
the Pr-silicate phase. In a detailed analysis of the disappearance of the fine struc-
ture and the sharp resonant features we have analyzed the resonant photoelectron 
spectra around the O1s absorption edge as shown in Figure 5. First we notice a 
strong enhancement of the Auger intensity at photon energies around the O1s 
threshold, which is more than three times of the common Auger intensity observed 
at excitations way above the threshold. It also causes the intensity in the XAS data 
and is attributed to a resonant Auger decay, which originates from resonant excita-
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tion into conduction band (CB) states and involves significant contributions from 
scattering by (O2p-4f) charge transfer (CT) excitations. They represent electron 
hole excitations between the valence states (predominately the O2p (ligand) states) 
and the empty 4f states (529 eV) as well as into the states of the upper Hubbard 
band (531 eV). In the Pr2O3 data, the first two features are due to scattering proc-
esses involving CT complexes. The third contribution at 537eV is assigned to scat-
tering at electron-hole pairs created by band-to-band excitations. Consequently, the 
features in the XAS spectra are not due to transitions into empty CB ( *) states of 
the Pr2O3 as evident from the Auger yield recorded at a constant kinetic energy of 
510 eV [4]. 
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Figure 4. PEEM image (diameter 150 µm) and XAS spectra around the Si2p and Pr4d ioni-
zation edges (left panel); The XAS spectra at the O1s absorption edge as obtained for Pr2O3
in the bulk phase (bottom) and in the low coverage range (top) on Si(001) (right panel). 

Focusing now on the changes that occur in the Pr-silicate we notice that the 
third contribution is still pronounced in the Pr-silicate spectra (left in Figure 4), 
while the former two resonant features are tremendously quenched when compared 
to the bulk Pr2O3 phase (right in Figure 4). We explain that reduced contribution by 
an enhancement of the covalent bonding, which occurs between the O2p states and 
the Pr4f states with additional contributions from the Si valence states. Awaiting 
theoretical confirmation we propose that the formation of Pr–O–Si bonds enables 
the formation of CT excitations by an additional CT from a Si3p electron into the 
Pr4f or Pr5d empty CB states. At the interface the CT complexes from the Si3p 
states cause a broadening of the CT states, which are located within the gap. There-
fore they are no longer localized but act as gap states which, because of their large 
concentration, form a band of defects states. The band of defect states causes an 
almost continuous density of states and consequently, also the unoccupied states 
must have a similar distribution. The steep rise at 531 eV indicates transitions into 
these band-like empty states. Consequently, we explain that reduced contribution 
by an enhancement of the covalent bonding which occurs between the O2p states 
and the Pr4f states, theoretical studies [6-8] and in agreement with the valence 
band spectra [2,4,5]. As a consequence, our data indicate that the Pr-silicate has a 
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metallic-like density of states. Indeed, such a metallic-like state is not favorable for 
the MOS architecture. Even if we consider that the defect states till will have a low 
mobility because of the Pr4f contribution and the thereby associated effective 
mass. At present, we still debate the influence of such states, they might contribute 
to the electrical balance at the interface and cause a metallic-like intermediate 
layer. However, such behavior depends very sensitively on the amount of covalent 
admixture and might be influenced by some dopants to remain a localized excita-
tion. 
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Figure 5. Resonant photoemission data around the O1s edge for 1nm Pr2O3 on Si(111) (left) 
and on Si(001) (right). 

Conclusion and Outlook

The development of alternative gate dielectrics includes a series of topics which 
can be explicitly addressed by our SR-based interface analyses. We have focused 
here on some results that deliver very detailed information not accessible by other 
techniques. At this point it should be mentioned that for the Pr2O3 / Si(001) system 
we have recently reported the valence band discontinuities and also determined the 
oxygen content in a coverage-dependent study [2]. We also like to point out that 
our techniques are extremely useful for studies at the gate metal / dielectric inter-
face. Here the chemical reactivity, diffusion, and filling of cracks are issues to 
achieve stable electrical contacts even on further thermal treatments [10]. Besides, 
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the direct analytical information of our data provides the basis for a deeper under-
standing of complementary studies, when performed on identically prepared sam-
ples, in particular for techniques like SIMS and energy-filtered TEM.  

Finally, it is important to state that our experimental access gives very detailed 
and very sophisticated information which is a prerequisite for theoretical models 
and certainly will help to decide whether Pr2O3 is a good candidate to replace SiO2.
The quantitative analysis of the oxygen concentration at the interface enables us to 
conclude on the phase stability of the Pr2O3 and Pr-silicate, which enables the for-
mation of homogeneous interfaces. Phase separation tendency is observed on SiC 
as long as carbon clusters can not be avoided. The phase segregation is also of im-
portance to avoid the formation of an intermediate SiO2 layer. This is a very impor-
tant issue in systems when EOT <1 nm are required. Pr2O3 and its Pr-silicate show 
a very good phase stability and no SiO2 intermediate is found. However, the role of 
the 4f electronic state needs to be considered, in particular at the Si interface where 
a direct covalent contribution by the Si–O–Pr bond is to cause electronic interface 
states to be formed within the gap. If it is possible to suppress such states (by co-
doping with other elements, for instance) a combination of oxynitrides and Pr-
silicate might be also a realistic approach to form a dielectric layer with reasonable 
DK values between 10 and 16. 

In summary, the possibilities of synchrotron-based interface spectromicroscopy 
have been elucidated for the high-k dielectric Pr2O3 as grown on the common sur-
faces of Si(001), Si(111), and SiC(0001). We report on nondestructive depth profil-
ing, on the use of X-ray absorption spectroscopy, and of resonant photoelectron 
spectroscopy to study the electronic properties at the interface. 
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Introduction

Ellipsometry is an optical technique that uses polarised light to probe the dielectric 
properties of a sample (optical system). The common application of ellipsometry is 
the analysis of thin films. Through the analysis of the state of polarisation of the 
light that is reflected from the sample, ellipsometry yields information on the lay-
ers that are thinner than the wavelength of the light itself, down to a single atomic 
layer or less. Depending on what is already known about the sample, the technique 
can probe a range of properties including layer thickness, morphology, and chemi-
cal composition. These features make ellipsometry extremely popular and impor-
tant for microelectronics and other technologies that work with thin functional lay-
ers [1–4].  

The traditional application of ellipsometry in microelectronics is measurement 
of thickness and refractive indices of dielectric layers used for gate and intercon-
nect applications. However, traditional dielectric layers that have been playing a 
key role in microelectronic technology during the past 40 years, no longer meet the 
strict requirements of modern microelectronics. As transistor geometries scale to 
the point where the traditional SiO2 gate dielectric becomes a few atomic layers 
thick, tunnelling of carriers through the dielectric give rise to leakage current and 
as such an increase in power dissipation. After a few years of intensive effort, new 
materials known as high-k dielectrics have been proposed as the gate dielectric. 
Similar problems exist in interconnect technology. The device physics is not the 
only limiting factor for continued performance improvement. The challenge will be 
to carry electric power and to distribute the clock signals, which control the timing 
and synchronize the operation. The propagation velocity of electromagnetic waves 
becomes increasingly important due to their unyielding constraints on interconnect 
delay. The introduction of Cu and low-k dielectrics has improved the situation as 
compared to the conventional Al/SiO2 technology by reduction of both the resistiv-
ity and the capacitance between wires. 

These tendencies have changed materials properties of both gate and intercon-
nect dielectrics. On the one hand, several new materials such as HfO2, ZrO2, Al2O3
etc. are investigated for introduction as high-k gate dielectrics. On the other hand,
the need for dielectrics with a reduced dielectric constant requires implementation 
of hydrophobic porous materials. In both cases, the basic material science of the 
materials is quite different from that of traditional SiO2. Metrology of new types of 
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thin dielectric layers requires the development of new instrumentations or appro-
priate up-dates of existing methods. Although ellipsometry has been recognized as 
an efficient characterization method for evaluation of thin films, the new types of 
dielectric layers bring new challenges for critical evaluation including: 

Anisotropic dielectric properties (both high-k and low-k),  
Porous structure (ultra-low-k dielectric layers), 
Difference in the chemical activity of the top layer and bulk materials, 
Sensitive to UV-light (low-k dielectrics and photoresists). 

Methodologies based on ellipsometry have already been applied for evaluation 
of these properties. The main purpose of the paper is to give an overview of new 
applications of ellipsometry.  

Fundamentals of Ellipsometry 

The term ellipsometry was introduced by Rothen [5] as a definition of an optical 
technique allowing characterization of thin films by analysis of polarization state 
(ellipse of the polarization) of the reflected light. Ellipsometry analyses change of 
polarization of electromagnetic waves (EW) interacting with an optical system 
(OS). Theoretical models and experimental data are used to determine the optical 
system characteristics. Ellipsometry has a number of unique advantages that define 
its application in various areas of science and technology. This method is non-
invasive and non-destructive making it suitable for in-line metrology of techno-
logical processes in microelectronics. Ellipsometry is fast and has extremely high 
sensitivity making it possible to analyze physicochemical processes at sub-
monolayer level. This method does not need special conditions, and is applicable 
over a wide range of pressure, temperature and in various environments. The pos-
sibility to measure in various environments allowed the development of new meth-
odologies for the evaluation of porosity and pore size distribution in porous low-k 
dielectrics, plasma cleaning, atomic layer deposition etc.

Basic Definitions. 
Monochromatic flat EW is described by two orthogonal components of the electric 
field vector. In ellipsometry, Ep and Es are the electric field vectors parallel (p) and 
perpendicular (s) to the plane of the light incidence onto the OS surface (Figure 1). 
Interaction of these waves with OS is described within the framework of a formal-
ism of Jones matrices (see E 1) – complex matrices of the size 2×2, describing lin-
ear ratio between amplitudes of components on input in and output from OS [1]:

, .pp psop ip
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     (1) 
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Figure 1. The orientation of incident (input) and reflected (output) beams, plane of inci-
dence and components of polarization. 

In the case of the light reflection from a flat isotropic, OS non-diagonal elements of 
matrix R are equal to zero and change of polarization are described by two com-
plex factors of reflection Rp=Rpp and Rs=Rs (E 2): 

,op p ip os s isE R E E R E       (2) 

The situation is more complex if input and/or output EW is not strictly mono-
chromatic (quasi monochromatic). In this case, EW is described with the help of 
four real parameters – Stokes vector (E 3): 

0 1 2 3S S S S S       (3) 

Components of the Stokes vector can be expressed through the intensities of 
EW of different polarization (E 4): 
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where Io is the total intensity of EW, Ilc, Irc - left and right circularly polarized 
and others are intensities of EW polarised at the corresponding angles with respect 
to the plane of incidence. For totally non-polarized EW, S0 = Io, S1 = S2 = S3 = 0. 
For the completely polarized EW, S0 = S1 + S2 + S3. Interaction of quasi mono-
chromatic EW with OS is described by formalism of Mueller’s matrices (see E 5) - 
the real matrix of dimension 4×4 describing a ratio between vectors of Stokes of 
input and output EW.  

o iS M S        (5) 
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Methods of Measurement and Applications

The general configuration of an ellipsometer is very simple (E 6): 

L P S A D       (6) 

The ellipsometer begins with a light source (L) and ends with a light detector 
(D). An ellipsometer also needs two polarising elements. The first is polarizer (P), 
which establishes the input polarization state and the second one is analyzer (A) 
that measures output polarization state. The sample (optical system) to be meas-
ured (S) is located between P and A. 

Zero methods of ellipsometry (zero-ellipsometry) are based on finding parame-
ters of a polarizer and the analyzer at which the intensity of the light registered by 
the photodetector D is equal to zero or is minimal (condition of extinction). Zero-
ellipsometry is used, as a rule, to study OS described by a Johnson’s matrix (non-
depolarizing) systems. High accuracy is an advantage of these methods. However, 
the presence of moving elements complicates its automation. In the classical zero-
ellipsometer, the polarizer represents a combination of a linear polarizing element 
(a simple polarizer) and a phase-shifting device (compensator), and the analyzer is 
a simple polarizing element (Figure 2).  

Figure 2. The classical scheme of zero-ellipsometry (PCSA). 

The compensator converts linearly polarized light to elliptically polarized light. 
An ideal compensator is an optical Retarder that has a retardation of exactly 90
(1/4 wave). A rotatable compensator combined with a rotatable polarizer can con-
vert unpolarized light into any elliptical polarisation. Appropriate choice of the ro-
tation angles of P and C creates such polarization that provides linear polarization 
of the light reflected from the sample (optical system). This light can be extin-
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guished by orientation of the analyzer. The condition of extinction is described by 
Equation 7:

cos( ) sin( )exp 2( / 4) 0p sR A R A j P    (7) 

here A and P are the angles of rotation of the analyzer and a polarizer, respec-
tively. This equation can be written as: 

tan( )exp( )S p SR R j ,     (8) 

where  and  are so-called ellipsometric angles that describe the module and a 
phase of relative reflection coefficient s and simply connected with angles A and 
P. Equation 8 is known as the fundamental equation of ellipsometry and correlates 
the measured quantities  and with the sample characteristics, such as film 
thickness and optical characteristics. Examples of such correlations are presented 
in Figure 3 and will be discussed later.  

Photometric ellipsometry is based on measurement of the light intensity at the 
detector versus P and/or A parameters. This dependency contains information re-
lated to OS characteristics. Different realizations of this method allow determina-
tion of all elements of the Jones matrix. In this case, the method is called general-
ized ellipsometry [6] in contrast to conventional ellipsometry, where only the ratio 
of diagonal elements is determined. Photometric ellipsometry can also be applied 
to depolarizing OS. With a sufficient number of variable parameters of the polar-
izer and/or the analyzer, it is possible to determine all 16 elements of Mueller’s 
matrix of OS. This method is termed Mueller’s matrix ellipsometry or Mueller’s el-
lipsometry [7]. Photometric methods have had limited applications because of their 
strict technical requirements for the detectors and the measurement system. How-
ever, progress in electronics and optoelectronics is increasing application of these 
systems.

It is necessary to mention that ellipsometry does not directly measure the thick-
ness and refractive index of films. To obtain these values, it is necessary to solve 
equations that express measured quantities by model parameters, i.e. to solve an 
inverse ellipsometric problem. This problem may be complicated and is not always 
unambiguous [8]. 

Ellipsometry in the VIS, UV and IR Spectral Range 
Ellipsometry in the visible spectral range (VIS) is used mainly for the most tradi-
tional applications (thickness and refractive index measurements of common films, 
such as SiO2, Si3N4 etc.). Spectroscopic ellipsometry is also efficient for the char-
acterization of new materials. In situ ellipsometry allows the study of the kinetics 
of surface reaction, for instance, during film deposition, etching, curing etc.

Figure 3 shows typical Delta-Psi trajectories for films on top of a Si crystal.  
The values of optical characteristics are typical for materials used in microelectron-
ics. One Delta/Psi point gives two numerical values. With this, one can calculate 
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two unknowns for the film such as thickness and refractive index for a transparent 
film. It is also obvious that there are regions where Delta/Psi provides much better 
information than others. Near the period point (or the film free point: 179 and 

10° for the silicon substrate) the curves are not particularly well separated. The 
Delta-Psi values in this region are not so efficient in determining the index of re-
fraction of the top film. It is also important to note that additional uncertainty can 
be related to the ellipsometric period equal to (Equation 9): 

22
0 sin2 nd        (9) 

where  and  are wavelength and incident angle, respectively. Therefore, films 
with thicknesses dm = d + m*d0 (m = 0, 1, 2, ...) have the same values of Delta 
and Psi. This uncertainty is excluded using variable wavelength and variable angle 
ellipsometry.  

Figure 3. Calculated Delta-Psi trajectories for transparent films having indices of refraction 
nf of 1.3-1.8 on top of single crystal silicon (a) and for a non-transparent film on the same 
substrate with extinction coefficient kf equal to 1.0 and various indices of refraction ranging 
from 3.8 to 4.8. 

Delta/Psi trajectory for non-transparent films is not periodic. Initially (at low 
thickness), the curves are well separated. As the thickness increases, the points 
come closer together and the trajectory begins to spiral into the target value. The 
Delta-Psi value at the target point correspond to the optical characteristics of the 
bulk materials having the same composition as the film. One can see that determi-
nation of three unknown parameters (d, n and k) is not straightforward because cer-
tain points may correspond to films with different characteristics. In this case, the 
use of variable wavelength and variable incident angle can be useful but it is better 
to decrease the number of unknown parameters by, for instance, independent 
measurement of the extinction coefficient. 

Ellipsometry in vacuum UV (<190 nm) allows the analysis of materials for the 
advanced lithography (photoresists, antireflective coatings) at the latest exposure 
wavelengths (157 nm and 193 nm). The short wavelength also increases the sensi-
tivity of ellipsometric measurements of ultra thin films (<10 nm). Many materials 
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are strongly absorbing in the UV region, which facilitates surface-sensitive meas-
urements such as surface roughness, native oxide coverage, material composition 
(including surface contaminations) and structural properties. 
The near-infrared spectral range (NIR) is used mainly to measure the thickness of 
single films and layer stacks. Many materials are transparent in this region making 
this range convenient for measurement. So the depth of EW penetration into the 
structure (and hence the sensitivity of the ellipsometry) can be extended up to    
15–20 m [9]. 

These applications of ellipsometry are quite traditional and detailed descrip-
tions of the measurement and calculation procedure are well described in many 
monographs, handbooks, and papers [1-4]. 

The numerous bands in the infrared spectrum constitute a highly individual fin-
gerprint of a material, and therefore a sample with a thin surface layer will produce 
very different contrasts within the infrared spectrum [10]. Moreover, IR ellipsome-
try can probe the vibrational properties of thin layers and surfaces [11]. Therefore, 
IR ellipsometry can simultaneously probe film morphology and microstructure 
based on the vibrational absorption characteristics. A very interesting feature is the 
sensitivity to free carrier concentration in a material [12].  

Progress in the measurement sensitivity in the IR range has been obtained from 
the systematic combination of spectroscopic ellipsometry and Fourier transform 
spectroscopy [13]. As a consequence, infrared ellipsometry can be reliably em-
ployed for detailed characterization of different layers such as coatings, implanta-
tions or surface films in the low nanometer range, i.e., thinner than 1/1000th of the 
wavelength. In particular, and in contrast to many surface analytical methods, the 
geometric thickness can be derived. Generally, IR ellipsometry is sensitive to 
chemical composition and to local structural order of a thin film material [14]. This 
may be important for characterisation of low-k materials damaged during the 
plasma etching. 

Ellipsometry of Anisotropic Layers 
Optical anisotropy of a material is the dependence of EW velocity on the propaga-
tion direction. Most crystalline solids are optically anisotropic. A typical result of 
anisotropy is the phenomenon of birefringence – the existence of two refracted 
beams. Only some selected directions (axis) can be received by one beam. Crystals 
with one and two such axes are known as uniaxial and biaxial crystals. 

Theoretically, optical anisotropy is described by a dielectric function tensor ij,
i, j = x, y, z. The classification of crystals depends on the values of diagonal com-
ponents of this tensor in the principal axis presentation ij= i ij:

1= 2= 3=  — isotropic crystal, 
1= 2= o, 3= e — uniaxial crystal, 
1 2 3 — biaxial crystal. 

The presence of anisotropic layers in OS means that, in general, non-diagonal 
elements of the Jones matrix are not equal to zero. Hence, they must use general el-
lipsometry to characterize OS. The theoretical description of EW propagation in 
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the OS with anisotropic layers uses formalism 4×4 matrixes. This formalism has 
been proposed by Berreman [15] and has, for example, been applied in [16]. 

Figure 4. Special (non-permuting) orientation of anisotropic optical system. One principal 
axis ( 3) is perpendicular to plane of incidence. 
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Thus, measurements and calculations of anisotropic systems with arbitrary orienta-
tion are quite difficult. However, nondiagonal elements vanish for the same par-
ticular orientation of anisotropic layers and it is possible to use conventional ellip-
sometry. A sufficient condition for that occurs when the orientation of one of the 
principal axes of crystals is perpendicular to the plane of incidence, as shown in 
Figure 4. It is possible to do model calculations using a formalism of matrixes 2×2 
in this case, but formulas for the latter should take anisotropy into account. 

Typical examples of anisotropic optical systems are Langmuir–Blodgett (LB) 
films prepared by the transfer of monolayers of amphiphilic molecules from a wa-
ter surface onto a solid substrate [17]. LB films have well-oriented structures 
formed by nonsymmetric molecules showing optical characteristics of an aniso-
tropic crystal. Taking the structure of molecules into account, we can assume that 
the LB film is a biaxial crystal and its basic directions are oriented along the trans-
fer direction (x axis) and perpendicular to the interface (z axis). The y axis is lo-
cated in the plane of the interface; it is orthogonal to the transfer direction. If the 
plane of light incidence is oriented along the symmetric direction (i.e., in the x, z or 
y, z planes), the non-diagonal elements of the matrix of reflection, coefficients Rsp
and Rps, must be equal to zero and it is possible to use the conventional ellipsome-
try. Figure 5 shows results obtained for films with different thickness of Pb salt of 
acetylenic acid [18]. Calculations were made with film parameters: nx = 1.564, ny = 
1.536, nz = 1.586, dml = 2.548 nm. 

For transparent isotropic films it is know that ellipsometric angles are a peri-
odical function of film thickness. In the case of an anisotropic layer periods are dif-
ferent for s and p polarizations and ellipsomeric angles, as we can see in figure 5, 
and are not periodical functions. 

Ellipsometric Porosimetry 
Integration of porous low-k dielectrics into ULSI circuits poses a number of chal-
lenges, as the materials must meet strict requirements in terms of properties. Pore 
size and its distribution (PSD) are the most crucial properties of low-k materials. 
The maximum pore size must be sufficiently smaller than the minimum feature 
size of device components. All critical properties such as mechanical strength, 
electrical and thermal stability, and thermal conductivity have a close relationship 
with the porous structure of the film. Therefore, characterization of pore size and 
PSD is extremely important because it provides an understanding of the backbone 
structure. Such information is essential in efforts to improve the properties of po-
rous low-k thin films [19].  

Porosimetry is a new application of ellipsometry developed for evaluation of 
porosity and pore size distribution in thin films. The porosity of the films is calcu-
lated from the volume polarizabilities of materials with empty pores and pores 
filled by toluene. The volume polarizability (B) of two-component systems de-
pends on the refractive indices of each component (indices 1 and 2) and their frac-
tions (Equation 10):  
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where nre is the measured refractive index, n1 and n2 are refractive indices of the 
material inside the pores and of the film skeleton, respectively. V is the pore vol-
ume. 

When the pores are filled by a liquid adsorptive (Equation 11): 
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where nads is refractive index of the liquid adsorptive. If B2 is subtracted from B3, 
(4)  
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This equation shows that the porosity calculation needs the refractive indices of 
the film with empty pores nre, the pores filled by adsorptive, nrl, and the refractive 
index of the liquid adsorptive, nads. The refractive index of the film skeleton is not 
needed for the porosity calculation. The porosity calculated by equation (12) is a 
“total” porosity. This porosity includes both the artificial porosity created by poro-
gen and the constitutive porosity (free volume) of the film matrix.  

Calculation of the pore size distribution uses the phenomenon of progressive 
emptying of a porous system initially filled at P=Po. The calculations in mesopor-
ous films are based on analysis of hysteresis loop that appear during the adsorption 
and desorption [18]. The hysteresis loops appear because the effective radius of 
curvature of condensed liquid meniscus is different during the adsorption and de-
sorption. The adsorptive vapor condenses in pores at the vapor pressure (P) less 
than the equilibrium pressure of a flat liquid surface (Po). Dependence of the rela-
tive pressure (P/Po) on the meniscus curvature is described by the Kelvin equation 
(Equation 13): 

RTr
Vf

P
P

K

L cosln
0

     (13) 

where  and VL are surface tension and molar volume of the liquid adsorptive, re-
spectively.   is the wetting angle of the adsorptive, f =1 for slit-shaped pores and f
=2 for cylindrical pores. If the radius of a cylindrical pore is rp, then rp = rk + t, 
where t is the thickness of the layer adsorbed on the pore walls. Values of t are ob-
tained from the adsorption of the same adsorptive on a nonporous sample having a 
chemically similar surface and are defined by the BET equation [20, 21]. 
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The initial experimental data for the porosity and PSD calculation are the ellip-
sometric characteristics  and . Particular software allows calculation of the 
change of n and d during the adsorption and desorption, PSD and specific surface 
area. The change in the adsorbate volume is calculated using equation (12). The 
dependence of the adsorbate volume on the relative pressure P/Po is used to calcu-
late the PSD. The specific surface area of each small group of pores Ai are calcu-
lated from the corresponding pore volume and pore radius as Ai= Vi/rI . By sum-
ming the values of Ai over the whole pore system a value of the cumulative 
surface area is obtained [21].  

Figure 6. Typical change in ellipsometric characteristics during toluene adsorption in a 
mesoporous low-k film (a) and pore radius distribution (b) calculated from ellipsometric 
data. Pore radius distribution demonstrates good agreement between the data obtained with 
different adsorptives and nitrogen porosimetry.

In micropores with widths of the order of a few molecular diameters, the Kel-
vin equation no longer remains valid. Not only would the values of the surface ten-
sion and the molar volume deviate from those of the bulk liquid adsorptive, but 
also the concept of a meniscus would eventually become meaningless. To analyze 
a microporous film, a method based on a theory developed by Dubinin and 
Radushkevitch is used [21]. This theory takes into account the change in adsorp-
tion potential when the distance between the pore walls is comparable with the size 
of the adsorptive molecules. This analysis can provide the essential i parameters on 
the micropore structure such as the micropore volume, the average pore width and 
the isosteric heat of adsorption. Figure 6 shows typical experimental data obtained 
for a mesoporous film. More detailed information related to evaluation of different 
types of porous films can be found elsewhere [19–23].  

In addition to porosity and PSD evaluation, ellipsometric porosimetry has dem-
onstrated its efficiency for some additional applications. Results of measurements 
can be used for evaluation of mechanical properties of thin films [22] and the in-
tegrity of diffusion barriers deposited on top of low-k dielectrics [23]. Recently, the 
application of in situ ellipsometry for monitoring Cu surface cleaning by hydrogen 
plasma and alcohol vapors have also been demonstrated [24, 25]. Evaluation of the 
porosity of low-k films and monitoring of the Cu surface cleaning are typical ex-
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amples demonstrating importance of ellipsometry for advanced microelectronic 
technology.
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Introduction

In semiconductor manufacturing, the increasing demand for smaller, faster, and 
more powerful devices requires the introduction of novel materials for the fabrica-
tion of interconnects. In particular, the thermal stability of such materials and their 
chemical interaction with various processing conditions must be well understood to 
achieve a successful integration scheme. Thermal desorption spectrometry (TDS) 
is a powerful technique that provides quantitative and qualitative information on 
composition, structure, stability with regard to processing, storage and post-
deposition treatments such as annealing and plasma etching [1–3].  

Carbon-based aromatic polymers are promising as low–k interlayer dielectrics 
(ILD) [4]. However, such materials have weak mechanical properties, which can 
give rise to delamination during the chemical mechanical polishing (CMP) step. 
Also, due to the porous structure of the material, chemical species such as cleaning 
agents and metal diffusion barrier precursors may penetrate into the material dur-
ing processing [5]. One possible solution is the creation of a dense surface sealing 
layer to improve the adhesion properties of the film and prevent the penetration of 
contaminants and moisture into the film [5].  

Self-assembled monolayers (SAMs) are nanometer-scale organic films that 
have potentially various applications in very advanced BEoL integration schemes. 
Thiolate SAMs can be used as effective corrosion inhibitors of copper surfaces for 
applications such as wafer level packaging and wire bonding [6]. Silane SAMs 
could be used either to promote adhesion of diffusion barriers onto ILD materials 
[7] or used as diffusion barriers themselves [8].  

In this short review the use of TDS for the characterization of new semiconduc-
tor materials for advanced BEoL technologies will be illustrated. Important inte-
gration issues such as the hydrophobic/hydrophilic character and surface sealing of 
low-k ILD materials modified by plasma treatments, the thermal stability of 
thiolate SAMs on Cu surfaces used as corrosion inhibitors, and the chemical label-
ing of silane SAMs for process monitoring will be discussed in this paper. 

Experimental Set-up 

Thermal desorption spectrometry (TDS) measurements were carried out at atmos-
pheric pressure on full 200-mm wafers in a single-wafer rapid thermal processing 
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(RTP, AST SHS 2800) system, connected to an atmospheric pressure ionization 
mass spectrometer (APIMS, VG Trace+) (see Figure 1) [9]. The RTP system com-
prises a single-wafer quartz tube in which the wafers are directly loaded from the 
cleanroom. The chamber was purged typically for 4–6 min in order to reduce the 
background levels of impurities, and the TDS heating program was started [10]. 
The wafer was heated with lamps and the temperature was measured and con-
trolled by a thermocouple molded in one of the pins supporting the wafer. The 
temperature was ramped up from room temperature to the temperature required 
with a constant heating rate. Semiconductor-grade nitrogen gas, purified with an 
active-type purifier (SAES MonoTorr), was used as the carrier gas. The ambient 
gas inside the chamber was sampled, diluted, and introduced into the APIMS 
source for analysis in the positive-ion mode, as described elsewhere [9]. The 
APIMS typically scans over a mass range extending from m/e = 11 to 100, with an 
integration time of 0.1 s per scanned mass. APIMS is the most sensitive gas analy-
sis technique for bulk gases used in the semiconductor industry (trace gaseous im-
purities detection on the ppt scale) [9]. 

Figure 1. Scheme of the TDS-APIMS set-up. 

Impurities are ionized predominantly by charge transfer from the primary ions 
of the carrier gas molecules created at atmospheric pressure in a corona discharge. 
Whereas ionization mechanisms only produce mono-charged ions, cluster ions are 
readily formed. The APIMS response was calibrated using a non-linear method for 
H2O, O2, CO, and CH4, allowing for a quantitative analysis of these species in the 
0.1–1000 ppb range [11]. Before carrying out TDS measurements, the background 
of residual impurities in the RTP chamber needs to be measured using bare 
Si3N4/Si wafers. This is especially important after the tool has been inactive for a 
few hours (time of the purge of the quartz line going to the APIMS before starting 
a run of experiments). The most common impurities include O2 giving a peak at 
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m/e = 32 (O2
+), H2O giving main peaks at m/e = 18 (H2O+), 19 (H3O+) and cluster 

ion peaks at 36 (H2O.H2O+) and 37 (H3O.H2O+), NH3 with a main peak at m/e = 17 
(NH3

+), and other peaks at m/e = 16 (NH2
+) and m/e = 35 (NH3.NH4

+), and CO2,
giving a peak at m/e = 44 (CO2

+).

Modification of the Hydrophobic /Hydrophilic Character of 
Plasma Treated low-k Dielectric Layers 

Due to the low dielectric constant (k value) afforded by their intrinsic porosity, 
low-k constants materials are currently under evaluation for use as interlayer di-
electrics in microelectronic devices [12]. The high surface areas of these porous 
materials make them susceptible to absorption of gaseous and/or liquid species 
during processing, which increases the dielectric constant. Polymers are inherently 
hydrophobic due to their large concentration of polar groups. The exposure of the 
surface/bulk of such a material to certain processing conditions, in particular ash-
ing and cleaning, potentially leads to the creation of a hydrophilic surface/layer 
susceptible to water absorption and an increased dielectric constant [13]. As a re-
sult, the desorption spectra change allowing for a qualitative appreciation of the 
hydrophilic character of the surface deduced from the amount of desorbed water 
molecules [14]. The number of H2O molecules adsorbed or condensed in a layer 
can be calculated from the area under the main desorption peak for water (m/e=18) 
after subtraction of the tool background. 

TDS proved to be a suitable technique in determining the hydrophilic/hydro-
phobic character of aromatic-based low-k materials exposed to various plasma 
treatments (N2/O2, NH3, O2, and Ar) [15]. The H2O spectra (m/e=18) of the un-
treated and plasma-treated polymer films are presented in Figure 2. In the low-
temperature desorption range (T<300°C) the area of the peaks are much larger 
compared to that of the background spectrum. As the latter corresponds to true sur-
face adsorption on top of a dense Si3N4 layer, the desorption peaks observed for the 
plasma-treated low-k layers actually correspond to water physically adsorbed/con-
densed in the modified surface layer. The intensity of the desorption peak can thus 
relate both to the density and thickness of the modified surface layer. A high-
temperature desorption range, for T>300°C and below the degradation temperature 
of the material, corresponds to water released from the bulk of the porous polymer 
[15].  

In the case of the Ar-treated sample, a low-temperature desorption peak compa-
rable to the nontreated film is observed. Some additional water desorption was ob-
served in the high temperature range between 300 and 400 C. As from the refer-
ence sample no moisture uptake is expected from the bulk of the material, the 
desorption of water observed in the temperature range is likely originated from a 
thick modified layer. The hydrophilic character of this Ar-treated layer determined 
by contact angle measurements [15] could be due to water molecules trapped in the 
material under a very dense modified surface layer, i.e. very good sealing of the 
surface.
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The desorption spectra of the N2/O2, O2, and NH3-treated surfaces show only a 
peak in the low-temperature desorption region ( 130 C) and then the modified 
layer is expected to be comparatively thinner. 

The trend deduced from these TDS measurements, i.e. hydrophilic character of 
the plasma-treated samples, is in agreement with lower water contact angle values 
of 26, 23, 27, and 33  observed for the surfaces created by N2/O2, O2, Ar, and NH3

plasma treatments, respectively, as compared with 86  measured for an untreated 
reference sample [15].  

Figure 2. Correlation of the TDS spectra of water at m/e=18 for untreated and plasma-
treated aromatic polymer layers. 

Surface Sealing of Low-k Dielectrics by Plasma 
Treatments

TDS was used to characterize the surface sealing of an aromatic polymer layer sub-
jected to various plasma treatments, as described in the previous section. Initially 
the porous matrix of the aromatic hydrocarbon polymer layer allows the penetra-
tion of species during processing. The exposure of the surface to a plasma treat-
ment leads to the formation of a densified sealing layer that can be characterized by 
the changes of RI with respect to the untreated layer. The RI changes when the 
density and the polarizability of the chemical bonds change. Thus, an impermeable 
layer, e.g. a sealed layer, is characterized by a high density and, assuming that the 
contribution of the bond polarizability is low, its RI is a measurement of the seal-
ing ability of a layer. Additional information on the sealing character of the modi-
fied surface layer is provided by TDS measurements through the desorption of 
benzene groups at m/e=78 starting at around 400 C, which is the fingerprint of the 
thermal decomposition of the polymer (Figure 3) [15]. 

A large increase in RI represents a sealed sample [15]. No degradation at 400 C
for the Ar-treated sample combined with a high RI value, suggests strong structural 
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modifications over the total thickness of the layer. If the RI increase is small, as in 
the case of O2 plasma treatment, the sample surface is not sealed. Exposure to the 
O2 plasma creates a thin densified surface layer, which partially seals the surface. 
The low-temperature desorption behavior of such a sample indicates that the struc-
ture of the surface is quite close to that of the untreated reference layer. No bulk 
modification was detected as observed in the TDS data and only a small change in 
RI was measured upon plasma treatment. After exposure to N2/O2 and NH3 plas-
mas, a densified surface sealing layer is formed. Upon annealing, the desorption of 
benzene groups and other hydrocarbon fragments, below the degradation tempera-
ture of the untreated material, relate to an unstable modified surface layer. Such 
behavior could be further linked to the unsealing of the surface upon static heating, 
as observed by other techniques such as RI, and ellipsometric porosimetry [15]. 

Figure 3. Correlation of the desorption of benzene (m/e=78) measured on the untreated and 
plasma treated layers [15]. The desorption of benzene groups observed at 250–300°C is 
characteristic of the unsealing of the modified surface layers formed with N2/O2 and NH3
treatments. Almost no desorption of benzene is observed for the Ar-treated sample. 

Thermal Stability of Thiolate Films Formed on Copper 
Surfaces

Understanding the thermal stability of thin films as a function of the underlying 
substrate and deposition conditions is essential in developing a successful integra-
tion scheme. Thiolate SAMs are of particular interest as they have been found to be 
effective corrosion inhibitors of copper surfaces [16]. Nevertheless, SAM stability 
during subsequent processing steps may limit their potential application. The ther-
mal stability of the SAM layer is governed by numerous parameters such as Cu–S 
bond strength, the packing density of the SAM molecules on the copper surface, 
the Van der Waals interactions between the chain groups, and the electron density 
distribution within the SAM molecules. In this work, the thermal stability of 1-
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decanethiol (C10) and benzenethiol (BT) SAMs on copper surfaces was investi-
gated by TDS. The influence of the oxidation state of the underlying substrate was 
investigated by comparing SAMs formed on metallic and oxidized copper surfaces.  

C10 and BT SAMs adsorbed on metallic and oxidized copper surfaces decom-
pose at temperatures between 100 and 150 C. The thermal decomposition mecha-
nism involved is dependent on the type of SAM considered and the oxidation state 
of the underlying substrate. For the alkanethiol (C10), direct interaction between 
the alkyl group of the thiolate and the metallic copper surface is the dominant 
pathway for the C–S bond scission. The head group desorbs as oxidized sulfur fol-
lowed by desorption of the alkyl fragments of the chain adsorbed on the clean cop-
per surface. In contrast, for BT, simultaneous desorption of the head group as oxi-
dized sulfur, and the phenyl group as benzene is observed. Moreover, two distinct 
SO2 desorption peaks originating from different SO2 containing species are ob-
served at ~75 and 150ºC. The low temperature SO2 peak coincides with the desorp-
tion temperature of atomic sulfur from the unmodified copper layer (see Figure 4) 
[17]. This observation may be attributed to chemisorbed phenyl thiolate species 
that undergo limited desulfurization at room temperature and low surface coverage, 
with the build-up of the resulting chemisorbed atomic sulfur on the surface [17]. 

Figure 4. Thermal desorption spectra of SO2
+ (m/e=34) species for clean Cu surfaces before 

( ) and after surface modification with 1-decanethiol (C10) ( ) and benzenethiol 
(BT) ( ). The background levels of the impurities in the annealing system are given for 
reference ( ) [17]. 

SAM formation on oxidized copper surfaces involves complete removal and/or 
reduction of the CuO surface [17]. The resulting Cu2O/Cu surface has enhanced 
surface roughness (compared with clean Cu) and thus higher SAM surface cover-
ages are achieved. The thiol decomposition mechanisms are modified on oxidized 
Cu surfaces. The increased surface roughness and the presence of more Cu2O areas 
on the surface as compared to clean Cu surfaces reduce the alkyl-copper surface in-
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teractions involved in the mechanism of C–S bond cleavage. The resulting SAM 
layer is thus more stable. Simultaneous desorption of SO2 molecules related to the 
thiolate headgroups, and fragments of the alkyl chains observed for C10 modified 
CuO surfaces indicates that the thermal decomposition mechanism of the SAM 
layer is dependent of the underlying copper substrate. For BT-modified CuO sur-
faces, the behavior is also different compared with clean Cu. The limited desulfuri-
zation mechanism discussed above is deactivated on oxidized copper surfaces. Al-
though the intensity of the SO2 desorption peak is dependent on the nature of the 
underlying substrate, the stability of the SO2 species related to thiol formation is 
independent of the substrate, with a desorption maximum around 150ºC. 

Chemical Labeling of SAMs Formed on SiO2 Surfaces 

As mentioned earlier, TDS can provide useful quantitative and qualitative informa-
tion on the chemical composition of thin films through thermal degradation 
mechanisms [7]. This is nicely illustrated through the thermal analysis of organosi-
lane-derived SAMs, with different terminal functionalities, formed on SiO2 sur-
faces. Three types of SAMs were considered for this work: undecyltrichlorosilane 
(UTS, CH3–(CH2)10Cl3Si), cyanoundecyltrichlorosilane (CN-UTS, CN–
(CH2)11Cl3Si) and bromoundecyltrichlorosilane (Br-UTS, Br-(CH2)11Cl3Si). These 
SAMs have a similar chain length but different terminal functional groups (CH3,
Br and CN). SAMs were formed on SiO2 following the procedure described else-
where [7]. The thermal stability and decomposition pathway for these SAMs were 
investigated using TDS. The decomposition process started at 450ºC as evidenced 
by the desorption of high-molecular-weight hydrocarbon fragments created by al-
kyl chain C–C bond cleavage, detected for example at m/e=43 (C3H7

+ fragment). 
The Br–UTS and CN–UTS films have a comparable thermal stability, with a maxi-
mum in desorption at around 550ºC. Both types of layers are less stable than the 
UTS SAM layer (desorption maximum around 600ºC). The replacement of methyl 
by Br and CN terminal groups reduces the Van der Waals interactions between 
neighboring alkyl chains and even introduces repulsive interactions between the 
electronegative head groups. This modification in the bonding interactions within 
the SAM molecule results in lower thermal stability for the Br- and CN-terminated 
compared with the methyl-terminated SAM (Figure 5). 

Interestingly, the SAM terminal functional groups exhibit a specific thermal de-
sorption fingerprint. This is especially true in the case of the CN–UTS SAM layer 
that decomposes with the formation of HCN+ (m/e=27) and C3H3N+ (m/e=53) (Fig-
ure 6). A very low desorption of C4H5

+ fragments at m/e=53 can also be observed 
for the various SAM layers. 

Thus, the specific chain termination can act as a convenient label to monitor 
SAM composition before and after eventual surface modifications during process-
ing. 
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Figure 5. TDS spectra related to C3H7
+ (m/e=43) fragments. 

Figure 6. TDS spectra related to C3H3N+ (m/e=53) fragments. 

Conclusions 

TDS analysis of a plasma-treated aromatic polymer ILD and SAM layers provided 
essential information with respect to optimization of processing conditions and 
film properties. The analysis of plasma-treated polymer layers provided valuable 
information on the surface/bulk modification of the material and the sealing of the 
surface [15]. Thiolate SAMs as well as silane SAMs were well characterized in 
terms of thermal stability and chemical composition [7, 17]. Through these ex-
periments, TDS is demonstrated here as a powerful technique in providing chemi-
cal and structural information on the surface and bulk of thin films with thick-
nesses down to the nanometer scale. 
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Introduction

With every new generation of microprocessors the number of transistors on a chip 
increases significantly. Today, there are more than 100 million field effect transis-
tors integrated on a single die. Consequently, the interconnect complexity of such 
highly integrated circuits increases as well. Currently, at the 90-nm CMOS tech-
nology node, advanced designs incorporate up to nine levels of copper intercon-
nects with critical dimensions below 150 nm for the lower layers. Both product 
performance and reliability are increasingly determined by interconnect design and 
materials. These challenging requirements can only be met using an advanced 
process technology and new materials for interconnects and interlayer dielectrics, 
which result in lower RC values [1]. Aluminium interconnects have been replaced 
by copper for high-performance microprocessors and, currently, the transition from 
traditional silicon oxide/nitride to low-  inter layer dielectrics (ILD) takes place. 
With shrinking dimensions, the PVD-based barrier deposition will be replaced by 
new techniques such as atomic layer deposition (ALD), possibly in conjunction 
with the introduction of new barrier materials. All the process and materials 
changes mentioned above require increased efforts not only for development and 
manufacturing but even more so for materials characterization.  

A detailed understanding of the effects of geometry, materials and process pa-
rameters on the performance and reliability of the copper interconnect system, and 
ultimately of the microprocessor, are essential in the race for ever faster parts. One 
important aspect is the microstructure of the interconnects, both globally and lo-
cally, in critical regions of the design. The evolution of texture and grain size dis-
tribution with processing parameters and interconnect geometry are of particular 
interest. A correlation of these microstructure data to reliability parameters such as 
mean time to failure (MTTF) and activation energy (Ea) derived from measure-
ments on suitable test structures and to degradation phenomena observed in in-situ
experiments [2] will improve the understanding of reliability-limiting mechanisms. 

In recent years, electron backscatter diffraction (EBSD) has been proven to be a 
valuable technique to obtain orientation data from small volumes of crystals such 
as grains in copper interconnects. EBSD is a scanning-electron-microscope-based 
(SEM-based) technique which provides orientation information with high spatial 
resolution. Pole figures, color-coded orientation maps, grain size distributions and 
misorientation angle distributions among many other representations can be de-
rived from the data.  
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This paper summarizes the application of EBSD as a tool to evaluate copper in-
terconnects. Experimental consideration such as sample preparation for top-view 
and cross section investigation will be covered. The impact of ILDs and cover lay-
ers will be discussed and the potential for the investigation of passivated metal 
lines will be highlighted. 

The Electron Backscatter Diffraction Technique 

The energy of the primary electron beam within the SEM is typically set to 20 keV 
for an EBSD analysis. Inside the sample, the primary electrons are backscattered 
and subsequently diffracted at lattice planes of the crystallites of the sample ac-
cording to Bragg’s law [3]. The specimen is typically tilted to an angle of 70°. The 
steep specimen angle allows a maximum number of backscattered electrons to exit 
the sample [4]. Kossel cones from diffracting lattice planes are displayed by pro-
jection onto a phosphorescent screen. The obtained Kikuchi pattern is recorded by 
a CCD camera and compared with simulations based on crystallographic data in 
real time for each measurement spot. The beam is scanned across the sample with a 
certain step size, collecting Kikuchi patterns for each scan point. Step sizes down 
to 1 nm can be set on modern systems, and a lateral resolution below 10 nm has 
been reported [5]. Up-to-date EBSD systems can index up to 100 points per sec-
ond. However, the speed of the data acquisition depends strongly on the material 
under investigation. For accurate indexing of a Kikuchi pattern, the image quality 
(IQ) needs to be sufficiently high. Hence, it may become necessary to increase the 
exposure time per measurement spot. In addition, the performance of the data ac-
quisition computer and the filter settings for the Hough transformation of the CCD 
image have an impact on the maximum data collection rate. A Hough transforma-
tion algorithm is applied to the Kikuchi pattern in order to detect the individual 
bands before it can be indexed by comparison with simulated data. Figure 1 shows 
a principle drawing of the experimental set-up inside the SEM chamber and a typi-
cal Kikuchi pattern for copper, overlaid with the simulated data. After a scan is 
completed, a data file is generated that contains x,y-coordinates, orientation data in 
form of Euler angles as well as a number of quality parameters describing the 
sharpness of the diffraction pattern and the confidence in the orientation calcula-
tion. 

Following the data collection, a second software package is usually used for 
data treatment and presentation. Grayscale or color-coded maps for different pa-
rameters are the most common form of data presentation, i.e. unique grain color 
maps assign a random color to each grain, while inverse pole figure (IPF) maps 
utilize an orientation unit triangle, which is related to the sample axis as basis 
(Figure 2). There are differences between the solutions from different vendors of 
EBSD analysis systems and the possibilities of data treatment and representation 
have a huge variety. Only a few of them will be described in this paper. 
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Figure 1. Schematic of EBSD geometry (left) and indexed Kikuchi pattern of copper (right) 
[6]. 

Figure 2. Orientation unit triangle 

General Sample Preparation Considerations 

EBSD is a surface analysis technique. Consequently, the surface finish of the 
analysis area has a large impact on the quality of the obtained Kikuchi patterns and 
the accuracy of the subsequent indexing. It has been shown that only backscattered 
electrons that lose less than 3% of the energy of the primary beam are able to fulfill 
Bragg’s law, thereby contributing to the formation of the bands in the Kikuchi pat-
tern. Electrons suffering a higher energy loss will only contribute to the noise back-
ground of the Kikuchi pattern [4]. 

This effect implies that only electrons backscattered from a shallow region be-
low the sample surface can contribute to the Kikuchi bands. In addition to the en-
ergy loss inside the material itself, there are a number of additional contributions to 
the overall energy loss possible. Firstly, any cover layer on the copper surface will 
contribute to the energy loss of the backscattered electrons, and consequently it 
will reduce the total number of backscattered electrons from the sample. Secondly, 
shadowing effects on samples with high surface roughness, e.g. PVD-deposited Cu 
seed films, will reduce the energy and the number of electrons reaching the screen 
due to additional scattering. Furthermore, charging effects on insulating regions of 
the scan area, such as ILD between interconnect lines, will cause drift, an conse-
quently they will reduce the Kikuchi pattern quality.  
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Advanced sample preparation for EBSD on Cu 
interconnects

Specific know-how has to be used to obtain reliable data from narrow copper inter-
connect lines or even from cross sections of such interconnects. However, there are 
a number of tricks for sample preparation that allow to detect reasonable EBSD 
data. Even scanning of passivated copper interconnects is possible under certain 
conditions. This enables the design of complex studies of interconnect degradation 
behavior under accelerated conditions, incorporating in-situ investigations and be-
fore/after comparison of material properties on certain test structures. 

Charging Effects 
When scanning copper interconnects rather than copper films a main concern is the 
reduction of drift that arises from a slow charging of the sample along the scan di-
rection. This charging will result in distorted lateral dimensions of the intercon-
nects and in a reduced pattern quality. The effect is more pronounced on narrow in-
terconnect lines compared to wider ones. Although this problem can be very 
severe, there is a relatively simple way to eliminate drift due to charging by simply 
coating the sample with a very thin conductive film. Two parameters of the depos-
ited layer are important to control: thickness and roughness. The desired film 
should be very thin and smooth. The best results have been achieved with an ion 
beam evaporated chromium coating of less than 5 nm. 

Surface Roughness 
Reducing the roughness of the sample surface is relatively complicated since the 
films are usually only a few hundred nanometers thin. Two methods have been 
successfully applied, low-angle argon ion milling and horizontal FIB polishing. For 
low-angle argon ion milling, the sample is rotated on an angle of 1° to 6° to the 
sample surface with an ion energy of 0.5 keV to 6 keV. Using this technique, rela-
tively large areas up to 1 mm2 can be  polished. Figure 3 illustrates the result of 
low-angle argon ion milling on a very rough copper film (electro-plated and an-
nealed). The milling was performed in a Fischione ASAP model 1040 tool [7]. 
This process can be applied to cleaved cross sections, too. 

Horizontal FIB polishing is done by aligning the beam parallel to the sample 
surface and then horizontal cutting down the film thickness across a cleaved edge. 
This procedure has been described elsewhere [8]. 

Cover Layers 
Depending on the nature of the cover layer, several techniques may have to be ap-
plied to remove it. Carbon contamination from previous SEM imaging can be re-
moved using a low energy oxygen plasma. ILD passivation layers can be removed 
wet-chemically or by reactive ion etching (RIE). RIE can also be used to thin the 
passivation layer to a thickness that Kikuchi pattern can be obtained, while the in-
terconnect is still passivated. Only a thin layer could be deposited in the first place, 
but some more complex experiments may require the completion of the entire 
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manufacturing process. A detailed study of the dependence of the image quality 
(IQ) on the passivation thickness showed that it is possible to obtain reasonably 
good Kikuchi patterns for thicknesses up to 27 nm. In addition, there is a depend-
ence of the EBSD pattern quality on the line width of the interconnects. Figure 4 
shows inverse pole figure maps (IPF) for two different passivation thicknesses.  

Figure 3. Cu film as deposited (left) and argon ion beam polished (right). 

Figure 4. IPF maps of passivated narrow (0.18 µm) and wide (1.8 µm) copper interconnect 
lines (left: dpass = 27 nm, right: dpass = 34 nm). 

For a passivation layer with 27-nm thickness, good indexing was achieved for 
narrow (0.18 µm) and wide (1.8 µm) lines. However, at 34-nm passivation thick-
ness only poor indexing was achieved for wide lines and none for narrow lines. 
This observation may be explained by the much smaller grains in the narrow lines. 
If the passivation becomes too thick, the signal-to-noise ratio is reduced and the 
image quality (IQ) is dramatically reduced. Consequently, the indexing uncertainty 
is increased at grain boundaries. Since the grain boundary density is higher for nar-
row lines, the effect on their indexing is more pronounced. 
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EBSD on Copper Interconnect Lines 

Top-View Studies 
Ideally, EBSD analysis’ on copper interconnects should be performed after chemi-
cal–mechanical polishing, because surface roughness and covering layers will be 
no issues for such samples. Possible charging problems can be easily resolved by 
coating the samples as described above. Two main questions regarding the micro-
structure that can be investigated with EBSD, are usually interesting for the proc-
ess engineers: the evolution of the grain size distribution and texture with the line 
geometry, on one hand, and with process parameters and new materials, on the 
other hand. The following figures show the data of a typical analysis. Orientation 
and grain size data are presented for several line widths. Figure 5 shows unique 
grain color maps and inverse pole figure (IPF) maps for an unpatterned film, 1 µm 
lines and 0.35 µm lines. The step size for these scans was set to 75, 50 and 40 nm, 
respectively. The different values were chosen considering the resulting scan time, 
which increases significantly with decreasing step size. The maps show clearly a 
reduction in grain size with shrinking line width (unique grain color maps). These 
observations can be more pronounced visualized in grain size distribution plots (as 
relative cumulative frequency) as shown in Figure 6.  

Figure 5. Unique grain color maps: unpatterned film, 1-µm lines and 0.35-µm lines. (Only a 
part of a larger scan shown for clarity.) 

Figure 7 shows pole figures for the different scans. The pole figures confirm 
the observation from IPF maps (not shown) that the strength of Cu{111} fiber tex-
ture becomes significantly reduced as the line width decreases. Additionally, for 
the 0.35-µm lines, two vertical bands appear in the pole figure together with two 
distinct maxima at the left and right side of the pole figure. This effect can be ex-
plained with sidewall-oriented grains in narrow lines. A large portion of grains 
along the line are {111} oriented relative to the sidewall of the trench instead to the 
bottom of the trench [1].  
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Figure 6. Grain size distributions: unpatterned film, 1-µm lines and 0.35-µm lines (twins as 
separate grains). Filter criteria: 2° minimum boundary angle, 3 pts per grain. 

Figure 7. Cu{111} pole figures: unpatterned film, 1-µm lines and 0.35-µm lines. 

Such a type of grain growth is considered as a risk for yield and reliability of 
copper interconnect structures, especially in geometries with high aspect ratios 
(dual-inlaid technology). More desirable would be a pronounced {111} texture in 
the trenches. This texture can be achieved by adjusting the electroplating. The 
grain orientation can be measured with EBSD (Figure 8). 
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Figure 8. Cu{111} pole figures for two different plating processes (0.35 µm lines). Side-
wall dominated growth on the left and bottom-up growth on the right. 

The pole figures obtained with EBSD are in good qualitative agreement with 
XRD measurements [9]. 

EBSD on FIB Cross Sections 
The EBSD technique can be applied to cross sections of copper interconnects, too. 
However, as with very rough surfaces, cross sections of interconnect stacks need 
special treatment before the EBSD analysis is performed. Due to the ductility of 
copper, cross-sectioned copper interconnects will not have a plane surface when 
cleaved at room temperature. Therefore, further steps are necessary to planarize the 
scan area. As mentioned earlier, FIB polishing or low-angle argon ion milling are 
suitable techniques. The method of choice will most probably be FIB polishing, 
since this is the only technique that allows positioning of the cross section plane 
with nanometer-scale precision. This is the only way to investigate specific struc-
tures of the interconnect system like vias. The advantage of low angle argon ion 
milling is that larger areas of the cross section can be polished at once, if the spe-
cific site is not so important. Figure 9 shows an IPF map together with the corre-
sponding SE image of a scan on a cross section with six layers of copper. 

The example shows how EBSD can provide detailed orientation information 
with a high spatial resolution. A more in-depth study of the microstructure on a 
via/line dual inlaid test structure revealed that the preferred orientation can be dif-
ferent for the vias and the lines. From complementary XRD measurements on large 
arrays of metal lines it is known that there is a strong Cu{111} texture. Addition-
ally, there could exist a significant component of Cu{111} sidewall-oriented 
grains, which can be influenced by the electroplating process parameters and 
chemistry. However, the study of the via/line test structure showed that the orienta-
tion of the grains inside the vias is predominantly Cu{101} (Figure 10). The crystal 
direction map shows only {111} and {101} orientations with a tolerance angle of 
15°. Calculations showed that about 30% of all grains are {101}-oriented and only 
12.5% are {111}-oriented. The images also reveal that a larger portion of the 
{101}-oriented grains are located inside the vias or in the lines just above the vias. 
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Figure 9. SE image and IPF map for a six-level copper interconnect cross section. (Note 
that the orientation contrast in the SE image corresponds to the orientation data in the IPF 
map (marked regions)). 

Figure 10. IPF map (left) and crystal direction map for {101} (grey) and {111} (black) ori-
ented grains (right). Ten individual scans have been imported into one file for better statisti-
cal evaluation.
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Nanointerconnects 
EBSD measurements were performed to demonstrate that this technique can be ap-
plied for grain size and texture analysis of inlaid copper nanointerconnects with 
line widths down to 60 nm. An adapted spacer technique was used to manufacture 
the interconnects lines. 

Figure 11 shows the IPF maps for 100-nm and 60-nm lines. The Cu{111} tex-
ture becomes less pronounced with decreasing line widths. It is still observable for 
100-nm lines, however, for 60-nm lines no preferential texture is apparent. Interest-
ingly, nearly no grain boundaries parallel to the trenches were found in the 60-nm 
lines, indicating a bamboo structure [8]. Figure 12 shows the Cu{111} pole figures 
for the 100-nm and 60-nm lines. For the 100 nm lines, the 70.5° ring indicating 
Cu{111} texture is still visible. In the pole figure for the 60-nm lines, the center 
maximum is very weak and the ring at 70.5° has almost disappeared.  

Figure 11. IPF maps for 100-nm lines (left) and 60-nm lines (right). 

The loss of the pronounced Cu{111} texture for sub-100-nm lines indicates the 
dominating role of the geometric constraint by the trench sidewalls in determining 
the grain orientation [8]. 

Figure 12. Cu{111} pole figures for 100-nm lines (left) and 60-nm lines (right). 
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Conclusions 

EBSD has been applied to study the microstructure of copper interconnects in de-
tail. Both, top-view and cross-section investigations were performed. FIB polishing 
was successfully applied to obtain cross-sections of specific structures like vias. 
Moreover, it has been shown that passivated test structures can be investigated. 
With the high spatial resolution of EBSD it also becomes possible to study  
nanointerconnects with critical dimension of 60 nm and below. Complex experi-
ments can be conducted, which will improve the understanding of the microstruc-
ture evolution and the impact on performance and reliability of advanced inte-
grated circuits. 
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Introduction

Recent progress in growth techniques has made it possible to fabricate different 
kinds of thin films and multilayer structures. Optimisation of the fabrication proc-
ess and a physical understanding of the samples require non-destructive methods to 
study the samples produced. X-ray elastic scattering methods are complementary 
to direct local probing techniques (e.g., AFM, SEM, TEM, and different spectro-
scopic techniques). They probe locally the reciprocal space and thus provide in-
formation about the statistical properties of the structural parameters averaged over 
a large sample volume. This is an advantage; however, it is also a disadvantage due 
to its relatively low lateral resolution. Nowadays, the development of X-ray scat-
tering methods has been enabled by advanced technical equipment becoming 
widely available, for example, multiple crystal diffractometers. New high-intensity 
synchrotron radiation sources, which complement to conventional and rotating an-
ode laboratory sources, are advantageously involved in studies of thin-film struc-
tures. X-ray reflectivity (XRR) is conveniently applied for the structural studies of 
both crystalline and amorphous multilayer samples. It is sensitive to the distribu-
tion of the refractive index in the sample. XRR is nowadays used for the charac-
terisation of very different materials including surface layers on liquids, organic 
adsorbate layers, coating layers for optics and surface hardening, and different lay-
ers used in micro- and optoelectronics.  

Basics of X-ray Reflectivity 

X-ray reflectivity experiments are usually performed with a low angle of incidence 
i relative to the sample surface (see Figure 1). The reflected beam is analysed at 

the exit angle r. We talk about specular reflection, when r = i is fulfilled. In re-
ciprocal space coordinates 

Q   K Q   K with Kx r i z r icos cos , sin sin ,
2

this includes information about the sample structure perpendicular to the surface 
along the Qz axis. The angle between incident and reflected beam under specular 
conditions is 2 i. The typical method to measure reflectivity curves with an X-ray 
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crit 2

diffractometer is a –2 scan (often also called –2 scan). If the reciprocal 
space is covered in general, it is a non-specular investigation. 

Figure 1. Definition of the angle of incidence and reflection in an XRR experiment.

All formulas describing reflectivity phenomena known from visible light op-
tics, such as Snell’s law or the Fresnel equations, are valid for X-rays in the same 
way. The only, but very important, difference is related to the fact that the index of 
refraction for X-rays is slightly less than one.  The index of refraction n is usually 
written as: 

n
N

r
Z
A

 iA1
2

10
2

with NA = 6.022·1023mol 1, r0, the classical electron radius; the wavelength; Z,
the atomic number; A, the atomic mass, and  the mass density.  and  can be ex-
pressed by the atomic scattering factors f = f0 + f’ + if” of the present elements: 
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Since n is less than one, there exists a critical angle of incidence crit below 
which a total external reflection occurs in analogy to visible light optics. This criti-
cal angle can easily be derived by a Taylor expansion of Snell’s law: 

This means that  is proportional to the electron density of a material. For a 
typical X-ray wavelength, the absolute values for  and  are of the order of 10 4 to 
10 5 and 10 6 to 10 8, respectively. Figure 2 shows an example of the wavelength 
dependence of  and  for silicon. 
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Figure 2. Dependence of the index of refraction for silicon on the wavelength.

Table 1 gives the optical constants  and , the density and the critical angle of 
total external reflection for some materials: 

Table 1. Optical constants, density and critical angle of external reflection for several mate-
rials

Material Delta Beta Density 
[g/cm3]

crit
[degree] 

Si 7.58E-6 1.73E-7 2.33 0.223 
SiO2 7.14E-6 9.23E-8 2.20 0.217 
Si3N4 1.11E-5 1.65E-7 3.20 0.270 
Al2O3 1.26E-5 1.46E-7 3.96 0.288 

Ta 3.99E-5 3.24E-6 16.65 0.512 
W 4.65E-5 3.89E-6 19.30 0.553 

At incidence angles below the critical angle, an evanescent wave is formed with 
a penetration depth of only few nanometres. This effect is used for the analytical 
technique of TXRF (total reflection X-ray fluorescence), which is thus very sensi-
tive to surface contaminations since any signal from the bulk is strongly suppressed 
due to the low penetration depth of X-rays. Above the critical angle the penetration 
depth of radiation is determined by the absorption only and can be two or three or-
ders of magnitude larger [1]. 

Specular Reflectivity at a Surface 

The angular dependence of reflectivity and transmission can easily be obtained by 
solving the Fresnel equations under the given conditions for the index of refraction. 
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Above the critical angle of total external reflection, the reflectivity of an ideal flat 
surface is described by  

RF
i

2

44
,

and for a rough surface the decrease of intensity with increasing angle is even 
stronger,  

R R KF iexp( ( ) )2 2 2 ,

where  describes the root-mean-square roughness. 

Figure 3. Calculated reflectivity curves for silicon and Pr2O3 (a) (The theoretical curves 
without consideration of absorption show the critical angle of total external reflection more 
pronounced) and for silicon with ideal flat (  = 0 nm) and rough (  = 1 nm) surface (b). 

Figure 3a shows the reflectivity curves of silicon and Pr2O3, representing a light 
and a heavy material, respectively. The comparison of the calculated curves with 
and without consideration of absorption demonstrates that the sharpness of the 
edge of total reflection strongly depends on the absorption. Nevertheless, since the 
position of this edge depends on the material density, it offers the chance for a very 
precise measurement of material densities. Furthermore, the influence of the sur-
face roughness on the reflectivity curve (Figure 3b) indicates that this technique is 
also wellsuited for roughness investigations. 
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X-ray Reflection by Single Layers 

The reflection of a single layer on a substrate can be described as the interference 
of the reflection at two interfaces. It requires the solution of the Fresnel equations 
for reflection and transmission and a phase-adjusted superposition including multi-
ple scattering. For a single layer deposited on a semi-infinite substrate the reflectiv-
ity is given by   

R
r r i K d

r r i K d
i

i

1 2

1 2

2
2

1 2
exp( )
exp( )

,

where r1,2 are the Fresnel reflectivity coefficients of the free surface and the sub-
strate interface, respectively, and d is the layer thickness.  

Figure 4. Calculated reflectivity curves for silicon substrate with a 10-nm-thick layer of four 
different materials on top. 

Figure 4 shows calculated reflectivity curves for a silicon substrate with a 10-
nm-thick layer on top. The layer materials are Ta, Al2O3, SiO2, and a hypothetical 
material with 50% of the density of silicon. Above the total reflection range, there 
are typical interference oscillations visible. The contrast of these oscillations de-
pends on the difference in  between substrate and layer material. This makes it 
difficult to analyse, e.g. SiO2 on Si. On the other hand, the oscillation width for all 
materials is practically the same. It is important to note that the thickness determi-
nation of a single layer does not require any information about the material. The 
thickness can be estimated using the following approximate form: 

i max crit m
d, ( ) ,2 2 2 2
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where i,max is the angular position of the mth oscillation maximum. Sufficiently 
far away from the critical angle the thickness can be estimated from the oscillation 
distance i by: 

d
i2

.

X-ray Reflection by Multilayer Structures 

The reflectivity features of a multilayer system can be described in the same way 
as for a single layer. Now it is necessary to solve the Fresnel equations for reflec-
tion and transmission at all interfaces. Different algorithms were developed to cal-
culate reflectivity curves [2,3].  An analytical solution of this problem is in general 
not possible, and thus it is also not possible to calculate a depth profile of electron 
density from an experimental XRR curve in a straight-forward way. The general 
way to analyse a given structure is to create a layer model with as much given in-
formation as possible, calculate with this model an XRR curve, and fit this calcu-
lated curve to the experimental one by modifying the parameters of the individual 
layers (thickness, roughness, and density) in a trial and error process. The exam-
ples given below are generally multilayer structures and will demonstrate this pro-
cedure.

Limitations of XRR 

For practical use of the XRR technique it is useful to know its limitations. The 
lower limit in the detectable layer thickness is finally determined by the intensity 
of the used diffractometer and its dynamical measuring range. This defines the an-
gular range, where at least one intensity oscillation can be measured. The upper 
limit of layer thickness depends on the angular divergence of the incident beam. If 
its half-width is on the order of the intensity oscillation distance, they will com-
pletely vanish in the convolution of the intrinsic XRR curve and divergence distri-
bution. A rough estimate is dmax  / 2 i, where i is the full-width half 
maximum of the divergence  In both cases the difference in  between layer and 
substrate (oscillation contrast) plays an additional role. Typically the lower and up-
per limits are of the order of some nanometres and above 100 nm, respectively. 
The edge of the total reflection range is most sensitive to the density of a layer. A 
precise measurement requires a perfect sample adjustment and an exact determina-
tion of the zero position of the diffractometer. Roughness of the surface or of inter-
faces causes an attenuation of intensity oscillations and/or a faster decreasing of in-
tensity (see Figure 3b). It is important to know that specular reflectivity is unable 
to distinguish between a real roughness of an otherwise sharp interface and a 
smooth variation of the electron density, for example due to a concentration gradi-
ent of one component in an alloy. Generally the roughness should not be greater 
than 2 — 3 nm. A general problem is that curve fitting works only within the limi-
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tations of the given layer model. If the model is not appropriate to the real situa-
tion, a perfect fitting cannot be expected. To improve a model by adding new lay-
ers or the generation of a density gradient within a layer will always remain the 
task of the user. 

Examples

Three examples will demonstrate the abilities of XRR to characterise thin multi-
layer structures in the field of microelectronics. Figure 5 shows the XRR curve of 
an about 40-nm-thick Si(1 x)Gex layer epitaxially grown on silicon substrate. 

Figure 5. Experimental (dots) and best fitted (line) XRR curve of a Si(1 x)Gex layer on Si 
substrate. Four layers were used to obtain an optimal fit. 

A first view indicates that a single layer model is unable to fit the experimental 
curve, since this would cause a monotonic decrease of the thickness oscillations. A 
four-layer model gave the best fitting results. The Si(1 x)Gex is 383-Å thick with a 
Ge content of 23.8 % and a roughness of 0.4 Å. At the interface to the Si substrate 
there is a 5-Å-thick layer of increased Ge content (about 30%). Above the SiGe is a 
silicon dioxide layer, which splits into a part with increased relative density 
(compared to the bulk value of SiO2), obviously due to Ge incorporation, and a low 
density part on the top (surface adsorption layer). Due to the high number of oscil-
lations, the accuracy of the SiGe layer thickness determination is better than 5 Å. 

Figure 6a shows an example of a metallisation layer with nickel deposited on a 
Si substrate. XRR determines not only the thickness of the Ni layer (100 ± 4 Å), 
but it is also able to detect a graded interface and a near-surface layer. Since XRR 
is not an analytical technique as, e.g. AES or SIMS, it nevertheless supports the 
idea of a continuous transition from Si to Ni by a Ni2Si interface layer. There is a 
thin adsorption layer at the surface, here described by NiO of low density. 
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Figure 6. Experimental (dots) and best fitted (line) XRR curve of a Ni layer (a) and a 
Si/Pr2O3 layer stack (b) on Si substrate.  

Figure 6b demonstrates the application of XRR for the characterisation of new 
high-k materials. Here, a Pr2O3 layer was epitaxially grown on a Si 100 substrate 
by molecular beam epitaxy and capped by a Si layer. The important information of 
XRR is that there is no indication of an interface layer between Si and Pr2O3,
which is very common for this system [4]. This result was confirmed by TEM, 
which showed that the interface is really sharp and shows no oxide or silicate-like 
interface layer. 

Non-specular XRR Analysis 

Roughness of a surface or interface can generally be described by a correlation 
function that characterises the correlation of properties between two points. It gives 
rise to a diffuse scattering with a non-zero lateral scattering vector. Non-specular 
XRR is the most commonly used method to measure the diffuse X-ray scattering 
produced by rough surfaces and interfaces. The correlation function of roughness 
can be obtained from a measured reciprocal-space distribution of diffuse scattering 
[1]. Its main vertical parameter  (root mean square roughness) can be obtained 
from a specular XRR analysis. The in-plane correlation length  can be extracted 
from a  scan at fixed detector position 2 . Figure 7 gives an example for a 21-
nm-thick Pr2O3 layer on Si substrate. The  scan shows besides the strong specular 
peak at Qx = 0 and the so-called Yoneda peaks [5], where i and r equals the 
critical angle, additional fringes of diffuse scattering. From their distance, a rough-
ness in-plane correlation length of about 40 nm can be estimated. The  values of 
surface and interface is 1.2 nm and 0.4 nm, respectively. 
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Figure 7.  – 2  mesh scan (a) and one  scan at 2  = 2.4° converted into reciprocal space 
coordinates (b) to analyse the diffuse scattering of a 21.4-nm-thick Pr2O3 layer on Si sub-
strate. 

Conclusion

X-ray reflectivity is a very sensitive method to investigate thin-film and multilayer 
structures. The main parameters obtained are thickness, roughness, and layer den-
sity. Concerning the thickness range of application, it is well suited for many mate-
rials used in modern information technologies. It is a non-destructive technique, 
but due to the very low incidence angles of radiation it requires relatively large 
sample areas. Nevertheless, it is indispensable for the evaluation and monitoring of 
future thin film deposition techniques. 
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