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Preface

As a research advisor to graduate students working on automotive projects, |
have frequently felt the need for a textbook that summarizes common
vehicle control systems and the dynamic models used in the development of
these control systems. While a few different textbooks on ground vehicle
dynamics are already available in the market, they do not satisfy all the
needs of a control systems engineer. A controls engineer needs models that
are both simple enough to use for control system design but at the same time
rich enough to capture all the essential features of the dynamics. This book
attempts to present such models and actual automotive control systems from
literature developed using these models.

The control system applications covered in the book include cruise
control, adaptive cruise control, anti-lock brake systems, automated lane
keeping, automated highway systems, yaw stability control, engine control,
passive, active and semi-active suspensions, tire-road friction coefficient
estimation, rollover prevention, and hybrid electric vehicles. A special effort
has been made to explain the several different tire models commonly used in
literature and to interpret them physically.

In the second edition, the topics of roll dynamics, rollover prevention and
hybrid electric vehicles have been added as Chapters 15 and 16 of the book.
Chapter 8 on electronic stability control has been significantly enhanced.

As the worldwide use of automobiles increases rapidly, it has become
ever more important to develop vehicles that optimize the use of highway
and fuel resources, provide safe and comfortable transportation and at the
same time have minimal impact on the environment. To meet these diverse
and often conflicting requirements, automobiles are increasingly relying on
electromechanical systems that employ sensors, actuators and feedback
control. It is hoped that this textbook will serve as a useful resource to
researchers who work on the development of such control systems, both in

vii



viii Preface

the automotive industry and at universities. The book can also serve as a
textbook for a graduate level course on Vehicle Dynamics and Control.

An up-to-date errata for typographic and other errors found in the book
after it has been published will be maintained at the following web-site:

http://www.menet.umn.edu/~rajamani/vdec.html

I will be grateful for reports of such errors from readers.

May 2005 and June 2011 Rajesh Rajamani
Minneapolis, Minnesota
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Chapter 1
INTRODUCTION

The use of automobiles is increasing worldwide. In 1970, 30 million vehicles
were produced and 246 million vehicles were registered worldwide (Powers
and Nicastri, 2000). By 2011, approximately 72 million vehicles are
expected to be produced annually and more than 800 million vehicles could
be registered.

The increasing worldwide use of automobiles has motivated the need to
develop vehicles that optimize the use of highway and fuel resources, pro-
vide safe and comfortable transportation and at the same time have minimal
impact on the environment. It is a great challenge to develop vehicles that
can satisfy these diverse and often conflicting requirements. To meet this
challenge, automobiles are increasingly relying on electromechanical sub-
systems that employ sensors, actuators and feedback control. Advances in
solid state electronics, sensors, computer technology and control systems
during the last two decades have also played an enabling role in promoting
this trend.

This chapter provides an overview of some of the major electromechanical
feedback control systems under development in the automotive industry and
in research laboratories. The following sections in the chapter describe
developments related to each of the following five topics:

a) driver assistance systems

b) active stability control systems

¢) ride quality improvement

d) traffic congestion solutions and

e) fuel economy and vehicle emissions

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 1
DOI 10.1007/978-1-4614-1433-9 1, © Rajesh Rajamani 2012
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1.1 DRIVER ASSISTANCE SYSTEMS

On average, one person dies every minute somewhere in the world due to a
car crash (Powers and Nicastri, 2000). In addition to the emotional toll of car
crashes, their actual costs in damages equaled 3% of the world GDP and
totaled nearly one trillion dollars in 2000. Data from the National Highway
Safety Transportation Safety Association (NHTSA) show that approximately
6 million accidents (with 35,000 fatalities) occur annually on US highways
(NHTSA, 2010). Data also indicates that, while a variety of factors contribute
to accidents, human error accounts for over 90% of all accidents (United
States DOT Report, 1992).

A variety of driver assistance systems are being developed by automotive
manufacturers to automate mundane driving operations, reduce driver burden
and thus reduce highway accidents. Examples of such driver assistance
systems under development include

a) collision avoidance systems which automatically detect slower
moving preceding vehicles and provide warning and brake assist to
the driver

b) adaptive cruise control (ACC) systems which are enhanced cruise
control systems and enable preceding vehicles to be followed
automatically at a safe distance

c¢) lane departure warning systems

d) lane keeping systems which automate steering on straight roads

e) vision enhancement/ night vision systems

f) driver condition monitoring systems which detect and provide
warning for driver drowsiness, as well as for obstacles and pedestrians

g) safety event recorders and automatic collision and severity
notification systems

These technologies will help reduce driver burden and make drivers less
likely to be involved in accidents. This can also help reduce the resultant
traffic congestion that accidents tend to cause.

Collision avoidance and adaptive cruise control systems are discussed in
great depth in Chapters 5 and 6 of this book. Lane keeping systems are
discussed in great detail in Chapter 3.

1.2 ACTIVE STABILITY CONTROL SYSTEMS

Vehicle stability control systems that prevent vehicles from spinning, drift-
ing out and rolling over have been developed and recently commercialized
by several automotive manufacturers. Stability control systems that prevent
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vehicles from skidding and spinning out are often referred to as yaw stability
control systems and are the topic of detailed description in Chapter 8 of this
book. Stability control systems that prevent roll over are referred to as active
rollover prevention systems and are discussed in depth in Chapter 15 of the
book. An integrated stability control system can incorporate both yaw
stability and roll over stability control.

Track on low u road

Vehicle slip

setaenstons desuved NN
i

Track on high p road

Figure 1-1. The functioning of a yaw stability control system

Figure 1-1 schematically shows the function of a yaw stability control
system. In this figure, the lower curve shows the trajectory that the vehicle
would follow in response to a steering input from the driver if the road were
dry and had a high tire-road friction coefficient. In this case the high friction
coefficient is able to provide the lateral force required by the vehicle to
negotiate the curved road. If the coefficient of friction were small or if the
vehicle speed were too high, then the vehicle would be unable to follow the
nominal motion required by the driver — it would instead travel on a
trajectory of larger radius (smaller curvature), as shown in the upper curve of
Figure 1-1. The function of the yaw control system is to restore the yaw
velocity of the vehicle as much as possible to the nominal motion expected
by the driver. If the friction coefficient is very small, it might not be possible
to entirely achieve the nominal yaw rate motion that would be achieved by
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the driver on a high friction coefficient road surface. In this case, the yaw
control system would partially succeed by making the vehicle’s yaw rate
closer to the expected nominal yaw rate, as shown by the middle curve in
Figure 1-1.

Examples of yaw stability control systems that have been commercialized
on production vehicles include the BMW DSC3 (Leffler, et. al., 1998) and
the Mercedes ESP, which were introduced in 1995, the Cadillac Stabilitrak
system (Jost, 1996) introduced in 1996 and the Chevrolet C5 Corvette
Active Handling system in 1997 (Hoffman, et. al., 1998).

While most of the commercialized systems are differential-braking
based systems, there is considerable ongoing research on two other types of
yaw stability control systems: steer-by-wire and active torque distribution
control. All three types of yaw stability control systems are discussed in
detail in Chapter 8 of this book.

A yaw stability control system contributes to rollover stability just by
helping keep the vehicle on its intended path and thus preventing the need
for erratic driver steering actions. There is also considerable work being
done directly on the development of active rollover prevention systems,
especially for sport utility vehicles (SUVs) and trucks. Some systems such as
Freightliner’s Roll Stability Advisor and Volvo’s Roll Stability Control
systems utilize sensors on the vehicle to detect if a rollover is imminent and
a corrective action is required. If corrective action is required, differential
braking is used both to slow the vehicle down and to induce an understeer
that contributes to reduction in the roll angle rate of the vehicle. Other types
of rollover prevention technologies include Active Stabilizer Bar systems
developed by Delphi and BMW (Strassberger and Guldner, 2004). In this
case the forces from a stabilizer bar in the suspension are adjusted to help
reduce roll while cornering.

1.3 RIDE QUALITY

The notion of using active actuators in the suspension of a vehicle to provide
significantly improved ride quality, better handling and improved traction
has been pursued in various forms for a long time by research engineers
(Hrovat, 1997, Strassberger and Guldner, 2004). Fully active suspension
systems have been implemented on Formula One racing cars, for example,
the suspension system developed by Lotus Engineering (Wright and
Williams, 1984). For the more regular passenger car market, semi-active
suspensions are now available on some production vehicles in the market.
Delphi’s semi-active MagneRide system first debuted in 2002 on the
Cadillac Seville STS and is now available as an option on all Corvette
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models. The MagneRide system utilizes a magnetorheological fluid based
shock absorber whose damping and stiffness properties can be varied rapidly
in real-time. A semi-active feedback control system varies the shock absorber
properties to provide enhanced ride quality and reduce the handling/ride
quality trade-off.

Most semi-active and active suspension systems in the market have been
designed to provide improved handling by reducing roll during cornering.
Active stabilizer bar systems have been developed, for example, by BMW
and Delphi and are designed to reduce roll during cornering without any
deterioration in the ride quality experienced during normal travel (Strassberger
and Guldner, 2004).

The RoadMaster system is a different type of active suspension
system  designed to specifically balance heavy static loads
(www.activesuspension.com). It is available as an after-market option for
trucks, vans and SUVs. It consists of two variable rated coil springs that fit
onto the rear leaf springs and balance static forces, thus enabling vehicles to
carry maximum loads without bottoming through.

The design of passive, active and semi-active suspensions is discussed in
great depth in Chapters 6, 7 and 8 of this book.

1.4 TECHNOLOGIES FOR ADDRESSING TRAFFIC
CONGESTION

Traffic congestion is growing in urban areas of every size and is expected to
double in the next ten years. Over 5 billion hours are spent annually waiting
on freeways (Texas Transportation Institute, 2010). Building adequate
highways and streets to stop congestion from growing further is prohibitively
expensive. A review of 68 urban areas conducted in 1999 by the Texas
Transportation Institute concluded that 1800 new lane miles of freeway and
2500 new lane miles of streets would have to be added to keep congestion
from growing between 1998 and 1999! This level of construction appears
unlikely to happen for the foreseeable future. Data shows that the traffic
volume capacity added every year by construction lags the annual increase in
traffic volume demanded, thus making traffic congestion increasingly worse.
The promotion of public transit systems has been difficult and ineffective.
Constructing a public transit system of sufficient density so as to provide
point to point access for all people remains very difficult in the USA. Personal
transportation vehicles will therefore continue to be the transportation mode
of choice even when traffic jams seem to compromise the apparent freedom
of motion of automobiles.
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While the traffic congestion issue is not being directly addressed by
automotive manufacturers, there is significant vehicle-related research being
conducted in various universities with the objective of alleviating highway
congestion. Examples include the development of automated highway
systems, the development of “traffic friendly” adaptive cruise control systems
and the development of tilt controlled narrow commuter vehicles. These are
discussed in the following sub-sections.

1.4.1 Automated highway systems

A significant amount of research has been conducted at California PATH on
the development of automated highway systems. In an automated highway
system (AHS), vehicles are fully automated and travel together in tightly
packed platoons (Hedrick, Tomizuka and Varaiya, 1994, Varaiya, 1993,
Rajamani, Tan, et. al., 2000). A traffic capacity that is up to three times the
capacity on today’s manually driven highways can be obtained. Vehicles
have to be specially instrumented before they can travel on an AHS. How-
ever, once instrumented, such vehicles can travel both on regular roads as
well as on an AHS. A driver with an instrumented vehicle can take a local
road from home, reach an automated highway that bypasses congested
downtown highway traffic, travel on the automated highway, travel on a
subsequent regular highway and reach the final destination, all without
leaving his/her vehicle. Thus an AHS provides point to point personal
transportation suitable for the low density population in the United States.

The design of vehicle control systems for AHS is an interesting and
challenging problem. Longitudinal control of vehicles for travel in platoons
on an AHS is discussed in great detail in Chapter 7 of this book. Lateral
control of vehicles for automated steering control on an AHS is discussed in
Chapter 3.

1.4.2 “Traffic-friendly” adaptive cruise control

As discussed in section 1.1, adaptive cruise control (ACC) systems have
been developed by automotive manufacturers and are an extension of the
standard cruise control system. ACC systems use radar to automatically
detect preceding vehicles traveling in the same lane on the highway. In the
case of a slower moving preceding vehicle, an ACC system automatically
switches from speed control to spacing control and follows the preceding
vehicle at a safe distance using automated throttle control. Figure 1-2 shows
a schematic of an adaptive cruise control system.



1. Introduction 7

without preceding vehicle maintain constant speed

“h - — J =M
with preceding vehicle maintain safe distance
-

r"/:r*‘ ( ( '.';(f'./ =,

radar

Figure 1-2. Adaptive cruise control

ACC systems are already available on production vehicles and can
operate on today’s highways. They have been developed by automotive
manufacturers as a driver assistance tool that improves driver convenience
and also contributes to safety. However, as the penetration of ACC vehicles
as a percentage of total vehicles on the road increases, ACC vehicles can
also significantly influence the traffic flow on a highway.

The influence of adaptive cruise control systems on highway traffic is
being studied by several research groups with the objective of designing
ACC systems to promote smoother and higher traffic flow (Liang and Peng,
1999, Swaroop, 1999, Swaroop 1998, Wang and Rajamani, 2001). Important
issues being addressed in the research include

a) the influence of inter-vehicle spacing policies and control
algorithms on traffic flow stability

b) the development of ACC algorithms to maximize traffic flow
capacity while ensuring safe operation

c) the advantages of using roadside infrastructure and communication
systems to help improve ACC operation.

The design of ACC systems is the focus of detailed discussion in Chapter
6 of this book.

1.4.3 Narrow tilt-controlled commuter vehicles

A different type of research activity being pursued is the development of
special types of vehicles to promote higher highway traffic flow rates.
A research project at the University of Minnesota focuses on the development
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of a prototype commuter vehicle that is significantly narrower than a regular
passenger sedan and requires the use of only a half-width lane on the
highway (Gohl, et. al., 2004, Rajamani, et. al., 2003, Kidane, et. al., 2010).
Adoption of such narrow vehicles for commuter travel could lead to
significantly improved highway utilization.

A major challenge is to ensure that the vehicle is as easy to drive and as
safe as a regular passenger sedan, in spite of being narrow. This leads to
some key requirements:

The vehicle should be relatively tall in spite of being narrow. This leads
to better visibility for the driver. Otherwise, in a short narrow vehicle where
the vehicle height is less than the track width, the driver would ride at the
height of the wheels of the many sport utility vehicles around him/her.

Since tall vehicles tend to tilt and overturn, the development of tech-
nology to assist the driver in balancing the vehicle and improving its ease of
use is important.

An additional critical requirement for small vehicles is that they need
significant innovations in design so as to provide improved crash-
worthiness, in addition to providing weather proof interiors.

A prototype commuter vehicle has been developed at the University of
Minnesota with an automatic tilt control system which ensures that the
vehicle has tilt stability in spite of its narrow track. The control system on
the vehicle is designed to automatically estimate the radius of the path in
which the driver intends the vehicle to travel and then tilt the vehicle
appropriately to ensure stable tilt dynamics. Stability is maintained both
while traveling straight as well as while negotiating a curve or while changing
lanes. Technology is also being developed for a skid prevention system based
on measurements of wheel slip and slip angle from new sensors embedded in
the tires of the narrow vehicle.

The control design task for tilt control on a narrow vehicle is challenging
because no single type of system can be satisfactorily used over the entire
range of operating speeds. While steer-by-wire systems can be used at high
speeds and direct tilt actuators can be used at medium speeds, a tilt brake
system has to be used at very low speeds. Details on the tilt control system
for the commuter vehicle developed at the University of Minnesota can be
found in Kidane, et. al., 2010, Rajamani, et. al., 2003 and Gohl, et. al., 2004.

Intelligent Transportation Systems (ITS)

The term Intelligent Transportation Systems (ITS) is often encountered in
literature on vehicle control systems. This term is used to describe a
collection of concepts, devices, and services that combine control, sensing
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and communication technologies to improve the safety, mobility, efficiency,
and environmental impact of vehicle/highway systems. The importance of
ITS lies in its potential to produce a paradigm shift (a new way of thinking)
in transportation technology away from individual vehicles and reliance on
building more roadways toward development of vehicles, roadways and
other infrastructure which are able to cooperate effectively and efficiently in
an intelligent manner.

1.5 EMISSIONS AND FUEL ECONOMY

US, European and Japanese Emission Standards continue to require significant
reductions in automotive emissions, as shown in Figure 1-3 (Powers and
Nicastri, 2000). The 2005 level for hydrocarbon (HC) emissions were less
than 2% of the 1970 allowance. By 2005, carbon monoxide (CO) levels were
only 10% of the 1970 level, while the permitted level for oxides of nitrogen
(NOx) were down to 7% of the 1970 level (Powers and Nicastri, 2000).
Trucks have also experienced ever-tightening emissions requirements, with
emphasis placed on emissions of particulate matter (soot). Fuel economy
goes hand in hand with emission reductions, and the pressure to steadily
improve fuel economy also continues.

To meet the ever-tightening emissions standards, auto manufacturers and
researchers are developing a number of advanced electromechanical feed-
back control systems. Closed-loop control of fuel injection, exhaust gas
recirculation (EGR), internal EGR, camless electronically controlled engine
valves, homogenous charge compression ignition (HCCI) and development
of advanced emissions sensors are being pursued to address gasoline engine
emissions (Ashhab, et. al., 2000, Das and Mathur, 1993, Stefanopoulou
and Kolmanovsky, 1999). Variable geometry turbocharged diesel engines,
electronically controlled turbo power assist systems and closed-loop control
of exhaust gas recirculation play a key role in technologies being developed
to address diesel engine emissions (Guzzella and Amstutz, 1998, Kolmanovsky,
et. al.,, 1999, Stefanopoulou, et. al., 2000). Dynamic modeling and use of
advanced control algorithms play a key role in the development of these
emission control systems.

Emissions standards in California also require a certain percentage of
vehicles sold by each automotive manufacturer to be zero emission vehicles
(ZEVs) and ultra low emission vehicles (ULEVs) (http://www.arb.ca.gov/
homepage.htm). This has pushed the development of hybrid electric vehicles
(HEVs), plug-in hybrid vehicles and electric vehicles.




10 Chapter 1

EMISSION EVOLUTION 1990 - 2000+

100
Stege t
“
% : —F  European Standards

g E i l Japanese Standards
S ™ | Staged :
65 o nly B o h e W) i
O 3 .
-~ - — P
g2 / _ |
L e Tier | /" |
@
g % TLEV
a % . U.S. Standards /ﬂ | Stage
SE LBV  th— et —
* g '

1% ULEY

[ .

1590 1992 1994 1996 1998 2000 002
MOUDEL YEAR

Figure 1-3. European, Japanese and US emission requirements’

1.5.1 Hybrid electric vehicles

A hybrid electric vehicle (HEV) includes both a conventional internal
combustion engine (ICE) and an electric motor in an effort to combine the
advantages of both systems. It aims to obtain significantly extended range
compared to an electric vehicle, while mitigating the effect of emissions and
improving fuel economy compared to a conventional ICE powertrain.

The powertrain in a HEV can be a parallel, a series, or a power-split
hybrid powertrain. In a typical parallel hybrid, the gas engine and the
electric motor both connect to the transmission independently. As a result, in
a parallel hybrid, both the electric motor and the gas engine can provide
propulsion power. By contrast, in a series hybrid, the gasoline engine turns
a generator, and the generator can either charge the batteries or power an
electric motor that drives the transmission. Thus, the gasoline engine never
directly powers the vehicle.

HEVs have a combination of diverse components with an array of energy
and power levels, as well as dissimiar dynamic properties. This results in a
difficult hybrid system control problem (Bowles, et. al., 2000, Saeks, et. al.,
2002, Paganelli, et. al., 2001, Schouten, et. al., 2002).

! Reprinted from Control Engineering Practice, Vol. 8, Powers and Nicastri, “Automotive
Vehicle Control Challenges in the 21% Century,” pp. 605-618, Copyright (2000), with
permission from Elsevier.
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Several hybrid cars have been available in the United States since the late
1990s, including the Honda Civic Hybrid, the Honda Insight and the Toyota
Prius. Plug-in hybrid electric vehicles such as the Chevrolet Volt and purely
electric vehicles such as the Nissan Leaf are being introduced in the market
in 2011. Chapter 16 in the second edition of this book provides an in-depth
overview of control system design for energy management in hybrid electric
vehicles.

1.5.2 Fuel cell vehicles

There has been significant research conducted around the globe for the
development of fuel cell vehicles. A fuel cell vehicle (FCV) has a fuel cell
stack fueled by hydrogen which serves as the major source of electric power
for the vehicle. Electric power is produced by a electrochemical reaction
between hydrogen and oxygen, with water vapor being the only emission
from the reaction.

The simplest configuration in a FCV involves supplying hydrogen
directly from a hydrogen tank in which hydrogen is stored as a compressed
gas or a cryogenic liquid. To avoid the difficulties of hydrogen storage and
the corresponding required infrastructure, a fuel processor using methanol or
gasoline as a fuel can be incorporated to produce a hydrogen-rich gas stream
on board. To compensate for the slow start-up and transient responses of the
fuel processor, and to take advantage of regenerative power at braking, a
battery may be used at additional cost, weight and complexity. Several
prototype fuel cell powered cars and buses are available in North America,
Japan and Europe with and without fuel processors.

An FCV with fuel processor on board still requires several major tech-
nical advances for practical vehicle applications. Component and subsystem
level technologies for FCV development have been demonstrated. The next
important step for vehicle realization is integrating these into a constrained
vehicle environment and developing coordinated control systems for the
overall powertrain system (Pukrushpan, et. al., 2004).

REFERENCES

Ashhab, M.-S, S., Stefanopoulou, A.G., Cook, J.A., Levin, M.B., “Control-Oriented Model
for Camless Intake Process (Part 1),” ASME Journal of Dynamic Systems, Measurement,
and Control, Vol 122, pp. 122-130, March 2000 .

Ashhab, M.-S, S., Stefanopoulou, A.G., Cook, J.A., Levin, M.B., “Control of Camless Intake
Process (Part II),” ASME Journal of Dynamic Systems, Measurement, and Control, Vol
122, pp. 131-139, March 2000.



12 Chapter 1

Bowles, P., Peng, H. and Zhang, X, “Energy management in a parallel hybrid electric vehicle
with a continuously variable transmission,” Proceedings of the American Control
Conference, Vol. 1, IEEE, Piscataway, NJ, USA,00CB36334. p 55-59, 2000.

Das, L M. and Mathur, R., “Exhaust gas recirculation for NOx control in a multicylinder
hydrogen-supplemented S.1. engine,” International Journal of Hydrogen Energy, Vol. 18,
No. 12, pp. 1013-1018, Dec 1993.

Eisele, D. D. and Peng, H., “Vehicle Dynamics Control with Rollover Prevention for
Articulated Heavy Trucks,” Proceedings of AVEC 2000, 5™ International Symposium on
Advanced Vehicle Control, August 22-24, Ann Arbor, Michigan, 2000.

Jones, W.D. (2002), “Building Safer Cars,” IEEE Spectrum, January 2002, pp 82-85.

Gohl, J., Rajamani, R., Alexander, L. and Starr, P., “Active Roll Mode Control
Implementation on a Narrow Tilting Vehicle,” Vehicle System Dynamics, Vol. 42, No. 5,
pp. 347-372, 2004.

Guzzella, L. Amstutz, A., “Control of diesel engines,” IEEE Control Systems Magazine, Vol.
18, No. 5, pp. 53-71, October 1998.

Hedrick, J K. Tomizuka, M. Varaiya, P, “Control Issues in Automated Highway Systems,”
IEEE Control Systems Magazine. v 14 n 6, . p 21-32 , Dec 1994

Hibbard, R. and Karnopp, D., “Twenty-First Century Transportation System Solutions — a
New Type of Small, Relatively Tall and Narrow Tilting Commuter Vehicle,” Vehicle
System Dynamics, Vol. 25, pp. 321-347, 1996.

Hrovat, D., “Survey of Advanced Suspension Developments and Related Optimal Control
Applications,” Automatica, Vol. 33, No. 10, pp. 1781-1817, October 1997.

Kidane, S., Rajamani, R., Alexander, L., Starr, P.J. and Donath, M., “Development and
Experimental Evaluation of a Tilt Stability Control System for Narrow Commuter
Vehicles,” IEEE Transactions on Control Systems Technology, Vol. 18, No. 6, pp. 1266-
1279, 2010.

Kolmanovsky, I. Stefanopoulou, A G. Powell, B K., “Improving turbocharged diesel engine
operation with turbo power assist system,” Proceedings of the IEEE Conference on
Control Applications, Vol. 1, pp. 454-459, 1999.

Lewis, A.S. and El-Gindy, M., “Sliding mode control for rollover prevention of heavy
vehicles based on lateral acceleration,” International Journal of Heavy Vehicle Systems,
Vol. 10, No. 1/2, pp. 9-34, 2003.

Liang, C.Y. and Peng, H., “Design and simulations of a traffic-friendly adaptive cruise
control algorithm,” Dynamic Systems and Control Division, American Society of
Mechanical Engineers, DSC, Vol. 64, ASME, Fairfield, NJ, USA. Pp. 713-719, 1998.

Liang, C.Y. and Peng, H., “Optimal adaptive cruise control with guaranteed string stability,”
Vehicle System Dynamics, Vol. 32, No. 4, pp. 313-330, 1999.

NHTSA, “Traffic Safety Facts — Highlights of 2009 Motor Vehicle Crashes,” National
Highway Traffic Safety Administration Report, DOT HS 811 363, August 2010.

NHTSA, Fatality Analysis Reporting System, Web-Based Encyclopedia, www-fars/nhtsa.gov

Paganelli, G. Tateno, M. Brahma, A. Rizzoni, G. Guezennec, Y., “Control development for a
hybrid-electric sport-utility vehicle: Strategy, implementation and field test results,”
Proceedings of the American Control Conference, Vol. 6, p 5064-5069 (IEEE cat n
01CH37148), 2001.

Powers, W.F. and Nicastri, P.R., (2000) “Automotive Vehicle Control Challenges in the 21
Century,” Control Engineering Practice, Vol. 8, pp. 605-618.

Pukrushpan, J.T., Stefanopoulou, A.G. and Peng, H, Control of Fuel Cell Power Systems:
Principles, Modeling, Analysis, and Feedback Design, Springer-Verlag, London, ISBN
1-85233-816, 2004.



1. Introduction 13

Rajamani, R., Gohl, J., Alexander, L. and Starr, P., “Dynamics of Narrow Tilting Vehicles,”
Mathematical and Computer Modeling of Dynamical Systems, Vol. 9, No. 2, pp. 209-231,
2003.

Rajamani, R and Zhu, C., “Semi-Autonomous Adaptive Cruise Control”, IEEE Transactions
on Vehicular Technology, Vol. 51, No. 5, pp. 1186-1192, September 2002.

Rajamani, R., Tan, H.S., Law, B. and Zhang, W.B., “Demonstration of Integrated Lateral and
Longitudinal Control for the Operation of Automated Vehicles in Platoons,” [EEE
Transactions on Control Systems Technology, Vol. 8, No. 4, pp. 695-708, July 2000.

Saeks, R., Cox, C.J., Neidhoefer, J., Mays, P.R. and Murray, J.J., “Adaptive Control of a
Hybrid Electric Vehicle,” IEEE Transactions on Intelligent Transportation Systems, Vol.
3, No. 4, pp. 213-234, December 2002.

Santhanakrishnan, K. and Rajamani, R., “On Spacing Policies for Highway Vehicle
Automation,” IEEE Transactions on Intelligent Transportation Systems, Vol. 4, No. 4, pp.
198-204, December 2003.

Schouten, Niels J. Salman, Mutasim A. Kheir, Naim A., “Fuzzy logic control for parallel
hybrid vehicles,” IEEE Transactions on Control Systems Technology, Vol. 10, No. 3, pp.
460-468. May 2002.

Swaroop, D. and Rajagopal, K.R., “Intelligent Cruise Control Systems and Traffic Flow
Stability,” Transportation Research Part C : Emerging Technologies, Vol. 7, No. 6, pp.
329-352, 1999.

Swaroop D. Swaroop, R. Huandra, “Design of an ICC system based on a traffic flow
specification,” Vehicle System Dynamics Journal, Vol. 30, no. 5, pp. 319-44, 1998.

Stefanopoulou, A.G., Kolmanovsky, I. and Freudenberg, J.S., “Control of variable geometry
turbocharged diesel engines for reduced emissions,” [EEE Transactions on Control
Systems Technology, Vol. 8, No. 4, pp. 733-745, July 2000.

Stefanopoulou, A.G. and Kolmanovsky, 1., “Analysis and Control of Transient Torque
Response in Engines with Inernal Exhaust Gas Recirculation,” IEEE Transactions on
Control System Technology, Vol.7, No.5, pp.555-566, September 1999.

Strassberger, M. and Guldner, J., “BMW’s Dynamic Drive: An Active Stabilizer Bar
Systems,” IEEE Control Systems Magazine, pp. 28-29, 107, August 2004.

Texas Transportation Institute, “Urban Mobility Report 2010,” http://mobility.tamu.edu,
December 2010.

United States Department of Transportation, NHTSA, FARS and GES, “Fatal Accident
Reporting System (FARS) and General Estimates System (GES),” 1992.

Varaiya, Pravin, “Smart Cars on Smart Roads: Problems of Control,” /[EEE Transactions on
Automatic Control, Vol. 38, No. 2, pp. 195-207, Feb 1993.

Wang, J. and Rajamani, R., “Should Adaptive Cruise Control Systems be Designed to
Maintain a Constant Time Gap Between Vehicles?”, Proceedings of the Dynamic Systems
and Control Division, ASME International Mechanical Engineering Congress and
Exposition, 2001.

Wright, P.G. and Williams, D.A., “The application of active suspension to high performance
road vehicles,” Microprocessors in Fluid Engineering, Institute of Mechanical Engineers
Conference, 1984.






Chapter 2
LATERAL VEHICLE DYNAMICS

The first section in this chapter provides a review of several types of lateral
control systems that are currently under development by automotive manu-
facturers and researchers. The subsequent sections in the chapter study
kinematic and dynamic models for lateral vehicle motion. Control system
design for lateral vehicle applications is studied later in Chapter 3.

2.1 LATERAL SYSTEMS UNDER COMMERCIAL
DEVELOPMENT

Lane departures are the number one cause of fatal accidents in the United
States, and account for more than 39% of crash-related fatalities. Reports by
the National Highway Transportation Safety Administration (NHTSA) state
that as many as 1,575,000 accidents annually are caused by distracted
drivers - a large percentage of which can be attributed to unintended lane
departures. Lane departures are also identified by NHTSA as a major cause
of rollover incidents involving sport utility vehicles (SUVs) and light trucks
(http://www.nhtsa.gov).

Three types of lateral systems have been developed in the automotive
industry that address lane departure accidents: lane departure warning systems
(LDWS), lane keeping systems (LKS) and yaw stability control systems.
A significant amount of research is also being conducted by university
researchers on these types of systems.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 15
DOI 10.1007/978-1-4614-1433-9 2, © Rajesh Rajamani 2012
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2.1.1 Lane departure warning

A lane departure warning (LDW) system is a system that monitors the
vehicle’s position with respect to the lane and provides warning if the
vehicle is about to leave the lane. An example of a commercial LDW system
under development is the AutoVue LDW system by Iteris, Inc. shown in
Figure 2-1.

Figure 2-1. LDW system based on lane markings'

The AutoVue device is a small, integrated unit consisting of a camera,
onboard computer and software that attaches to the windshield, dashboard or
overhead. The system is programmed to recognize the difference between
the road and lane markings. The unit’s camera tracks visible lane markings
and feeds the information into the unit’s computer, which combines this data
with the vehicle’s speed. Using image recognition software and proprietary
algorithms, the computer can predict when a vehicle begins to drift towards
an unintended lane change. When this occurs, the unit automatically emits
the commonly known rumble strip sound, alerting the driver to make a
correction.

AutoVue is publicized as working effectively both during day and night,
and in most weather conditions where the lane markings are visible. By

! Figure courtesy of Iteris, Inc.
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simply using the turn signal, a driver indicates to the system that a planned
lane departure is intended and the alarm does not sound.

Lane departure warning systems made by Iteris are now in use on
trucks manufactured by Mercedes and Freightliner. Iteris’ chief competitor,
AssistWare, has also had success in the heavy truck market: their SafeTrac
system is now available as a factory option on Kenworth trucks and via
direct sales to commercial fleets (http://www.assistware.com).

2.1.2 Lane keeping systems

A lane-keeping system automatically controls the steering to keep the
vehicle in its lane and also follow the lane as it curves around. Over the last
ten years, several research groups at universities have developed and demon-
strated lane keeping systems. Researchers at California PATH demonstrated
a lane keeping system based on the use of cylindrical magnets embedded at
regular intervals in the center of the highway lane. The magnetic field from
the embedded permanent magnets was used for lateral position measurement
of the vehicle (Guldner, et. al., 1996). Research groups at Berkeley (Taylor,
et. al., 1999) and at Carnegie Mellon (Thorpe, et. al., 1998) have developed
lateral position measurement systems using vision cameras and demon-
strated lateral control systems using vision based measurement. Researchers
at the University of Minnesota have developed lane departure warning and
lane keeping systems based on the use of differential GPS for lateral position
measurements (Donath, et. al., 1997).

Systems are also under development by several automotive manufacturers,
including Nissan. A lane-keeping system called LKS, which has recently
been introduced in Japan on Nissan’s Cima model, offers automatic steering
in parallel with the driver (http://ivsource.net). Seeking to strike a balance
between system complexity and driver responsibility, the system is targeted
at ‘monotonous driving’ situations. The system operates only on ‘straight-
ish’ roads (a minimum radius will eventually be specified) and above a
minimum defined speed. Nissan’s premise is that drivers feel tired after long
hours of continuous expressway driving as a result of having to constantly
steer their vehicles slightly to keep them in their lane. The LKS attempts to
reduce such fatigue by improving stability on the straight highway road. But
the driver must remain engaged in actively steering the vehicle — if he/she
does not, the LKS gradually reduces its degree of assistance. The practical
result is that you can’t “tune out” and expect the car to drive for you.
Nissan’s argument is that this approach achieves the difficult balance between
providing driver assistance while maintaining driver responsibility. The low
level of steering force added by the control isn’t enough to interfere with the
driver’s maneuvers.
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The system uses a single CCD camera to recognize the lane demarkation,
a steering actuator to steer the front wheels, and an electronic control unit.
The camera estimates the road geometry and the host vehicle’s position in
the lane. Based on this information, along with vehicle velocity and steering
wheel angle, the control unit calculates the steering torque needed to keep
within the lane.

Nissan is also developing a LDW system called its Lane Departure
Avoidance (LDA) system (http://ivsource.net). The LDA system aims to
reduce road departure crashes by delaying a driver’s deviation from the lane
in addition to providing warning through audio signals and steering wheel
vibrations. Nissan’s LDA creates a lateral “buffer” for the driver, and kicks
into action to automatically steer if the vehicle starts to depart the lane. But,
unlike a true co-pilot, the system won’t continue to handle the steering job —
with haptic feedback in the steering wheel, the driver is alerted to the system
activation and is expected to re-assert safe control by himself or herself. The
automatic steering assist is steadily reduced over a period of several seconds.
So, a road departure crash is still possible, but is expected be less likely
unless the driver is seriously incapacitated.

LDA is accomplished using the same basic components of LKS: a
camera, a steering actuator, an electronic control unit, and a buzzer or other
warning devicer.

2.1.3  Yaw stability control systems

Vehicle stability control systems that prevent vehicles from spinning and
drifting out have been developed and recently commercialized by several
automotive manufacturers. Such stability control systems are also often
referred to as yaw control systems or electronic stability control systems.
Figure 2-2 schematically shows the function of a yaw control system.
In this figure, the lower curve shows the trajectory that the vehicle would
follow in response to a steering input from the driver if the road were dry
and had a high tire-road friction coefficient. In this case the high friction
coefficient is able to provide the lateral force required by the vehicle to
negotiate the curved road. If the coefficient of friction were small or if the
vehicle speed were too high, then the vehicle would be unable to follow
the nominal motion required by the driver — it would instead travel on a
trajectory of larger radius (smaller curvature), as shown in the upper curve of
Figure 2-2. The function of the yaw control system is to restore the yaw
velocity of the vehicle as much as possible to the nominal motion expected
by the driver. If the friction coefficient is very small, it might not be possible
to entirely achieve the nominal yaw rate motion that would be achieved by
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the driver on a high friction coefficient road surface. In this case, the yaw
control system would partially succeed by making the vehicle’s yaw rate
closer to the expected nominal yaw rate, as shown by the middle curve in
Figure 2-2.

Track on low p road

Vehicle slip

Track on high p road

Figure 2-2. The functioning of a yaw control system

Many companies have investigated and developed yaw control systems
during the last ten years through simulations and on prototype experimental
vehicles. Some of these yaw control systems have also been commercialized
on production vehicles. Examples include the BMW DSC3 (Leffler, et. al.,
1998) and the Mercedes ESP, which were introduced in 1995, the Cadillac
Stabilitrak system (Jost, 1996) introduced in 1996 and the Chevrolet C5
Corvette Active Handling system in 1997 (Hoffman, et.al., 1998).

Three types of stability control systems have been proposed and developed
for yaw control:

Differential Braking systems which utilize the ABS brake system on the
vehicle to apply differential braking between the right and left wheels to
control yaw moment.

Steer-by-Wire systems which modify the driver’s steering angle input
and add a correction steering angle to the wheels
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Active Torque Distribution systems which utilize active differentials
and all wheel drive technology to independently control the drive torque
distributed to each wheel and thus provide active control of both traction and
yaw moment.

By large, the differential braking systems have received the most attention
from researchers and have been implemented on several production vehicles.
Steer-by-wire systems have received attention from academic researchers
(Ackermann, 1994, Ackermann, 1997). Active torque distribution systems
have received attention in the recent past and are likely to become available
on production cars in the future.

Differential braking systems are the major focus of coverage in this book.
They are discussed in section 8.2. Steer-by-wire systems are discussed in
section 8.3 and active torque distribution systems are discussed in section 8.4.

2.2 KINEMATIC MODEL OF LATERAL VEHICLE
MOTION

Under certain assumptions described below, a kinematic model for the
lateral motion of a vehicle can be developed. Such a model provides a
mathematical description of the vehicle motion without considering the
forces that affect the motion. The equations of motion are based purely on
geometric relationships governing the system.

Consider a bicycle model of the vehicle as shown in Figure 2-3 (Wang
and Qi, 2001). In the bicycle model, the two left and right front wheels are
represented by one single wheel at point A. Similarly the rear wheels are
represented by one central rear wheel at point B. The steering angles for the

front and rear wheels are represented by &, and O, respectively. The
model is derived assuming both front and rear wheels can be steered. For
front-wheel-only steering, the rear steering angle O, can be set to zero. The
center of gravity (c.g.) of the vehicle is at point C. The distances of points
A and B from the c.g. of the vehicle are ¢ f and 7, respectively. The

wheelbase of the vehicle is L =/ rt l,.

The vehicle is assumed to have planar motion. Three coordinates are
required to describe the motion of the vehicle: X, ¥ and w. (X,Y) are
inertial coordinates of the location of the c.g. of the vehicle while

describes the orientation of the vehicle. The velocity at the c.g. of the vehicle
is denoted by V' and makes an angle £ with the longitudinal axis of the

vehicle. The angle [ is called the slip angle of the vehicle.
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Figure 2-3. Kinematics of lateral vehicle motion

Assumptions

The major assumption used in the development of the kinematic model is
that the velocity vectors at points A and B are in the direction of the
orientation of the front and rear wheels respectively. In other words, the
velocity vector at the front wheel makes an angle o  with the longitudinal
axis of the vehicle. Likewise, the velocity vector at the rear wheel makes an
angle o, with the longitudinal axis of the vehicle. This is equivalent to
assuming that the “slip angles” at both wheels are zero. This is a reasonable
assumption for low speed motion of the vehicle (for example, for speeds less
than 5 m/s). At low speeds, the lateral force generated by the tires is small.
In order to drive on any circular road of radius R, the total lateral force
from both tires is

my?
R

which varies quadratically with the speed V' and is small at low speeds.
When the lateral forces are small, as explained later in section 2.4, it is
indeed very reasonable to assume that the velocity vector at each wheel is in
the direction of the wheel.
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The point O is the instantaneous rolling center for the vehicle. The point
O is defined by the intersection of lines AO and BO which are drawn
perpendicular to the orientation of the two rolling wheels.

The radius of the vehicle’s path R is defined by the length of the line
OC which connects the center of gravity C to the instantaneous rolling center
O. The velocity at the c.g. is perpendicular to the line OC. The direction of
the velocity at the c.g. with respect to the longitudinal axis of the vehicle is
called the slip angle of the vehicle S .

The angle i is called the heading angle of the vehicle. The course angle
for the vehicleis y =w + [ .

Apply the sine rule to triangle OCA.

sin(5f —ﬂ) sin(;[—é'fj

= 2.1
: - .1
Apply the sine rule to triangle OCB.
T
) sin( + 5,}
sin(-5,) _ 2 22)
l, R
From Eq. (2.1)
sin(éf )cos(ﬁ) - sin(ﬂ)cos(éf) _ cos(5f) 23)
Ly R
From Eq. (2.2)
cos(, )sin(B)—cos(B)sin(5,) cos(5,)
= (2.4)
l, R
Multiply both sides of Eq. (2.3) by — £ W
t t . (2. . t
ultiply both sides of Eq. ( )ym e ge
: Ly
tan(é'f )cos(ﬁ)— sin(8) = 3 (2.5)
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l
Multiply both sides of Eq. (2.4) by L We get

cos(s,)
sin(/8)— tan(s, Jeos(8) = = .6)
Adding Egs. (2.5) and (2.6)
{tan(5 ; )~ tan(5, )jcos(3) = % 27)

If we assume that the radius of the vehicle path changes slowly due to
low vehicle speed, then the rate of change of orientation of the vehicle
(i.e. ) must be equal to the angular velocity of the vehicle. Since the

angular velocity of the vehicle is % , it follows that
y=— 2.8
V= 2.8)

Using Eq. (2.8), Eq. (2.7) can be re-written as

v = V cos(B)

s (tan(5 ;) — tan(5,.)) 2.9)

The overall equations of motion are therefore given by

X =Vcos(y + B) (2.10)

Y =Vsin(y + B) (2.11)

v zVLs(ﬂ)(tan(éf)—tan(&)) 2.12)
Lp+t,

In this model there are three inputs: &/, 0, and V . The velocity V is
an external variable and can be assumed to be a time varying function or can
be obtained from a longitudinal vehicle model.
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The slip angle S can be obtained by multiplying Eq. (2.5) by ¢, and
subtracting it from Eq. (2.6) multiplied by £ r

(2.13)

! tand, + /¢ . tano ,
ﬂztan_{ / rter f]

Lr+l,

Remark

Here it is appropriate to include a note on the “bicycle” model assumption.
Both the left and right front wheels were represented by one front wheel in
the bicycle model. It should be noted that the left and right steering angles in
general will be approximately equal, but not exactly so. This is because the
radius of the path each of these wheels travels is different. Consider a front
wheel steered vehicle as shown in Figure 2-4.

Figure 2-4. Ackerman turning geometry

Let ¢ be the track width of the vehicle and §, and o; be the outer and
inner steering angles respectively. Let the wheelbase L =/ rt ¢, be small

compared to the radius R . If the slip angle /£ is small, then Eq. (2.12) can
be approximated by
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< IS

L
R L
or

== 2.14
o= (2.14)

Since the radius at the inner and outer wheels are different, we have

5, = Lz (2.15)
R+
2

S = Lg (2.16)
R—"»w
2

The average front wheel steering angle is approximately given by

_50+5l-
2

)

I

L 2.17)
- .

The difference between &, and 0; is

@—50:%@,:52Q (2.18)
R L
Thus the difference in the steering angles of the two front wheels is
proportional to the square of the average steering angle. Such a differential
steer can be obtained from a trapezoidal tie rod arrangement, as shown in
Figure 2-5. As can be seen from the figure, for both left and right turns, the
inner wheel always turns a larger steering angle.
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Trapezoidal [
geometry

Left turn

Right turn

Figure 2-5. Differential steer from a trapezoidal tie-rod arrangement

Table 2.1 Summary of kinematic model equations

SUMMARY OF KINEMATIC MODEL EQUATIONS

Symbol Nomenclature Equation

X Global X axis coordinate X = VCOS(!// + ;B)

Y  Global Y axis coordinate Y=V Sil’l(l// 4k ’B)
¥ Yaw angle; orientation . V cos
angle of vehicle with = J (tan(5f) —tan(o, ))

respect to global X axis ‘ A +t,

lctanod, + /7, tano
[ Vehicle slip angle £ = tan -1 2/ r A S
V4 s +/ 7
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2.3 BICYCLE MODEL OF LATERAL VEHICLE
DYNAMICS

At higher vehicle speeds, the assumption that the velocity at each wheel is in
the direction of the wheel can no longer be made. In this case, instead of a
kinematic model, a dynamic model for lateral vehicle motion must be
developed.

A “bicycle” model of the vehicle with two degrees of freedom is con-
sidered, as shown in Figure 2-6. The two degrees of freedom are represented
by the vehicle lateral position y and the vehicle yaw angle w . The vehicle
lateral position is measured along the lateral axis of the vehicle to the point
O which is the center of rotation of the vehicle. The vehicle yaw angle w is

measured with respect to the global X axis. The longitudinal velocity of
the vehicle at the c.g. is denoted by V.

AT 0

X
1
Lane
centerline
v

Figure 2-6. Lateral vehicle dynamics

The influence of road bank angle will be considered later. Ignoring road
bank angle for now and applying Newton’s second law for motion along the
y axis (Guldner, et. al., 1996),

ma, :Fyf +Fyr (2.19)
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a’y

where a,, =
- 4

J is the inertial acceleration of the vehicle at the
inertial

c.g. in the direction of the y axis and F',, and F', are the lateral tire forces
y ¢ the

acceleration ) which is due to motion along the y axis and the centripetal

of the front and rear wheels respectively. Two terms contribute to a

acceleration V. Hence
a,=y+Vy (2.20)

Substituting from Eq. (2.20) into Eq. (2.19), the equation for the lateral
translational motion of the vehicle is obtained as

m(j)+1/)Vx):Fyf +F, (2.21)

Moment balance about the z axis yields the equation for the yaw
dynamics as

Ij={ Fy—(.F, (2.22)

where / s and ¢, are the distances of the front tire and the rear tire
respectively from the c.g. of the vehicle.

The next step is to model the lateral tire forces ., and F yr that act on

the vehicle. Experimental results show that the lateral tire force of a tire is
proportional to the “slip-angle” for small slip-angles. The slip angle of a tire
is defined as the angle between the orientation of the tire and the orientation
of the velocity vector of the wheel (see Figure 2-7). In Figure 2-7, the slip
angle of the front wheel is

where ﬁvf is the angle that the velocity vector makes with the longitudinal
axis of the vehicle and O is the front wheel steering angle. The rear slip
angle is similarly given by

a, =—0y, (2.24)

A physical explanation of why the lateral tire force is proportional to slip
angle can be found in Chapter 13 (in section 13.4).
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longitudinal axis of the
vehicle

Figure 2-7. Tire slip-angle

The lateral tire force for the front wheels of the vehicle can therefore be
written as

Fp =2C(6-6y) (2.25)

where the proportionality constant C of is called the cornering stiffness of
each front tire, J is the front wheel steering angle and 6’Vf is the front tire

velocity angle. The factor 2 accounts for the fact that there are two front
wheels.
Similarly the lateral tire for the rear wheels can be written as

F, =2Ch(-6y,) (2.26)

where C,,. is the cornering stiffness of each rear tire and ), is the rear tire

velocity angle.
The following relations can be used to calculate &y and 6y, :

V,+/0
tan(HV‘ - % 2.27)
tan(6) )= Yooty (2.28)

v,

X
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Using small angle approximations and using the notation V,, = Vv,

y+Lly
g, -2 1V 229
= (229)
g, =LV (2.30)
Vx

Substituting from Egs. (2.23), (2.24), (2.29) and (2.30) into Egs. (2.21)
and (2.22), the state space model can be written as

0 1 0 0
y 0 B 2Caf +2C,, 0 —¥ — 2Caf€f -2C,10,
d|yv|_ mV, * mV,
dt % ~10 0 0 , 1 ,
v 0 2£quf -20,C,, 0 2£f qu +20,°C,,
L Isz Isz i
0
2C,
m
+ 0 )
2€fCaf
[Z

2.31)

Consideration of road bank angle

If the influence of road bank angles is included, then Eq. (2.21) can be
rewritten as

m(y+l//Vx) =Fyf +Fyr +Fbank (232)

where £}, =mgsin(@) and ¢ is the road bank angle with sign convention

as shown in Figure 2-8.
The yaw dynamics of the vehicle are not affected by road bank angle.
Hence Eq. (2.22) remains the same even in the presence of a bank angle.
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: cw
i
A =B
Cross-section (1)

ccw

B~ # A
Cross-section (@)

Figure 2-8. Sign convention for bank angle

Comment on lateral tire forces at larger slip angles

The assumption that the lateral tire force is proportional to slip angle will not
hold at large slip angles. In such cases, the lateral tire force will depend on
slip angle, the normal tire load £, the tire-road friction coefficient 4 and
also the magnitude of longitudinal tire force that is being simultaneously
generated. For a more complete lateral tire model that includes the influence
of all these variables, see chapter 13 of this book. At large slip angles, the
tire model will no longer be linear.

24 MOTION OF A PARTICLE RELATIVE TO A
ROTATING FRAME

This section describes the relation between acceleration in body fixed
coordinates and acceleration in inertial coordinates for a general rotating
rigid body. This formulation can be used to obtain inertial acceleration
values of a vehicle with yaw rate, roll and pitch rotational motion. In this
section, the formulation is used to obtain inertial acceleration along the
lateral axis of a vehicle which has rotational yaw motion.
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Consider a rotating body, as shown in Figure 2-9, described in two
coordinate systems: a coordinate system fixed in inertial space (XYZ) and
a coordinate system fixed to the body (xyz). At the time instant under
consideration, assume that both coordinate systems have the same orientation.

Let the angular speed of the body be Q.

Figure 2-9. Inertial and body-fixed coordinate systems

Consider a particle P with inertial coordinates [X Y 7 ]T and body-

fixed coordinates [x y Z]T located on the body. Let 7 pe the vector from

the origin of the inertial coordinate system to the point P. The acceleration of
this particle in inertial coordinates can be related to its acceleration in body-
fixed coordinates as follows (Merriam and Kraige, 1987):

X x
d? d* S S
—1 Y =13y + QX (QAXT)+QAXT+2QXT (2.33)
dt* dt*

VA z

All the vectors on the right-hand side of the above equation are expressed
in body-fixed coordinates.

Apply Eq. (2.33) to the case of the lateral vehicle system shown in Figure
2-10.

Let { , j,k be unit vectors in the direction of the x, y,z axes. We have

=y k (2.34)



2. Lateral Vehicle Dynamics 33

A

r=—Rj (2.35)
From Eq. (2.33)

—

=Ox(QXxD)+QXF+2QXF +dpogy fived

Qinertial
or

Giorial = VK X (Wk X -R)) + 7k x -Rj + 2y k x -Rj+ii+7 ]
or

Ginortial =W R J+(RY +20R) T + 31+ ] (2.36)

Hence a,, :l/'/zR+j}:Vxl/'/+j}.

Hence the inertial acceleration along the y axis is

a,=y+Vy (2.37)

Lane
centerline

Figure 2-10. The lateral system in terms of rotating coordinates
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2.5 DYNAMIC MODEL IN TERMS OF ERROR
WITH RESPECT TO ROAD

When the objective is to develop a steering control system for automatic lane
keeping, it is useful to utilize a dynamic model in which the state variables
are in terms of position and orientation error with respect to the road.

Hence the lateral model developed in section 2.3 will be re-defined in
terms of the following error variables:

ey, the distance of the c.g. of the vehicle from the center line of the lane
e, , the orientation error of the vehicle with respect to the road.

Consider a vehicle traveling with constant longitudinal velocity ¥ _on a
road of constant radius R . Again, assume that the radius R is large so that
the same small angle assumptions as in the previous section can be made.
Define the rate of change of the desired orientation of the vehicle as

V

Vg = Fx (2.38)

The desired acceleration of the vehicle can then be written as

V2

X

R

= VW des (2.39)

Define ¢€; and e, as follows (Guldner, et. al., 1996):

B .
e = (y + Vxl//) - ;; =)y + Vx(l// - l//des) (2'40)
and
e =YW — VY jos (2.41)
Define

él = y + Vx (l// - l//des) (2-42)
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Eq. (2.42) is consistent with Eq. (2.40) if the velocity V is constant. If
the velocity were not constant, one would integrate Eq. (2.40) and obtain

é =3+ [Vedt

This would yield a model that is nonlinear and time varying and would
not be useful for control system design. Hence the approach taken is to
assume the longitudinal velocity is constant and obtain a LTI model. If the
velocity varies, the LTI model is replaced with an LPV model in which
longitudinal velocity is a time varying parameter (see section 3.4 in the next
chapter).

Substituting from Eqs. (2.41) and (2.42) into (2.21) and (2.22), we find

L2 2
meé;=¢| ——Cpr ——Cp, |+ [2Caf + 2Ca,]
Vx VX
2C 00

voo| - 2Caly (2.43)
Vx Vx
2C 00

+ ‘/)des|:_ :/‘f Ly 2Col, } +2Cy0

X X

and

2C 0
1.,e, = 2Caf€15 + e']|:— ;f L 2C;,,€r}

X X

2Caf£f2 _ 2Car€r2

re[2C 00 =200, |+ 6y - - 2| (244)
X X
. . 2C, 2 20 12
_IZV/des+V/des - 0;5 u - OIZ -

X X

The state space model in tracking error variables is therefore given by
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1 0 0 |
ZCW( +2C0(r Zcof +2C0ll’ _2C@F£f +2C0{I”£}’ el
mVy m mVy 4l
0 0 1 er
2ol f~2Cqply 2Copl f~2Coply  2Copl 2 +2Cot, 7 :
1V I, IV i
o 1 o
zcog( _ZCWer—ZCmér_
m mVy g .
+ 0 o+ 0 Y des
2ot f 2ot 2 +2Ce 0,
I | | 1V, |
(2.45)

The tracking objective of the steering control problem can therefore be

expressed as a problem of stabilizing the dynamics given by Eq. (2.45). Note
that the lateral dynamics model shown above is a function of the longitudinal
vehicle speed V. which has been assumed to be constant.

rewritten as

*lo

0

If the influence of road bank angle is included, then Eq. (2.45) gets

_0 _0 -
2C0!f B 2Caf€f - 2Car€r _ 0
—_— pe
m mV ) gl .
= o+ + sinl
e 0 0 V des 0 (¢)
2Cyl s 20yt 4 2Ce !, 0
L ]Z . L Iz Vx .
1 0 0 ]
2C,; +2C,, 2C, +2C,, ~2Col ; +2Cout, |[e
mV, m mV, €
0 0 1 e
20yl =2Cuty 20yl =2Cut, 204l 2 +2C,0,0 ||,
_ — 2
[sz ]z ]sz i
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Table 2.2 Summary of dynamic model equations in terms of error with respect to road
SUMMARY OF DYNAMIC MODEL EQUATIONS

Symbol Nomenclature Equation

X State space vector X = [el e e é2 ]T
)'C = Ax ar 315 ar leﬂ'des =P B3 Sln(¢)

Matrices 4 , Bl s Bz and B3 are defined
in equation (2.46)

Lateral position error - o
- é =y+V
1 with respect to road 1= VTV (l// ¥ des )

Yaw angle error with _ _
e e, =
2 respect to road 2 (l// ¥ des )

) Front wheel steering
angle

w‘ Desired yaw rate
des determined  from W dos =
es

= [

road radius R

¢ Bank angle with sign
convention as
defined by Fig. 2.8

2.6 DYNAMIC MODEL IN TERMS OF YAW RATE
AND SLIP ANGLE

In Figure 2-11, vehicle sideslip angle £ is defined as the angle between the
longitudinal axis of the vehicle and the orientation of vehicle velocity vector,
and r =y is the yaw rate of the vehicle body. The lateral dynamics of the
vehicle is controlled by the front wheel steering angle o .
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Figure 2-11. Single track model for vehicle lateral dynamics

The body side slip angle can be related to e; and e, as follows. Under
small angle assumptions

y 1, I .
== —\e — e =—¢e — € 247
B V. Vx(l Vey) V. 1€ (2.47)

Using the body side slip angle [ and the yaw rate of vehicle body
r =y as state variables, the vehicle lateral dynamics can then be described
by the following differential equations (Ackerman, 1997):

af dp
mVx(E+l//j=mVx(E+rj=FYf +Fyr+Fbank (248)
Iy =17=0,F,~(F, (2.49)

where m is vehicle mass, V. is vehicle longitudinal velocity, F' W F Jy- are

front and rear tire forces, respectively, F},,; is the force due to road bank
angle, /. is yaw moment of inertia, and / £ ¢, are distances from CG

(center of gravity) to front and rear tires, respectively.

For small tire slip angles, the lateral tire forces can be approximated as a
linear function of tire slip angle. The front and rear tire forces and tire slip
angles are defined as follows:
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ler
f
FyfzCafaf,af=5—9v-=5—ﬁ—V— (2.50)
X
l,.r
Fyr = Carar’ a, =_Hvr =_ﬁ+ % (2.51)

X

where C,r and C,,. are the cornering stiffness of the front and rear tires
respectively. Substituting (2.50) and (2.51) into (2.48) and (2.49) yields the

following description for the vehicle lateral dynamics:

%:_rq_&[g_ﬂ_(frj_i_ Car (_ﬁ+€r7j+gsin¢

dt mV. V. mV, V., V.,
(2.52)
e ter) ¢.C 1
ar it s g ST LCar| g Lt (2.53)
dt 1, v, 1. v,

2.7 FROM BODY FIXED TO GLOBAL
COORDINATES

The dynamic model described in sections 2.5 is based on body fixed
coordinates. It is suitable for control system design, since a lane keeping
controller must utilize body fixed measurements of position error with
respect to road. To obtain a global picture of the trajectory traversed by the
vehicle, however, the time history of the body-fixed coordinates must be
converted into trajectories in inertial space.

As shown in Figure 2-12, the lateral distance between the c.g. of the
vehicle and the road centerline is e; . The position of the vehicle in global
coordinates is therefore given by

X =X jo5 — e sin(y) (2.54)

Y=Y, +ecos(y) (2.55)
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A 0.

Lane
centerline

Figure 2-12. From body fixed to global coordinates

where (X ,,Y,.s) are the global coordinates of the point on the road
centerline which lies on a line along the lateral axis of the vehicle.

t t
Using X, = JVCOS(Wdes)dt s YVieg = IVsin(y/des )dt and replacing
0 0
v by v =e) +y, inequations (2.54) and (2.55), the global coordinates

of the vehicle are obtained as

t
X = IVcos(wdes)dt —e sin(ey + ¥ 4,,) (2.56)
0

t
Y= IV SIN(Y 4o )dt + € cos(ey + W 4y ) (2.57)
0
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2.8 ROAD MODEL

. : | .
The curvature of a road is the inverse of the road radius i.e. E Continuity

of curvature is an important criterion that a road should satisfy in order to
ensure that the lateral control system can track it. Clothoid spirals are curves
that are used to transition smoothly from one curvature value to another (for
example, in going from a straight road to a circular road).

A clothoid is defined to be a spiral whose curvature is a linear function of
its arc length and is mathematically defined in terms of Fresnel integrals
(Kiencke and Nielsen, 2000). The parametric equation of a clothoid is

x(t C(¢
[“}:a[ “} @5%)
y(t) S()
where the scaling factor a is positive, the parameter ¢ is non-negative, and
the Fresnel integrals are represented as

t 2
c)=| cos{ﬂu—]du (2.59)
) 2

t 2
S(t) = Jsin(ﬂu—Jdu (2.60)
2

The clothoid in Eq. (2.58) (in its standard form) is in the first quadrant

and starts at # = 0 and converges to (%,%} as t — . Figure 2-13 shows

a clothoid spiral using a = 6000 .
The integrals of the Fresnel integrals are

t 1 mz
C,(1)= J.C(u)du =1C(¢) ——sin[—] 2.61)
0 V4 2

t 1 (=) 1
S, (1) = j S(u)du = 18(¢) +—cos =~ |=— (2.62)
0

The following geometric formulae for clothoids shown in Table 2.3 are
often useful for designing clothoids to transition from a straight line to a
circle or from one circle to a circle of different radius (Sasipalli, et. al., 1997).
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Figure 2-13. Clothoid spiral using a scaling value a= 6000

Table 2.3 Geometric Formulae of Clothoids

Geometric Formulae of Clothoids

Geometric Element

angle of tangent

curvature

arc length

center of circle
curvature

Parametric Expression

ds=adt

2c, (r),f{sl (r)+i}]
t t T
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Calculation of the cartesian coordinates from Egs. (2.59) and (2.60) has
to be done numerically i.e. the above integrals cannot be evaluated
analytically. Figure 2-14 shows a clothoid spiral used to transition from a
straight line segment to a circular arc.

1500

1000 - e

500 -

0 L 1 1 1 1 1
0 200 400 600 800 1000 1200 1400 1600

Figure 2-14. Clothoid spiral joining a straight line and a circle.

2.9 CHAPTER SUMMARY

This chapter discussed a variety of models that describe lateral vehicle
motion. These models can be used to design steering control systems for
lateral lane keeping. These models can also be extended for use in yaw
stability control, rollover control and other vehicle control applications.

The major lateral models discussed in the chapter were

1. Kinematic vehicle model

Dynamic vehicle model in terms of inertial lateral position and yaw
angle

Dynamic vehicle model in terms of road-error variables

4. Dynamic vehicle model in terms of yaw rate and vehicle slip angle

(%)
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The kinematic model provides equations of motion purely in terms of
geometric relationships governing the system. It is a useful model for very
low speed applications, for example vehicle control for automated parking.

The dynamic models discussed in this chapter are useful for lane keeping
applications and can also be extended for use in yaw stability control and
rollover prevention applications. The extension and use of these models for
yaw stability control is discussed in Chapter 8.

The transformation of coordinates from body-fixed to global axes was
also presented. In addition road models were discussed and the use of
clothoid spirals to transition smoothly from one road curvature to another
was described.

NOMENCLATURE
F, lateral tire force
F W lateral tire force on front tires
F,, lateral tire force on rear tires
V. longitudinal velocity at c.g. of vehicle
V total velocity at c.g. of vehicle
y lateral velocity at c.g. of vehicle
v, lateral velocity at c.g. of vehicle (same as )
m total mass of vehicle
1, yaw moment of inertia of vehicle
l r longitudinal distance from c.g. to front tires
l, longitudinal distance from c.g. to rear tires
L total wheel base (/ rt l,)
74 yaw angle of vehicle in global axes
74 yaw rate of vehicle
r yaw rate of vehicle (same as ¥ )
X,Y global axes
o steering wheel angle

g

front wheel steering angle
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0. rear wheel steering angle

o, steering angle of outer wheels

0, steering angle of inner wheels

l, track width

ar slip angle at front tires

a, slip angle at rear tires

C, cornering stiffness of tire

F, normal force on tire

7 tire-road friction coefficient

V des desired yaw rate from road

p slip angle at vehicle c.g. (center of gravity)
0, velocity angle (angle of velocity vector with longitudinal axis)
@ road bank angle

R turn radius of vehicle or radius of road

e lateral position error with respect to road
e, yaw angle error with respect to road

C(t) Fresnel integral
S(t) Fresnel integral
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Chapter 3

STEERING CONTROL FOR AUTOMATED LANE
KEEPING

Kinematic and dynamic models for lateral vehicle dynamics were discussed
in the previous chapter. This chapter discusses lateral control systems used
to control a vehicle to stay in the center of its lane.

The chapter is organized as follows. Control design by state feedback is
discussed first in section 3.1. Steady state errors and the steady state steering
angle required to negotiate a curved road are analyzed in sections 3.2 and
3.3. The subsequent sections of the chapter concentrate on control design by
output feedback (sections 3.5, 3.6, 3.7, 3.8, 3.9 and 3.10).

3.1 STATE FEEDBACK

As seen in the previous chapter, under the small slip angle and bicycle model
assumptions, the state space model for the lateral dynamics of the vehicle is
given by

X = Ax + B8 + Byyr 4y (3.1)

with x = {61 e € & }T , where eyis the lateral position error of the
c.g., e, is the yaw angle difference between the vehicle and the road, o is
the front wheel steering angle input, ¥4, is the desired yaw rate determined
by road curvature and vehicle speed and the matrices 4, B and B, have
been presented earlier in Chapter 2 (section 2.5, equation (2.45)).

The following values of vehicle parameters will be used for all the
simulations in this chapter.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 47
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m =1573, I, =2873, £, = 1.1, {, = 1.58, Cor = 80000, C,,. =
80000;

These values are representative of parameters for a passenger sedan.

The open-loop matrix A has two eigenvalues at the origin and is unstable.
The system has to be stabilized by feedback.

Calculations show that the pair (A4, B;) is controllable. Hence, using the
state feedback law

5 =—Kx = —klel _k2€2 —k3€3 —k4€4 (32)

the eigenvalues of the closed-loop matrix (4 — BK) can be placed at any
desired locations. The closed-loop system using this state feedback
controller is

X = (A—B]K)X+Bzv./des (33)

The following Matlab command can be used to place the eigenvalues of
the closed-loop system.

K = place(A,B1,P)

This command yields a feedback matrix K such that the eigenvalues of
the matrix 4 — B K are at the desired locations specified in the vector P.

Eigenvalues placed at [—5 -3j =-5+3j -7 —IO]T lead to the
following simulation results shown in Figures 3-1, 3-2 and 3-3.

In these simulations a longitudinal speed of 30 m/s is used. The road is
initially straight and then becomes circular with a radius of 1000 meters
starting at a time of 1 second. The corresponding desired yaw rate can be

7
calculated from v ,,, = ?x =0.03rad/s =1.72 deg/s. The desired yaw

rate is shown in Figure 3-1 and is a step input from 0 to 1.72 deg/sec at 1
second. The time histories of the lateral error e; and yaw angle error e, are
shown in Figure 3-2 and Figure 3-3 respectively.

Due to the presence of the B,y ;. term in equation (3.3), the tracking
errors need not all converge to zero, even though the matrix (4—B;K)is
stable. The steady state values of e; and e, are non-zero because the input
due to road curvature 4, is non-zero. A physical interpretation of these
steady state errors is provided in sections 3.2 and 3.3.
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Figure 3-1. Desired yaw rate for simulations
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Figure 3-3. Yaw angle error using state feedback

3.2  STEADY STATE ERROR FROM DYNAMIC
EQUATIONS

As before, the state space model for the closed-loop lateral system under
state feedback is given by

X = (A= B K)x+ By g

Due to the presence of the B,/ 4, term, the tracking errors will not all
converge to zero when the vehicle is traveling on a curve, even though the
matrix (4— B;K) is asymptotically stable.

In this section, we will investigate whether the use of a feedforward term
in addition to state feedback can ensure zero steady state errors on a curve.

Assume that the steering controller is obtained by state feedback plus a
feedforward term that attempts to compensate for the road curvature:

§=—-Kx+3 (3.4)
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Then, the closed-loop system is given by
)'c:(A—BlK)x+Blé'ﬁf + BoW jos 3.5
Taking Laplace transforms, assuming zero initial conditions, we find

X(s) = [sI (4= B BIL(G 5 )+ By L 4oy )] (3.6)

where L(5 ﬁr) and L(l/'/des) are Laplace transforms of &4 and ¥ g

respectively.
If the vehicle travels at constant speed V on a road with constant radius
of curvature R, then

~

W ges = constant = —= (3.7)

> |

X

Rs

and its Laplace transform is . Similarly, if the feedforward term is

Sy

constant, then its Laplace transform is ——.
s

Using the Final Value Theorem, the steady state tracking error is given by
. . -1 V.
Xgo = lim x(¢) = limsX(s) = —(4A-B,K) <Bo,+B,—=~: (3.8)
t—o0 s—0 R

Evaluation of equation (3.8) using the Symbolic Toolbox in Matlab
yields the steady state errors

SS

2 ‘ 1
L mly T S ks —L[szr—w@]

ki R(C;+0,)|2C,  2C,  2C,, kR
0 (3.9)

1 [— 2C,, 0 ;0 =2C, 7+ L ;m sz]

2RCar(€f + fr)

0
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From equation (3.9), we see that the lateral position error e¢; can be
made zero by appropriate choice of & - However, o s cannot influence the

steady state yaw error, as seen from equation (3.9). The yaw angle error has
a steady state term that cannot be corrected, no matter how the feedforward
steering angle is chosen. The steady state yaw-angle error is

1
= T 2RC, (0 +0,)

e [— 2C,, 0 ;0 =2C, L2+ L mV
(3.10)
!, ly  my?

R 2C,\t,+0,) R

The steady state lateral position error can be made zero if the
feedforward steering angle is chosen as

v, o ¢ ¢
ﬁ:m X r__ S + S k3 +£—€—rk3 (311)
RL |2C, 2C, 2C, R R
which upon closer inspection is seen to be
s.=Lik k|l by m,’ (3.12)
= — a. — _— - .
F=Rp™7VYOBIR 2, RI
/¢ lem
where K, = e - A is called the understeer
2C, (0, +0,) 2,0, +0,)
2 l

gradient and a, =——. If we denote m, = m—f as the portion of the
R L

. , l .
vehicle mass carried on the rear axle and m , = mTV as the portion of the

m
vehicle mass carried on the front axle, then K = S
2Cy  2C,

Hence

L
5]7 :E+Kyay+k3€2_ss (313)
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The steady state steering angle for zero lateral position error is given by

Oy = 5ﬁv —Kx or

5SS = 5/11 —k3ezss or

o

SS

Symbo

€

L
:E"'KVay

(3.14)

Table 3-1. Summary of state feedback controller with feedforward

SUMMARY OF STATE FEEDBACK CONTROLLER
WITH FEEDFORWARD

1

A

Nomenclature

Steady-state
yaw angle
error

Steady-state
steering angle

Feedforward

component of
steering angle
Slip angle at
front tires

Slip angle at
rear tires

Understeer
gradient

Equation

2
b,y mY

e —

2w R 26, +0,) R
=t ta

5ss—_+KVay

2
_ uip
af—
2C, R
a. = mr sz
L=
2C,. R
My __m
S
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In conclusion, the lateral position error e; can be made zero at steady state

by appropriate choice of the feedforward input 5 s - However, the steady state

1 Ly my.?
yaw angle will be equal to e, =——r4 x
- R 2C,(t,+¢,) R

cannot be changed by the feedforward steering input.

and

33 UNDERSTANDING STEADY STATE
CORNERING

3.3.1 Steering angle for steady state cornering

This section uses geometric analysis to provide an answer to the question
“What is the steady state steering angle required to negotiate a curve of
radius R ?” (Gillespie, 1992, Wong, 2001). As expected, the geometric
analysis provides the same answer as the feedforward system analysis of the
previous section. However, a better physical understanding of the lateral tire
force requirements is obtained from the geometric analysis.

As discussed in the previous chapter, the slip angle at each wheel is the
angle between the orientation of the wheel and the orientation of its velocity

vector. Let the slip angle at the front wheel be denoted by « f and that at the

rear wheel be denoted by «,., as shown in Figure 3-4. The instantaneous

turn center O of the vehicle is the point at which the two lines perpendicular
to the velocities of the two wheels meet.

LetL ={ ; +(, be the wheelbase i.e. the distance between the centers
of the front and rear wheels. Then, from the above figure, the angle
subtended at the center of rotation is 0 —& s + @, . Under the assumption

that the road radius is much larger than the wheelbase of the vehicle
(R >> L) (so that chord length is approximately equal to arc length), we
have

L
o—-ar+a,. ~— 3.15

Hence the steady state steering angle is given by

L
o=—+a,—a 3.16
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Figure 3-4. Steering angle for high speed cornering

The steady state slip angles &, and «,. are related to the road radius as

follows. Steady state force and moment equilibrium equations for the vehicle
yield

2

F,+F, =m V. (3.17)
R
Fyfgf_Fyrgr :0 (318)

From the moment equilibrium (3.18) we have

l
Fyf :iFyr (319)

Using the relationship between front and rear tire forces of equation
(3.19) in the force equilibrium equation (3.17), we have
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é 2 2
F,= mTfI; =m, I;; (3.20)

where m, = mTf is the portion of the vehicle mass carried on the rear

axle. In words, the lateral force developed at the rear axle is m, times the

lateral acceleration. The same procedure can be used to find the front tire
force :

nve_ v
F, :mf =m, N (3.21)

where m r= mTr is the portion of the vehicle mass carried on the front

axle.

Assume that the slip angles are small so that the lateral tire force at each
wheel is proportional to its slip angle. Denoting the cornering stiffness of

cach front tire by C and that of each rear tire by C,., and assuming that

there are two front and two rear tires, the slip angles are

F mp y2 F, V.2
af — yf — f X , ar — Y — mr X (322)
2Cy 2C4 R 2C,. 2C, R
The steady state steering angle is therefore given by
2
L L m V
5=—+af—ar=—+ S My 8
R R | 2C of 2C,. ) R
or
L
5:E+KVay (3.23)
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where the parameter K, is called the understeer gradient and a, =

Equation (3.23) is the formula that relates vehicle velocity and road
curvature to the steering angle required for negotiating the circular road.
This is the same as equation (3.14) obtained previously.

Depending on the relative values of the front and rear cornering stiffness

and mass distribution values, three possibilities exist for the value of K, :

1. Neutral steer

In this case the understeer gradient K, is zero due to equal slip angles at
the rear and front tires.
m f m

—=—"T=Ky=0=2a, =a,
¢, ¢ !

In the case of neutral steer, on a constant radius turn, no change in the
steering angle is required as speed is varied. The steering angle depends
only on the curve radius and the wheelbase.

2. Understeer

In this case the understeer gradient K}, >0 due to a larger slip angle at
the front tires compared to the rear tires.

my
>—:>KV>O:>af >a,
Cf C,

In the case of understeer, on a constant radius turn, the steering angle will
have to increase with speed in proportion to K times the lateral

acceleration.

3. Oversteer

In this case the understeer gradient K, <0 due to a smaller slip angle at
the front tires compared to the rear tires.

ny
<—:>KV <0=ar<a,
C, C,
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In the case of oversteer, on a constant radius turn, the steer angle will
have to decrease as the speed is increased.

The steering angle as a function of vehicle longitudinal speed is shown in
Figure 3-5 for the three cases of neutral steer, understeer and oversteer. Note
that in the case of oversteer, the steering angle decreases with speed and
could eventually reach zero at a speed called critical speed.

understeer
neutral steer
oversteer
VX

e
critical speed
Figure 3-5. Steering angle variation with speed
3.3.2 Can the yaw-angle error be zero ?

If the parameters of the vehicle and the vehicle speed were such that

g 2
T 624

Iz

then the steady state yaw error of equation (3.10) would also be zero. This
happens at one particular speed V_at which equation (3.24) is satisfied and

this speed is independent of the radius of the path.

The physical interpretation of equation (3.24) is as follows. The right
hand side of the equation, as we have seen during the geometric analysis, is
the slip angle at the rear tire. The left hand side of the equation is the angle
¥ subtended by the rear portion of the vehicle at the center of the circular
path, as shown in Figure 3-6 below.
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Figure 3-6. Steady state yaw angle error

Since the vehicle has a finite length, both its lateral position error and its
yaw-angle error cannot always be made simultaneously zero. If the steady-
state lateral position error is zero, then the steady state yaw-angle error can
be zero only if the slip angle at the rear is the same as the angle y subtended

by the vehicle at the center of the circular path. This happens at one
particular speed V_at which equation (3.24) is satisfied and this speed is
independent of the radius of the path.

3.3.3 Is non-zero yaw angle error a concern?

The above geometric analysis shows that no matter which control law is
used, the yaw angle error e, will have a steady state value. This is because
the slip angles at the rear and front wheels are completely determined, once
the radius of the road and the vehicle speed V, are fixed. Hence the slip
angle of the vehicle [ is automatically determined. The slip angle of the
vehicle is

) (.25)

X X

Since the steady state value of €, is zero, it follows that the steady state
value of the vehicle slip angle is
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B=-e g (3.26)
or
B=~V ~Vies )y
Hence

(B+W )5 =V des (327)

The steady state error in e, is not a cause of concern. We don’t
necessarily need e, to converge to zero — all we need is that the heading
angle ¥ + f converge to the desired angle y ,,,. Since the steady state
error in e, is equal to £, from equation (3.27), it is guaranteed that i + f

will converge to ¥/, .

34 CONSIDERATION OF VARYING
LONGITUDINAL VELOCITY

In general the longitudinal vehicle speed can vary in which case the system
matrices A(V,) and B;(V,) are time varying (or parameter varying). A

constant state feedback matrix K can be used to obtain stability for varying
velocity by exploiting the convex nature of the lateral dynamic system. The

approach is to choose K such that A(V,)— B;(V,)K is simultaneously

quadratically stabilized at the two extreme values of V. The following

Theorem summarizes the design result that can be used for full state
feedback control system design.

Theorem 3.1:

Let the closed-loop matrix be defined as

ACL (Vx) = A(Vx) - Bl (Vx )K (328)
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Let
Amin = Acr Viin) = AViin ) = By (Vin )K and

Amax = ACL(VmaX) = A(Vmax) - Bl(Vmax )K

be defined as the values of A, (V) at the extremes of the varying
parameter V.

If a constant state feedback matrix K is chosen such that
A TP+ PA, <0 (3.29)

and

A TP+PA . <0 (3.30)

for some P > 0, then the closed-loop system is stable for velocity varying in
therange V, <V <V _ .

Proof:

First, note that the closed-loop matrix can be rewritten as a convex

combination of A4 and A

min max °

A, (V) =AV,)-B(V)K =ad,;, +(1-a)4,,, with 0<a(V,)<1
(3.31)

where a(V,) is a parameter whose value depends on the operating speed V. .

Using the Lyapunov function candidate V = xTPx, we find that its
derivative is

V=x"Px+x"Pi=x" (e, P+ PAgy)x
=axT (A, P+ PA . )x+(—a)xT (A, P+ PAg, )X

<0

Hence the proof.



62 Chapter 3

3.5 OUTPUT FEEDBACK

The lateral position of the vehicle with respect to the road is usually
measured at a location ahead of the vehicle, as shown in Figure 3-7. Sensor
systems used for measurement of lateral position include differential GPS
(Donath, et. al., 1997), vision cameras (Taylor, et. al., 1999, Thorpe, et. al.,
1998) and magnetometers that measure the magnetic field from permanent
magnets embedded in the roadway (Guldner, et. al., 1996).

Figure 3-7. Look ahead lateral position measurement with respect to road

If we assume that the yaw angle error e, is small so that chord lengths

can be approximated by arc lengths, then the measurement equation that
relates the output to the states is as follows:

y=e +dse, (3.32)

where d is the longitudinal distance of the point ahead of the vehicle c.g. at

which the sensor measurement is made.
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3.6 UNITY FEEDBACK LOOP SYSTEM

Consider the following block diagram for the output feedback system shown
in Figure 3-8. Here P(s) is the plant transfer function between the steering

angle input for the vehicle and the lateral position measurement output
described in section 3.5. C(s)represents the transfer function for the

controller (to be determined later). The road-determined desired yaw rate
W 4es affects the system dynamics through a transfer function denoted in
Figure 3-8 as G(s). The signal n(¢) is the sensor noise that affects the
system.

l l/./des

Figure 3-8. Unity feedback loop system

Figure 3-9 and Figure 3-10 shows the zeros and poles of P(s) for values
of d = 2.0 meters and d = 7.0 meters respectively. P(s)has two poles at

the origin, a pair of complex conjugate poles and a pair of complex
conjugate zeros. Note that the zeros in Figure 3-10 are much better damped

than the zeros in Figure 3-9. As d is increased, the damping increases for

the complex conjugate pair of zeros. Figure 3-11 shows the magnitude and
phase Bode plots for the plant transfer function P(s) with d, = 2 meters.

A longitudinal velocity of 25m/s has been used in the model.
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* poles 0 Zeras

1 1 1 Il 1

-5
-10 -8 -B -4 -2 a 2

Figure 3-9. Zeros and poles of the open loop system for d s = 2 meters

* poles 0 Zeros

1 1 1 1 1

-8
-10 = B -4 -2 0 2

Figure 3-10. Zeros and poles of the open loop system for d s = 7 meters
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Figure 3-11. Bode plots for open-loop plant P (S)

3.7 LOOP ANALYSIS WITH A PROPORTIONAL
CONTROLLER

An operating speed of 25 m/s and a sensor measurement location of d =2

meters is assumed in this section for the lateral vehicle system. The open-
loop transfer function P(s) has two poles at the origin, an additional pair of

complex conjugate poles and a pair of complex conjugate zeros. If the
feedback loop were closed with a proportional controller, then C(s)= K

where K is the gain of the controller. The transfer function PC(s) is of the
type

2 2
(s +28,0,5 + 0, )

PC(s) = (3.33)

SQ(S2 +2§da)d5+a)d2)
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The contour I'y that s traverses in the complex plane for purposes of

plotting the Nyquist plot must not pass through any poles or zeros of the
open loop transfer function PC(s). Hence it must not pass through the

origin. Hence the following contour I’ as shown below in Figure 3-12 was

used for the Nyquist plot. A semi-circle of radius & is used to make a
detour, so as to avoid going through the origin. By letting & — 0, the
contour I'y will enclose the entire open right half plane.

radius R — o0

radius € > 0

IS N - ke

AS

Figure 3-12. The FS contour used for the Nyquist plot

Portions of the I'; contour have been marked as sections 1, 2, 3,4 and 5.

Section 3 consists of a semi-circle of radius R with R — o0 so as to cover
the entire right half plane. The contour I'p~ must be drawn for all values of

s that s takes from the I'; contour. Section 3 of I’y gets mapped to the
origin in the I'p- plane. It is important to draw the I'p- contour for
sections 1, 2, 4 and 5 of I’y (see Figure 3-13) and determine how many

times this contour encircles the —1 point. The I'p~ contour for sections 1

and 2 is shown in the Nyquist plot in Figure 3-14.
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Figure 3-13. Sections 1, 2, 4 and 5 of the FS contour used for the Nyquist plot
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Figure 3-14. Nyquist plot (FPC contour) obtained using sections 1 and 2 of the FS contour



68 Chapter 3

solid: sections 1&2 dashed: sections 4&5
200 T T T T T

.................
1501 e .
.........
------
-
. .
.
. S
. .
o e,
100 - E
I ' i
0" ‘e
y
o. 3
. '

0 s,
s
N .
4 s
50 - K s —
: .
: .

Im
o
:

00 1 1
-200 -150 -100 -50 0 50 100 150 200

Figure 3-15. Nyquist plot obtained using sections 1, 2, 4 and 5 of the FS contour

The I'p- contour corresponding to the entire I’y contour (sections 1, 2,

4 and 5) is shown in Figure 3-15. The solid line in this figure corresponds to
sections 1 and 2 of I', while the dashed line corresponds to sections 4 and 5

N
of I';.
To determine how many times the above I'p~ contour encircles the —1

point, it is necessary to zoom into the region near the —1 point, as is being
done in Figure 3-16 and Figure 3-17. In Figure 3-16, a proportional gain of
K =1 is used. In this case, the I'p~ contour encircles the —1 point twice:

once clockwise and once counterclockwise. The clockwise encirclement can
be easily seen in the big picture Nyquist plot of Figure 3-15. In the zoomed
section of Figure 3-16, a counter clockwise encirclement can be seen. In the
zoomed section of Figure 3-17, where the proportional gain is much smaller
(K =0.01), there is no counterclockwise encircelement of the —1 point.
Thus in the case of the larger proportional gain, the total number of
encircelements is N =1—1=0 while in the case of the smaller proportional
gain, the total number of encircelements is N =1.
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15+

Figure 3-16. Zooming into the Nyquist plot: Gain = 1
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Figure 3-17. Zooming into the Nyquist plot: Gain = 0.01
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Proportional controller

Imag Axis

Real Axis

Figure 3-18. Root Locus with proportional controller

Thus the closed-loop system will be stable with proportional control if
adequately large gain is used, but is unstable for small gain.

Figure 3-18 shows the root locus plot for varying feedback gain with the
proportional controller. Again it can be seen that for small proportional gain,
there is a pair of complex conjugate poles that are unstable. As the
proportional gain is increased, these poles become stable.

It is important to note that with adequately large proportional gain,
although the closed loop system gets stabilized, it still has poor phase
margin. This can be seen from the Nyquist plots as well as the Bode plot
showing the gain and phase margins in Figure 3-19. In Figure 3-19, with a
proportional gain of 1, a phase margin of 18 degrees is obtained. It can be
deduced from the plot that this is close to the best phase margin that can be
obtained for this system. With a smaller gain of 0.1, the closed-loop system
is unstable. With a higher proportional gain of 10, the system only has a
phase margin of 8 degrees. Phase uncertainty can therefore easily change the
number of encirclements of the —1 point for this system.
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Gm =-12.138 dB (at 5.7257 radfsec), Pm=18.714 deg (at 12.523 radfsec)
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Figure 3-19. Gain margin and phase margin with a unity gain proportional controller

3.8 LOOP ANALYSIS WITH A LEAD
COMPENSATOR

It is clear that robust gain and phase margin can be obtained if phase is
added in the low frequency range (gain crossover range) for the system with
unity feedback. Hence a lead compensator is suggested. The following
transfer function can be used for the controller (compensator)

T,s+1

C(s)=K
(S) TdS+1

(3.34)

Values for 7, and 7; can be chosen so as to design the closed-loop
system to have any desired value of phase margin. Values of 7, = 0.5 and
T;=0.1and K =0.01 are used here as an illustration. In the plots shown in

the next few pages, the above arbitrary values of 7, and 7; are used just to
show that this compensator will increase the phase margin of the system.
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Figure 3-20 shows the Bode plot for PC(s) using the above lead

compensator. Figure 3-23 shows the gain and phase margins of this system
with a compensator gain K =1. Figure 3-24 shows the gain and phase
margins of this system with a compensator gain K =0.1. It is clear that
with the lead compensator phase has been added at the low frequencies to
improve phase margin.

Figures 3-21 and 3-22 show the Nyquist plot for PC(s). Figure 3-21

shows the Nyquist plot corresponding to sections 1 and 2 of I’y while Figure
3-22 shows the Nyquist plot corresponding to sections 1, 2,4 and 5 of I'y. It

is clear that the Nyquist curve does not encircle the —1 point and the closed-
loop system is stable for all values of the compensator gain K .

Figure 3-25 shows the root locus plot for the system with lead
compensator. Again, it is clear that the closed-loop system is stable for all
values of the compensator gain K .

120 : : : : t :
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-160
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-180
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Figure 3-20. Bode plot for PC(S) using a lead compensator ( K = 0.01)
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Figure 3-21. Nyquist plot corresponding to sections 1 and 2 of FS (with lead compensator)
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Figure 3-22. Nyquist plot corresponding to sections 1, 2, 4 and 5 of FS (with lead
compensator)
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Gm = 28.448 dB (at 174.72 radisec), Pm = 25378 deg (at 31.716 rad/sec)
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Figure 3-23. Bode plot showing gain and phase margins (with lead compensator, K = 1)
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Figure 3-24. Bode plot showing gain and phase margins (with lead compensator, K =0.1)
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Figure 3-25. Root locus with lead compensator

3.9 SIMULATION OF PERFORMANCE WITH LEAD
COMPENSATOR

To simulate the closed-loop system incorporating the lead compensator, the
following state space extension can be used. The steering input is related to
the sensor measurement by the following transfer function relation:

T,s+1
dS-l—l

o(s)=-K Y(s) (3.35)

Hence, in the time domain,

T,0+08=-KT,y—Ky (3.36)
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and
y=CAx+CB6 +CByy
Since CB; =0, CB, =0, we have
7,0 +08 =—KT,CAx — KCx (3.37)

To find a state space model for the complete system including the lead
compensator, define a fifth state

x5:5

Then, combining equation (3.37) and the previous linear time invariant
model for the lateral system, the following extended state space
representation can be used to represent the closed-loop dynamics:

X 4 B x B
- T 2 0y
S ke tee AT o
Ty T, Ty

3.10 ANALYSIS OF CLOSED-LOOP PERFORMANCE

3.10.1 Performance variation with vehicle speed

Bode plots of the transfer function of the open loop system from steering
angle to yaw rate are shown in Figure 3-26 for various speeds. Speeds of 10,
20 and 30 m/s are shown, with the solid line representing 10 m/s, the dashed
line respresenting 20 m/s and the solid line marked by ‘+’s representing 30
m/s. The plots show that the transfer function has less damping at higher
speeds.
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Figure 3-26. Transfer function from steering angle to yaw rate at various speeds
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Figure 3-27. Closed-loop transfer function l// / W des at different speeds (magnitude)
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Using the same lead compensator discussed in section 3.7, Bode plots of

the closed-loop transfer function l are shown in Figure 3-27 and Figure
Ya

3-28. It can be seen that the closed-loop system also is better damped at

lower speeds and has less damping at higher speeds. A value of d, =2.0 m

was used for the sensor location.

-10m/s ...20m/s + + 30 m/s
50 ; ; ‘

-150

-200
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-400 5 )
10 10 10 10 10
frequency (Hz)

Figure 3-28. Closed-loop transfer function l// / ;// des at different speeds (phase)

3.10.2 Performance variation with sensor location

Another important variable that influences closed-loop performance and
robustness is the sensor location variable d. As seen in Figure 3-29 and
Figure 3-30, as the variable d is increased, the system is better damped.

This is also observed in the time response plots shown in Figure 3-31, where
the higher values of d gives a better damped step response. A velocity of

30 m/s was used in the simulations.
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Figure 3-30. Closed-loop transfer function l// / l/)des at different values of d s (phase)
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Figure 3-31. Step response of the transfer function l// / l// des At different values of d s

3.11 COMPENSATOR DESIGN WITH LOOK-AHEAD
SENSOR MEASUREMENT

In the previous section, it was seen that larger values of d provided better

damping in the closed-loop transfer functions. Large values of d

correspond to “look-ahead” measurement in which the lateral position error
with respect to road is measured at a distance significantly ahead of the
vehicle. Look ahead measurement is typical when a vision system is used for
lateral position measurement. If magnetometers or differential GPS is used
for position measurement, then look ahead sensing can be obtained by
combining the on-vehicle lateral position measurement with vehicle yaw
angle measurement so as to extrapolate the lateral position error to a look-

ahead point. In other words, the look ahead distance d is artificially

increased by measuring both e, and e, and then calculating

y =e; +de,, instead of directly measuring e; + d ;e .



3. Steering Control for Automated Lane Keeping 81

The open-loop transfer function P(s) = %(S) is shown below in the

Bode plot in Figure 3-32 for a longitudinal speed of 25 m/s, using d = 15

meters. From the Bode plot, it can be seen that this look-ahead system has
much better phase characteristics than the original system discussed in
section 7 which used d = 2 meters.

Bode Diagram
Gm = 28.835 dB (at 168.24 rad/sec), Pm=12.094 deg (at 31.759 rad/sec)
100 ‘

Magnitude (dB)

-150 -

Phase (deg)

-180 == A ; — s
10 10 10

Frequency (rad/sec)

Figure 3-32. Gain & phase margins using proportional feedback with unit gain and a high
value of d s

Adequate phase margin can be obtained for this system simply by
reducing the gain at intermediate frequencies appropriately so that crossover
occurs at a lower frequency with adequate phase. A lag compensator would
be able to adequately perform this task.

3.12 CHAPTER SUMMARY

This chapter discussed steering control system design for lateral lane
keeping applications.
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First, the use of full information in the form of state feedback was
presented. The lateral system is controllable and can be stabilized by state
feedback. On a straight road, with the use of a state feedback controller, all
position and yaw errors were shown to converge to zero. On a circular road,
however, these errors do not converge to zero with state feedback. The use
of a feedforward term in the control system enables the position error to
converge to zero. However, the yaw angle error will always have a steady
state value, resulting in a steady state vehicle slip angle. Equations for the
feedforward term and for the steady state slip angle were presented.

Next, control system design using output feedback was discussed. The
output measurement was assumed to be lateral position measurement with
respect to road center at a look-ahead point. Such a measurement is available
from vision cameras and can also be obtained from other types of lateral
position measurement systems. Nyquist plots were used to design a control
system. It was shown that a proportional controller could stabilize the system
if adequately large gains could be used. However, it would still suffer from
poor phase margin. The use of a lead compensator together with proportional
feedback ensures both adequate phase and gain margins and good
performance. Another important result presented in the chapter was that by
increasing the look-ahead distance at which lateral position measurement is
made, a simple lag compensator would be adequate at providing good
performance and robustness.

NOMENCLATURE
e lateral position error with respect to road
e, yaw angle error with respect to road

A, B, B, matrices used in linear state space model for lateral
dynamics
steering wheel angle

turn radius of vehicle or radius of road

N ™

feedback gain matrix for state feedback controller

Oy feedforward steering angle
steady state steering angle
€ steady state yaw angle error

K, understeer gradient
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steady state tracking errors on a curve
lateral tire force

lateral tire force on front tires

lateral tire force on rear tires

longitudinal velocity at c.g. of vehicle

lateral velocity at c.g. of vehicle
total mass of vehicle

yaw moment of inertia of vehicle

longitudinal distance from c.g. to front tires

longitudinal distance from c.g. to rear tires
total wheel base (£ » +(,.)

yaw angle of vehicle in global axes

yaw rate of vehicle

global axes

slip angle at front tires

slip angle at rear tires

cornering stiffness of tire

normal force on tire

tire-road friction coefficient

desired yaw rate from road

slip angle at vehicle c.g. (center of gravity)
velocity angle (angle of velocity vector with longitudinal
axis)

velocity angle at front wheels

velocity angle at rear wheels

road bank angle

angle subtended by vehicle at center of circular vehicle path
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Vo minimum longitudinal velocity

Voo maximum longitudinal velocity

P matrix used in Lyapunov function candidate

d, look-ahead distance for lateral position measurement

P(s), C(s) plant and controller in unity feedback loop

I',, ', contours used for Nyquist plot
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Chapter 4
LONGITUDINAL VEHICLE DYNAMICS

The control of longitudinal vehicle motion has been pursued at many
different levels by researchers and automotive manufacturers. Common
systems involving longitudinal control available on today’s passenger cars
include cruise control, anti-lock brake systems and traction control systems.
Other advanced longitudinal control systems that have been the topic of
intense research include radar-based collision avoidance systems, adaptive
cruise control systems, individual wheel torque control with active
differentials and longitudinal control systems for the operation of vehicles in
platoons on automated highway systems.

This chapter presents dynamic models for the longitudinal motion of the
vehicle. The two major elements of the longitudinal vehicle model are the
vehicle dynamics and the powertrain dynamics. The vehicle dynamics are
influenced by longitudinal tire forces, aerodynamic drag forces, rolling
resistance forces and gravitational forces. Models for these forces are
discussed in section 4.1. The longitudinal powertrain system of the vehicle
consists of the internal combustion engine, the torque converter, the
transmission and the wheels. Models for these components are discussed in
section 4.2.

4.1 LONGITUDINAL VEHICLE DYNAMICS

Consider a vehicle moving on an inclined road as shown in Figure 4-1. The
external longitudinal forces acting on the vehicle include aerodynamic drag
forces, gravitational forces, longitudinal tire forces and rolling resistance
forces. These forces are described in detail in the sub-sections that follow.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 87
DOI 10.1007/978-1-4614-1433-9 4, © Rajesh Rajamani 2012
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Ei&‘r( ]

Figure 4-1. Longitudinal forces acting on a vehicle moving on an inclined road

A force balance along the vehicle longitudinal axis yields

mi=F,+F, —F,,—R,—R, —mgsin(0) (4.1)
where

F o 1s the longitudinal tire force at the front tires

B!

. 1s the longitudinal tire force at the rear tires

!

Lero 18 the equivalent longitudinal aerodynamic drag force

=]
&

is the force due to rolling resistance at the front tires

~

. 1s the force due to rolling resistance at the rear tires

is the mass of the vehicle
is the acceleration due to gravity

S

is the angle of inclination of the road on which the vehicle is

traveling

The angle @ is defined to be positive clockwise when the longitudinal
direction of motion x is towards the left (as in Figure 4-1). It is defined to
be positive counter clockwise when the longitudinal direction of motion x is
towards the right.
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4.1.1  Aerodynamic drag force
The equivalent aerodynamic drag force on a vehicle can be represented as

Froy = PCAAV, 4V ) “2)

where p is the mass density of air, C; is the aerodynamic drag coefficient,
Ap is the frontal area of the vehicle, which is the projected area of the
vehicle in the direction of travel, V= x is the longitudinal vehicle velocity,
Vwin
tailwind).

Atmospheric conditions affect air density p and hence can significantly

418 the wind velocity (positive for a headwind and negative for a

affect aerodynamic drag. The commonly used standard set of conditions
to which all aerodynamic test data are referred to are a temperature of

15 °Cand a barometric pressure of 101.32 kPa (Wong, 2001). The
corresponding mass density of air © may be taken as 1.225 kg / m>.

The frontal area Ay is in the range of 79-84 % of the area calculated

from the vehicle width and height for passenger cars (Wang, 2001).
According to Wang, 2001, the following relationship between vehicle mass
and frontal area can be used for passenger cars with mass in the range of
800-2000 kg:

Ay =1.6+0.00056(m —765) (4.3)

The aerodynamic drag coefficient C; can be roughly determined from a

coast-down test (White and Korst, 1972). In a coast down test, the throttle
angle is kept at zero and the vehicle is allowed to slow under the effects of
aerodynamic drag and rolling resistance. Since there is neither braking nor
throttle angle inputs, the longitudinal tire force under these conditions is
small and can be assumed to be zero. The road is assumed to be level with

0 =0 and the wind velocity V,, , is assumed to be zero.

Under these conditions, the longitudinal dynamics equation can be
re-written as

ddix = % pV.24,C, +R, (4.4)
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or
_ d sz —dt 4.5)
PARCV LR
2m m

Integrating equation (4.5), assuming an initial longitudinal velocity of
V,, one obtains (White and Korst, 1972)

2 2 1/2 A C 1/2 A C 1/2
= L tan71 I/o m _ tan71 I/x m
pA.C,R. 2R, 2R,

(4.6)

Let the total time for the vehicle to coast-down to a stop be # =T . Then,
non-dimensionalizing using the parameter

1/2
_ PARCy
B = Vo( R, J 4.7)
yields
Ve o ianl[12L ) tan™
v = ﬁtanKl Tjtan (ﬂ)} (4.8)

In equation (4.8), ¥ and ¢ can be measured and the initial velocity V), is

known. Equation (4.8) represents a one-parameter family, in £, of curves in

which non-dimensional velocity — can be plotted against non-dimensional

t
time ? From such a plot, the value of £ for a particular vehicle can be

obtained.
Once [ has been obtained from equation (4.8), then the following

algebraic expressions can be used to calculate the rolling resistance and drag
coefficient (White and Korst, 1972):
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-1
C, = 2mptan (f) (4.9)
VolpAr
R - V,mtan'(f) (4.10)
BT

These algebraic expressions are obtained by substitution of the final and
initial values of time and velocity in equation (4.6) (White and Korst, 1972).

4.1.2  Longitudinal tire force

The longitudinal tire forces F,, and F|, are friction forces from the ground

that act on the tires.
Experimental results have established that the longitudinal tire force
generated by each tire depends on

a) the slip ratio (defined below),
b) the normal load on the tire and
¢) the friction coefficient of the tire-road interface.

The vertical force on a tire 1s called the tire normal load. The normal load
on a tire

a) comes from a portion of the weight of the vehicle

b) is influenced by fore-aft location of the c.g., vehicle longitudinal
acceleration, aerodynamic drag forces and grade of the road.
Section 4.1.5 describes calculation of the tire normal loads.

Slip Ratio

The difference between the actual longitudinal velocity at the axle of the
wheel V, and the equivalent rotational velocity 7,,®,, of the tire is called
longitudinal slip. In other words, longitudinal slip is equal to 7,4®,, — V.
Longitudinal slip ratio is defined as

Ty @, =V,

o, v = during braking 4.11)
re/‘f o, — I/x . .
0, = ——— during acceleration (4.12)

Tofr @y
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An explanation of why longitudinal tire force depends on the slip ratio is
provided in section 4.1.3. A more complete understanding of the influence of
all three variables — slip ratio, normal force and tire-road friction coefficient
— on tire force can be obtained by reading Chapter 13 of this book.

If the friction coefficient of the tire-road interface is assumed to be 1 and
the normal force is assumed to be a constant, the typical variation of
longitudinal tire force as a function of the slip ratio is shown in Figure 4-2.

As can be seen from the figure, in the case where longitudinal slip ratio is
small (typically less than 0.1 on dry surface), as it is during normal driving,
the longitudinal tire force is found to be proportional to the slip ratio. The
tire force in this small-slip region can then be modeled as

Fy. =Cho0y, (4.14)

where C_ , and C,, are called the longitudinal tire stiffness parameters of

the front and rear tires respectively.

4000

3000 acceleration

2000

1000

tire force (N)

-1000

-2000

-3000 deceleration
(braking)

_4000 1 1 1 1 1 1 1
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4

slip ratio

Figure 4-2. Longitudinal tire force as a function of slip ratio
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If the longitudinal slip ratio is not small or if the road is slippery, then a
nonlinear tire model needs to be used to calculate the longitudinal tire force.
The Pacejka “Magic Formula” model or the Dugoff tire model can be used
to model tire forces in this case (Pacejka and Bakker, 1993, Pacejka, 1996
and Dugoff, et. al., 1969). These models are discussed in detail in Chapter 13
of this book.

4.1.3  Why does longitudinal tire force depend on slip ?

A rough explanation of why the longitudinal tire force depends on slip ratio
can be seen from Figure 4-3.

The lower portion of Figure 4-3 shows a schematic representation of
deformation of the tread elements of the tire. The tread elements are
modeled as a series of independent springs that undergo longitudinal
deformation and resist with a constant longitudinal stiffness. Such a model
of the tire is called a “brush” model or an “elastic foundation” model
(Pacejka, 1991, Dixon, 1991).

Let the longitudinal velocity of the wheel be J_and its rotational velocity
be w,. Then the net velocity at the treads, as shown in Figure 4-3 is

L@, = V..
The tire on a vehicle deforms due to the normal load on it and makes
contact with the road over a non-zero footprint area called the contact patch
(see Figure 13-1 of this book).
First, consider the case where the wheel is a driving wheel, for example,

the front wheels in a front-wheel drive vehicle. In this case, since the wheel
is a driving wheel, 7, @, >V . Hence the net velocity of the treads is in a

direction opposite to that of the longitudinal velocity of the vehicle. Assume
that the slip 7,,@, —V, is small. Then there is a region of the contact patch

where the tread elements do not slide with respect to the ground (called the
“static region” in Figure 4-3). As the tire rotates and a tread element enters
the contact patch, its tip which is in contact with the ground must have zero
velocity. This is because there is no sliding in the static region of the contact
patch. The top of the tread element moves with a velocity of Rw, —V .

Hence the tread element will bend forward as shown in Figure 4-3 and the
bending will be in the direction of the longitudinal direction of motion of the
vehicle. The maximum bending deflection of the tread is proportional to the
slip velocity 7,,0, — V_ and to the time duration for which the tread element

X
remains in the contact patch. The time duration in the contact patch is
inversely proportional to the rotational velocity 7,,®,, . Hence the maximum
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deflection of the tread element is proportional to the ratio of slip to absolute

reﬂww - I/x

reﬂ a)w

velocity i.e. proportional to the slip ratio

Direction of longitudinal motion

bristles in brush model for tire \

start of contact Contqct paten \end of contact

patch : patch
- -
static region sliding region

Figure 4-3. Longitudinal force in a driving wheel

Thus the net longitudinal force on the tires from the ground is in the
forward direction in the case of a driving wheel and is proportional to the
slip ratio of the wheel.

In the case where the tire is on a driven wheel, the longitudinal velocity is
greater than the rotational velocity (V, >r7,®,). In this case the net
velocity at the treads is in the forward direction and hence the bristles on the
tire will bend backwards. Hence the tire force on the driven wheel is in a
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direction opposite to that of the vehicle’s longitudinal velocity. Again, for
small slip ratio, the tire force will be proportional to slip ratio.

4.1.4 Rolling resistance

As the tire rotates, both the tire and the road are subject to deformation in
the contact patch. The road is of course much stiffer and so its deformation
can be neglected. But the tire is elastic and new material from the tire
continuously enter the contact patch as the tire rotates. Due to the normal
load, this material is deflected vertically as it goes through the contact patch
and then springs back to its original shape after it leaves the contact patch.
Due to the internal damping of the tire material, the energy spent in
deforming the tire material is not completely recovered when the material
returns to its original shape. This loss of energy can be represented by a
force on the tires called the rolling resistance that acts to oppose the motion
of the vehicle.

The loss of energy in tire deformation also results in a non-symmetric
distribution of the normal tire load over the contact patch. When the tires are

static (not rotating), then the distribution of the normal load F, in the

contact patch is symmetric with respect to the center of the contact patch.
However, when the tires are rotating, the normal load distribution is non-
symmetric, as shown in Figure 4-4.

Imagine the tire being represented by a series of independent springs
which resist vertical deformation, as shown in Figure 4-4. As each spring
element enters the contact patch, it undergoes vertical deformation. The
vertical deformation of the spring reaches its maximum at the center of the
contact patch and goes back to zero at the end of the contact patch. If these
springs were purely elastic and had no viscous dissipation, then the normal
load on the contact patch would be symmetric. But, due to viscous
dissipation, the force required to compress the springs in the first half of the
contact patch is not fully recovered in the second half of the contact patch.
Hence the normal load is not symmetric but is larger in the forward half of
the contact patch. This asymmetric normal load distribution is shown in
Figure 4-4.

Hence, when the tires are rotating, the resultant normal load F, moves

forward by a distance Ax, as shown in Figure 4-5.
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Figure 4-4. Asymmetric normal load distribution on the contact patch

Typically, the rolling resistance is modeled as being roughly proportional
to the normal force on each set of tires i.e.

where [ is the rolling resistance coefficient. To see why this approximation

is made for the rolling resistance force, consider the action of the normal
load and rolling resistance forces shown in Figure 4-5.

The moment F,(Ax)due to the offset normal load is balanced by the

moment due to the rolling resistance force R, r,,,, where r,, is the
statically loaded radius of the tire. Hence
F_(Ax
R, = LHC) (4.16)
7,

stat

The variable Ax is not easily measured and therefore R, is simply

modeled as being proportional to F, with a proportionality constant f .



4. Longitudinal Vehicle Dynamics 97

Y T LLE L YT LLELE N
% ot | T

]
e,
-
»

I
|
¥
1
I
|
|
|
|
_[
|
|
|
|
1
|
(3
I
|
I

L o’

Not rotating Rotating

Figure 4-5. Description of rolling resistance

The value of the rolling resistance coefficient f varies in the range 0.01
to 0.04. A value of 0.015 is typical for passenger cars with radial tires
(Wong, 2001).

4.1.5 Calculation of normal tire forces

In addition to the total weight of the vehicle, the normal load on the tires is
influenced by

a) fore-aft location of the c.g.

b) longitudinal acceleration of the vehicle
¢) aerodynamic drag forces on the vehicle
d) grade (inclination) of the road

The normal force distribution on the tires can be determined by assuming
that the net pitch torque on the vehicle is zero. In other words, the pitch
angle of the vehicle is assumed to have reached a steady state value. Define
the following variables

h the height of the c.g. of the vehicle
h,.., the height of the location at which the equivalent aerodynamic
force acts

l s thelongitudinal distance of the front axle from the c.g. of the vehicle
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l the longitudinal distance of the rear axle from the c.g. of the vehicle

r

Yofr  the effective radius of the tires

Figure 4-6. Calculation of normal tire loads

Taking moments about the contact point of the rear tire in Figure 4-6

F (L p+0.)+ Foorohyer, + mih+ mghsin(@) —mgl . cos(6) =0
Solving for F, yields

Fooor Forohgero —mXh —mghsin(@) + mgl . cos(0) (4.17)

7 (ot

Taking moments about the contact point of the front tire

Fo(p +0,) = Foueroghgero —mih —mghsin(0) —mgl , cos(6) =0
Solving for £, yields

Frerohaero + mih + mghsin(0) + mgl , cos(0)

F, = 4.18
zr £f+£r ( )
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Hence, as the vehicle accelerates, the normal load on the front tires
decreases whereas the normal load on the rear tires increases.

4.1.6 Calculation of effective tire radius

The effective tire radius 7,, is the value of the radius which relates the
rotational angular velocity of the wheel @, to the linear longitudinal
velocity of the wheel Veﬁ’ as it moves through the contact patch of the tire
with the ground.

[
[
[
[
[
|
[
[
[
[
[
[
> |
[

Figure 4-7. Calculation of effective tire radius

If the rotational speed of the wheel is @,,, the linear equivalent of the
rotational speed of the tire is V5 = 7,5®,, (Kiencke and Nielsen, 2000).

As shown in Figure 4-7, let 2a be the longitudinal length of the contact
patch and ¢ be the angle made by the radial line joining the center of the
wheel to the end of the contact patch. Let ¢ be the duration of time taken by

an element of the tire to move through half the contact patch. Then (Kiencke
and Nielsen, 2000)

a
Vef = l"eﬁra)w = 7 (419)
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At the same time, the rotational speed of the wheel is

o, == (4.20)
t
Hence
a
Veff = Z (4.21)

The static tire radius is the difference between the undeformed radius of

the tire 7,, and the static vertical deflection of the tire:

Vaa =1y —— (4.22)

where k, is the vertical tire stiffness.
From the geometric relationships seen in Figure 4-7
Fstar = Ty COS(9) (4.23)
a =r,, sin(@) (4.24)
Hence the effective tire radius is given by

. RINA
sin{ cos 1| ~sfat
rW

Yo = r 7, (4.25)
cos =1 "stat
rW

sin(¢)

Note that since 7,4 = p Tw> Ty <T, and that since

tan(¢)
Top = Trsmt s Yeff > Tstar - Thus
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Vstar <Veff <Ty (4.26)

4.2 DRIVELINE DYNAMICS

In the previous section, we saw that the longitudinal motion equation for
the vehicle is of the type

mi=Fy +Fy, —Ry —R,. —F,,, —mgsin(0) (4.27)
where F o and F,. are the longitudinal tire forces. The longitudinal tire

forces on the driving wheels are the primary forces that help the vehicle
move forward. These forces depend on the difference between the rotational

wheel velocity 7,5®,,and the vehicle longitudinal velocity x. The wheel
rotational velocity @,, is highly influenced by the driveline dynamics of the

vehicle. The major components of a driveline are shown in Figure 4-8
below. The flow of power and the direction of loads on the components is
shown in Figure 4-9.

Engine

Transmission

AN

Torque
G - converter

. __ = . — _— ——

Figure 4-8. Components of a front-wheel drive vehicle powertrain
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Figure 4-9. Power flow and loads in vehicle drivetrain
4.2.1 Torque converter

The torque converter is a type of fluid coupling that connects the engine to
the transmission. If the engine is turning slowly, such as when the car is
idling at a stoplight, the amount of torque passed through the torque
converter is very small, so keeping the car still requires only a light pressure
on the brake pedal.

In addition to allowing the car come to a complete stop without stalling
the engine, the torque converter gives the car more torque when it
accelerates out of a stop. Modern torque converters can multiply the torque
of the engine by two to three times. This effect only happens when the
engine is turning much faster than the transmission. At higher speeds, the
transmission catches up to the engine, eventually moving at almost the same
speed. Ideally, though, the transmission should move at exactly the same
speed as the engine, because the difference in speed wastes power. To
counter this effect, many cars have a torque converter with a lockup clutch.
When the two halves of the torque converter get up to speed, this clutch
locks them together, eliminating the slippage and improving efficiency.

The torque converter is typically unlocked as soon as the driver removes
his/her foot from the accelerator pedal and steps on the brakes. This allows
the engine to keep running even if the driver brakes to slow the wheels
down.

The major components of the torque converter are a pump, a turbine and
the transmission fluid. The fins that make up the pump of the torque
converter are attached to the flywheel of the engine. The pump therefore
turns at the same speed as the engine. The turbine is connected to the
transmission and causes the transmission to spin at the same speed as the
turbine, this basically moves the car. The coupling between the turbine and
the pump is through the transmission fluid. Torque is transmitted from the
pump to the turbine of the torque converter.
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Torque converter modeling (both physically based and input-output data
based) has been studied by various researchers (see, for example, Kotwicki,
1982, Tugcu, et. al., 1986, Runde, 1986). The static model of Kotwicki
(1982) is desirable for control because of its simplicity. It has a reasonable
agreement with experimental data for a fairly wide range of operating
conditions. This model is a quadratic regression fit of the data from a simple
experiment, which involves measuring only the input and output speeds and
torques of the torque converter. For the torque converter in Kotwicki (1982),
the model expressions are as outlined below.

Let T), and 7; be pump and turbine torques and @, (= ®,) and @, be
pump and turbine speeds. For converter mode (i.e. @; /a)p <0.9), the

pump and turbine torques are given by

T, =3.4325es ~3w,” +2.2210x10 > @ 0, - 4.6041x107 @,
(4.28)

T, =5.7656x10 " w,* +0.3107x10” 0,0, —5.4323x107 @,
(4.29)

For fluid coupling mode (i.e. @; /a)p >0.9), the pump and turbine
torques are given by

T,=T,
3 2 3 3 2(4'30)
= ~6.7644x10 " w,” +32.0024x10 > 0, @, — 25.2441x107

The above equations assume SI units.
The input-output schematic of the torque converter model is shown
below in Figure 4-10.

e Wy
_> <_
Torque
— Converter S
Tp » Tt

Figure 4-10. Schematic of torque converter model
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When the torque converter is locked, as in the third or higher gears, the
pump torque is equal to the turbine torque. The pump torque can be
calculated in this case by calculating the load on the engine from the wheels
and the transmission. This calculation is shown in section 5.5.1.

4.2.2  Transmission dynamics

Let R be the gear ratio of the transmission. The value of R depends on the
operating gear and includes the final gear reduction in the differential. In
general, R <1 and increases as the gear shifts upwards.

The schematic of the transmission model is shown in Figure 4-11. The

turbine torque 7, is the input torque to the transmission. Let the torque
transmitted to the wheels be T, .., . At steady state operation under the

first, second or higher gears of the transmission, the torque transmitted to the
wheels is

1
Twheels :ETt (4.31)

The relation between the transmission and wheel speeds is

(4.32)

Tw!’zeez’s
—  Transmission

(including final
<@¢— drive reduction )

Wy Dy

Figure 4-11. Schematic of transmission model

The steady state gear ratio R depends on the operating gear. The
operating gear is determined by a gear shift schedule that depends on both
the transmission shaft speed and the throttle opening (with fully open throttle
angle being counted as 90 degrees). Figure 4-12 shows example up shift
and down shift schedules for a 5-speed automatic transmission. Note that the
up-shift for each gear change occurs at higher speeds as the throttle angle
input from the driver is higher (i.e. the driver is demanding higher torque).



4. Longitudinal Vehicle Dynamics 105

6000

4000

2000

shaft speed (rpm)

5000

4000
3000
2000

shaft speed (rpm)

1000

0
10 20 30 40 50 60 70 80 90
throttle (degrees)

Figure 4-12. Example up shift and down shift schedules for an automatic transmission
Equations describing the dynamics during a gear change are complex and
can be found in Cho and Hedrick, 1989. An alternative is to replace

equations (4.31) and (4.32) by the following 1% order equations during a
gear change:

. 1
Tl vheel + Twheel = ET’ (4.33)

. ®
0, + 0, = ?W (4.34)

Equations (4.33) is initialized with 7',,,.,; = 0 at the instant that the gear

change is initiated. R is the gear ratio at the new gear into which the

transmission shifts. @; is initialized at w,, where R ;; is the old gear
old

ratio.
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The gear change is assumed to be complete when T ,., and

1
converge to ETI and % within a threshold value. Once the gear change is

complete, equations (4.31) and (4.32) can be used again to represent the
transmission.

4.2.3 Engine dynamics
The engine rotational speed dynamics can be described by the equation

l,é,=T;-T;~T,~T, (4.35)

where T; is the engine combustion torque, 7' foare the torque frictional
losses, T, is the accessory torque and 7' p 1s the pump torque and represents

the load on the engine from the torque converter.

Using the notation
I,=T,-T, -1, (4.36)
to represent the net engine torque after losses, we have

“T _T (4.37)

e“e e )4

The net engine torque 7, depends on the dynamics in the intake and

exhaust manifold of the engine and on the accelerator input from the driver.
Engine models are discussed in Chapter 9 for both SI and diesel engines and

describe how 7, can be calculated. T » is pump torque and is obtained from
equations (4.28) and (4.30) of the torque converter.

The input-output schematic of the engine inertia model is shown in
Figure 4-13.
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Figure 4-13. Schematic of engine inertia model

424 Wheel Dynamics

For the driving wheels (for example, the front wheels in a front-wheel driven
car), the dynamic equation for the wheel rotational dynamics is

Iwa)wf = Twheel — reﬁ‘Fxf (438)

where a)wf, Twhee

; and 7,5 have been defined earlier and F, is the

longitudinal tire force from the front wheels.
For the non-driven wheels

1,0 = T Fy (4.39)

where £, is the longitudinal tire force from the rear wheels.

Twheel
Wheel Ve Fx
inertia dynamic
Dy

Figure 4-14. Schematic of wheel dynamics
The total longitudinal tire force is given by
Fy=Fy +F, (4.40)

Each of the two tire force terms F f and £, is a function of the slip

ratio at the front and rear wheels respectively (see section 4.1.2). For
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calculation of the slip ratio at the front wheels, ,r should be used, while

for the calculation of the slip ratio at the rear wheels @,,,. should be used.

Table 4-1. Summary of longitudinal vehicle dynamic equations
Summary of longitudinal vehicle dynamic equations

Primary Vehicle Dynamic Equation
mi=F,+F, —F,,—R,—R, —mgsin(0)

aero

1 Fron't . xf Cof . where
longitudinal
tire f @ X
tre force Oy = _ i during braking
X
Vg @, r — X
Oy = ol during acceleration
Tefy Owf
2 Rear F.. =C,.0,,. where
longitudinal
. a) p—
SIS O, = —eﬁ 7 during braking
X
Vi@, — X
Oy = o wr © during acceleration
Tefr @y
3 Rolling R, +R,=f(F,+F,)
resistance

where the front normal tire force is
—Forohaero — mXh —mghsin(@) + mgl . cos(6
4= 0ot
and the rear normal tire force is
F yero + mxh +mghsin(6) + mgl o cos(0)

aero

zr

L+,

4 Aerodynamic 2
drag force Flero = pCd FE+V ina)
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4.3 CHAPTER SUMMARY

This chapter presented dynamic equations for the longitudinal motion of the
vehicle. The two major elements of the longitudinal dynamic model were the
vehicle dynamics and the driveline dynamics.

The vehicle dynamic equations were strongly influenced by longitudinal
tire forces, aerodynamic drag forces, rolling resistance forces and
gravitational forces. These forces were discussed in detail and mathematical
models for each of these forces were described.

The longitudinal driveline system of the vehicle consisted of the internal
combustion engine, the torque converter, the transmission and the wheels.
Dynamic models for these components were discussed.

NOMENCLATURE

Fy longitudinal tire force at the front tires

F, longitudinal tire force at the rear tires

F,.. equivalent longitudinal aerodynamic drag force
R of force due to rolling resistance at the front tires

force due to rolling resistance at the rear tires

m mass of the vehicle

g acceleration due to gravity

o angle of inclination of the road on which the vehicle is
traveling

o, angular velocity of wheel

Vogr effective radius of rotating tire

Vot static radius of tire

r, radius of undeformed tire

F, normal load on tire

Ax longitudinal distance from center of contact patch at which
equivalent normal load acts

a half-length of contact patch

@ subtended half-angle of contact patch



110

X

wind

S a0 &

Q

=

aero

NS
~

~

N~ N 8 2 8

wheels

o3

a)wf > a)wr

Chapter 4

longitudinal vehicle velocity

wind velocity

effective linear velocity of rotating tire (=75 @,,)

mass density of air

aerodynamic drag coefficient

frontal area of the vehicle

parameter related to aerodynamic drag coefficient calculation
slip ratio

height of c.g. of vehicle

height at which equivalent aerodynamic drag force acts
the longitudinal distance of the front axle from the c.g. of the

vehicle
the longitudinal distance of the rear axle from the c.g. of the
vehicle

rotational engine speed

angular speed of turbine on torque converter
pump torque

turbine torque

torque transmitted to the wheels

angular speed of wheel

time constant in gear change dynamics
gear ratio

engine inertia
net engine torque after losses

angular speed of front and rear wheels respectively
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Chapter 5

INTRODUCTION TO LONGITUDINAL
CONTROL

5.1 INTRODUCTION

The term “longitudinal controller” is typically used in referring to any
control system that controls the longitudinal motion of the vehicle, for
example, its longitudinal velocity, acceleration or its longitudinal distance
from another preceding vehicle in the same lane on the highway. The throttle
and brakes are the actuators used to implement longitudinal control.

A very familiar example of longitudinal control is the standard cruise
control system available on most vehicles today. With a standard cruise
control system, the driver sets a constant desired speed at which he/she
would like the vehicle to travel. The cruise control system then automatically
controls the throttle to maintain the desired speed. It is the driver’s
responsibility to ensure that the vehicle can indeed safely travel at that speed
on the highway. If there happens to appear a preceding vehicle on the
highway that is traveling at a slower speed or is too close to the ego vehicle,
the driver must take action and if necessary apply brakes. Application of
the brakes automatically disengages the cruise control system and returns
control of the throttle to the driver.

The following examples describe other types of advanced longitudinal
control systems.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 113
DOI 10.1007/978-1-4614-1433-9 5, © Rajesh Rajamani 2012
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5.1.1 Adaptive cruise control

An adaptive cruise control (ACC) system is an extension of the standard
cruise control system. An ACC equipped vehicle has a radar or other sensor
that measures the distance to other preceding vehicles (downstream vehicles)
on the highway. In the absence of preceding vehicles, the ACC vehicle
travels at a user-set speed, much like a standard cruise controlled vehicle.
However, if a preceding vehicle is detected on the highway by the vehicle’s
radar, the ACC system determines whether or not the vehicle can continue to
travel safely at the desired speed. If the preceding vehicle is too close or
traveling too slowly, then the ACC system switches from speed control to
spacing control (see Figure 5-1). In spacing control, the ACC vehicle
controls the throttle and/ or brakes so as to maintain a desired spacing from
the preceding vehicle.

without preceding vehicle maintain constant speed

.

l— (_ . (.\ -
with preceding vehicle maintain safe distance

TR [ (

Figure 5-1. Adaptive cruise control

An ACC systems is “autonomous” - it only uses on-board sensors such as
radar to accomplish the task of maintaining the desired spacing. It does not
depend on wireless communication or on cooperation from other vehicles on
the highway. ACC systems were first introduced in Japan (Watanabe, et. al.,
1997) and Europe and are now available in the North American market
(Fancher, et. al., 1997, Reichart, et. al., 1996 and Woll, 1997). The 2003
Mercedes S-class and E-class passenger sedans come with the option of a
radar based Distronic adaptive cruise control system. The 2003 Lexus LS340
comes with an optional laser based adaptive cruise control system.

The design of ACC systems is discussed in detail in Chapter 6.
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5.1.2  Collision avoidance

Instead of an ACC system, some vehicles come equipped with a “collision
avoidance” (CA) system. A collision avoidance system also operates like a
standard cruise control system in the absence of preceding vehicles and
maintains a constant desired speed. If a preceding vehicle appears and the
CA system determines that the desired speed can no longer be safely
maintained, then the CA system reduces the throttle and/or applies brakes so
as to slow the vehicle down. In addition, a warning is provided to the driver
indicating the presence of other vehicles which necessitate that he or she
should take over longitudinal control.

5.1.3 Automated highway systems

A completely different paradigm of longitudinal control is the control of
vehicles to travel together in a tightly spaced platoon in automated highway
systems (AHS). Automated highway systems have been the subject of
intense research and development by several research groups, most notably
by the California PATH program at the University of California, Berkeley.

Figure 5-2. Platoon of Buicks used in the NAHSC Demonstration
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In an AHS, the objective is to dramatically improve the traffic flow capacity
on a highway by enabling vehicles to travel together in tightly spaced
platoons. The system requires that only adequately instrumented fully
automated vehicles be allowed on this special highway. Manually driven
vehicles cannot be allowed to operate on such a highway. Figure 5-2 below
shows a photograph of eight fully automated cars traveling together in a
tightly spaced platoon during a demonstration conducted by California
PATH in August 1997. More details on this experimental demonstration are
described in section 7.9. Automated highway systems are the focus of
detailed discussion in chapter 7.

5.2 BENEFITS OF LONGITUDINAL AUTOMATION

The development of the longitudinal vehicle control systems described in the
previous section has been fueled by a number of motivations, including the
desire to enhance driver comfort and convenience, the desire to improve
highway safety and the desire to develop solutions to alleviate the traffic
congestion on highways.

1.60
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Figure 5-3. Growth in peak period travel time, 1982 to 2000

(Source: Texas Transportation Institute Report, 2002)

An ACC system provides enhanced driver comfort and convenience by
allowing extended operation of the cruise control option even in the presence
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of other traffic. ACC systems and other automated systems in general are
also expected to contribute towards increased safety on the highways. This is
because statistics of highway accidents show that over 90% of accidents are
caused by human error (United States DOT Report, 1992). Only a very small
percentage of accidents are the result of vehicle equipment failure or even
due to environmental conditions (like, for example, slippery roads). Since
automated systems reduce driver burden and provide driver assistance, it is
expected that the use of well-designed automated systems will certainly lead
to reduced accidents.

a0
80 1y Large »

=il arge
= edium
70 ==Small
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Hours of Delay per Peak Road Traveler

Year

Figure 5-4. Growth in annual delay per peak road traveler, 1982 to 2000
(Source: Texas Transportation Institute Report, 2002)

The development of automated highway systems has been the direct
result of the motivation to address traffic congestion on highways.
Congestion has been increasing steadily in the country’s major metropolitan
areas to an extent where two-thirds of all highway travel today is congested
travel. Using both the Travel Time Index (Figure 5-3) and annual delay per
peak traveler (Figure 5-4), congestion appears to be increasing in cities of all
sizes (Texas Transportation Institute Report, 2002). It appears unlikely that
the congestion problem will be solved in the foreseeable future by highway
expansion. The increase in traffic every year outpaces the increase in
capacity due to additional highway construction (Texas Transportation
Institute Report, 2002). Thus highway congestion is only expected to worsen
every year. The development of AHS is an attempt to use technology to
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address the traffic congestion issue. An AHS in which vehicles travel in
closely packed platoons can provide a highway capacity that is three times
the capacity of a typical highway (Varaiya, 1993).

Having introduced the types of longitudinal control systems under
development by various automotive researchers, we next move on to
studying the technical details of designing longitudinal control systems.

5.3 CRUISE CONTROL

In a standard cruise control system, the speed of the vehicle is controlled to a
desired value using the throttle control input. The longitudinal control
system architecture for the cruise control vehicle will be designed to be
hierarchical, with an upper level controller and a lower level controller as
shown in Figure 5-5.

speed set point

Upper
Controller

desired acceleration

Lower
Controller

throttle input
Figure 5-5. Structure of cruise control system

The upper level controller determines the desired acceleration for the
vehicle. The lower level controller determines the throttle input required to
track the desired acceleration. Vehicle dynamic models, engine maps and
nonlinear control synthesis techniques (Choi and Devlin, 1995a and 1995b,
Hedrick et al, 1991, Hedrick, et. al., 1993) are used by the lower controller in
calculating the real-time throttle input required to track the desired
acceleration.



5. Introduction to Longitudinal Control 119

In performance specifications for the design of the upper controller, it is
necessary to specify that the steady state tracking error of the controller
should be zero. In other words, the speed of the vehicle should converge to
the desired speed set by the driver. Other desirable performance
specifications might include zero overshoot and adequately fast rise time.

As far as the upper level controller is concerned, the plant model used for
control design is

. |
X = X 5.1
sl (.1
or
TX +X =Xy (5.2)

where Xx is the longitudinal position of the vehicle measured from an inertial
reference. This means that the upper controller uses desired acceleration as
the control input. The actual acceleration of the vehicle is assumed to track
the desired acceleration with a time constant 7 .

As far as the lower level controller is concerned, the driveline dynamics
discussed in chapter 4 and the engine dynamics discussed in chapter 9
constitute the actual longitudinal vehicle model that must be utilized in
control design. The lower level controller must ensure that the vehicle
acceleration tracks the desired acceleration determined by the upper
controller.

Due to the finite bandwidth associated with the lower controller, the
vehicle is expected to track its desired acceleration imperfectly. Thus there is
a first order lag in the lower level controller performance and hence the use
of the model equation (5.1) for the upper controller which incorporates a lag
in tracking desired acceleration.

This chapter assumes a lag of 7 = 0.5 for analysis and simulation.

5.4 UPPER LEVEL CONTROLLER FOR CRUISE
CONTROL

A typical algorithm used for the upper controller is PI control using error in
speed as the feedback signal:
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t

4oy (0 =~y (Ve = Vi )=y [ (7 = V7 (5.3)
0

where Vref is the desired vehicle speed set by the user.

Define the following reference position
t
Xios = [ VyepdT (5.4)
0

Here x4, (¢) is the position of an imagined reference vehicle that is

traveling at the reference or desired speed. Then the upper controller can be
rewritten as

jédes = _kp (x - xdes)_ k] (x - xdes) (5.5

This is equivalent to inter-vehicle spacing control with x —x,,, being
the spacing from a fictitious vehicle traveling at the desired reference speed.

The unity feedback loop denoting this closed-loop system is shown
below in Figure 5-6.

Xdes n e u y= X

@!
v

e
v

Figure 5-6. Unity feedback loop for upper controller for cruise control

As discussed previously, the plant model for the upper controller is the
transfer function between desired acceleration and actual vehicle speed and
is given by

1

Pls)= s(z‘s + 1)

(5.6)
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The PI controller is
k.
C(s)= kp + -+ (5.7)
Ky

Hence the closed-loop transfer function is

V. PC k,s+k,
v

o 1+PC 1 +5" +k,s+k,

(5.8)

A root locus of the feedback system is shown in Figure 5-7 for varying

kp with the ratio -2 fixed at 4. A value of 7 =0.5 was assumed for the

system lag. Values of kp varying from 0 to 0.75 were used. It can be seen
from Figure 5-7 that the closed system is stable for all non-zero kp . There is
one closed-loop real pole and a pair of complex conjugate poles. For a value
of kp =0.75, the complex poles have a damping ratio of 0.87. If the value of
kp is increased further beyond 0.75, the damping ratio of the complex poles
decreases and the system becomes less damped.

Root Locus
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-0.4 - x

-0.5 1 1 1 1 1 1

Real Axis

Figure 5-7. Root locus for PI controller
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The Bode magnitude plot of the closed-loop transfer function is shown
in Figure 5-8 for a value of kp =0.75. As seen in the figure, the resulting

bandwidth of the closed-loop system is 0.2 Hz.

magnitude

phase (deg)

5.5

10
10° .
10" .
10"2 L L . L
10 10° 10" 10°
frequency (Hz)
0 —
50+
-100 -
-150 -
-200 “2 “1 T o
10 10 10 10
frequency (Hz)
Figure 5-8. Closed-loop transfer function with PI controller
LOWER LEVEL CONTROLLER FOR CRUISE

CONTROL

In the lower controller, the throttle input is calculated so as to track the
desired acceleration determined by the upper controller. A simplified model
of longitudinal vehicle dynamics can be used in the design of the lower level
controller. This simplified model is typically based on the assumptions that
the torque converter in the vehicle is locked and that there is zero-slip
between the tires and the road (Hedrick, et. al., 1991). These are very
reasonable assumptions during cruise control because

a)

The cruise control system is typically engaged in gears 3 and
higher where the torque converter is indeed locked.
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b) The tire slip is small since the longitudinal maneuvers involved in
cruise control are very gentle.

Using the above assumptions, the engine torque required to track the
desired acceleration command is first calculated. This calculation is
described in section 5.5.1. Once the required engine torque has been
obtained, engine maps and nonlinear control techniques are used to calculate
the throttle input that will provide this required torque.

5.5.1 Engine Torque Calculation for Desired Acceleration

A model of the driveline dynamics was discussed in section 4.2 of this book
and should be reviewed by the reader. Consider the case where the torque

converter is locked (7, =T p), the transmission is in steady state (it is not

undergoing a gear shift) and the longitudinal tire slip is negligible. In this
case, the wheel speed @,, is proportional to the engine speed @, and related

through the gear ratio R as follows
w, =Ro, (5.9)
and the transmission shaft speed is equal to the engine speed

o, =, (5.10)

The longitudinal vehicle velocity is approximated by x =7, 7 @,, Where

Tofr 1s the effective tire radius and hence the longitudinal acceleration is
X =ryRo, (5.11)

The longitudinal vehicle equation is

mi=F, —R —F

aero

where F, is the total longitudinal tire force from all tires, R is the rolling

resistance force and F is the aerodynamic drag force. Using equation

aero
(5.11), this can be rewritten as

mRreﬁ‘d)e =F, =R, = Fiepo (5.12)
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Hence
F, =mRryzo, + R, + Fy, (5.13)

Substituting from equation (5.13) into the equation for the wheel
rotational dynamics (4.38)

. 2.
[wa)w :Twheel _reﬁ(Fx):Twheel _mRreff W, _reﬁ’Rx _reﬂFaero
(5.14)

Hence, the torque at the wheels required to produce the desired
acceleration is

Twheel = IWRCOe + n’lRl"eﬁ‘ @, + I"eﬁvFaero + reﬁrRx (515)

Substituting from equation (5.15) into the equation for the transmission
dynamics

. 2. 2 2.
[ta)t = Tt _RTwheel = Tt _IWR @, —mR Tefp @, _Rref'Faero _Rrejf'Rx
Since @, =, and T; =T, we have
. 2 . 2., 2.
Lo, = Tp -1,R"®w, —mR Yeff” @ _R’”eﬁfFaem —RreﬁrRx
Hence the pump torque load on the engine is
2\ -
T, =, +1,R* +mR%ry "), + Rrpy Fpppy + Ripy R, (5.16)

Substituting from equation (5.16) into the engine rotational dynamics
equation (4.35)

La, =T,

n

et_Tp

2 2 2\ -
=Ty —; +1,R”+mR Yol o, — R”eﬁFaem - Rreffo
Hence
. 2 2 25 -
lw,=T,,—,+1,R"+mR Vo o, — RreﬁpFaem — RreﬁRx

or
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J0, =T, — RreﬁrFaem - Rl’eﬁrRx (5.17)
where
2 2. 2
Je=1,+1,+R°1,, +mR 1,y (5.18)

Since £, is a quadratic function of vehicle velocity and can also be

expressed in terms of a quadratic in @, , equation (5.16) represents a single

first order o.d.e. that describes the vehicle dynamics in the case where the
torque converter is locked and the slip is assumed to be negligible.

Substituting for F,,,., as F,,., =c, (reﬁrRa)e )2, the dynamics relating

aero

engine speed @, to the pseudo-input “net combustion torque” 7,,, can be
modeled by the single first-order ode
3 3 2
T,,—c,Rrgs"w,” —RsR,)
» = net a eff e eff *x (5.19)

J

e

whereJ, =1, +1, + (mreﬁr2 +1, )R2 is the effective inertia reflected on

the engine side.
From equation (5.19), it is clear that if the net combustion torque is
chosen as

Jo. . 2
(Ther) =Sy + LR 0 + RO R (520)
eff

then the acceleration of the car is equal to the desired acceleration defined by
the upper level controller i.e. X = X4, .

5.5.2 Engine Control

Once the required combustion torque is obtained from (5.20), the control law
to calculate the throttle angle to provide this torque can be obtained by using
engine dynamic models and applying nonlinear control synthesis techniques.
Engine dynamic models for both SI and diesel engines and nonlinear control
design to provide a desired engine torque are discussed in Chapter 9 of this
book.
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5.6 ANTI-LOCK BRAKE SYSTEMS
5.6.1 Motivation

Anti-lock brake systems (ABS) were originally developed to prevent wheels
from locking up during hard braking. Modern ABS systems not only try to
prevent wheels from locking but also try to maximize the braking forces
generated by the tires by preventing the longitudinal slip ratio from
exceeding an optimum value.

First, note that locking of the wheels reduces the braking forces
generated by the tires and results in the vehicle taking a longer time to come
to a stop. Further, locking of the front wheels prevents the driver from being
able to steer the vehicle while it is coming to a stop.

To understand the influence of longitudinal slip ratio on braking forces,
consider the tire force characteristics shown in Figure 5-9. As seen in Figure
5-9, the magnitude of the tire longitudinal force typically increases linearly
with slip ratio for small slip ratios. It reaches a maximum (peak) value
typically at a slip ratio value between 0.1 and 0.15. At slip ratios beyond this
value, the magnitude of tire force decreases and levels out to a constant
value.

4000

3000 acceleration

2000

1000

tire force (N)
o

-1000

-2000

-3000 deceleration
(braking)

_4000 1 1 1 1 1 1 1
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4

slip ratio

Figure 5-9. Tire longitudinal force as a function of longitudinal slip ratio
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If the driver presses hard on the brakes, the wheels will slow down
considerably faster than the vehicle slows down, resulting in a big slip ratio
value. However, as described above, slip ratios higher than an optimum
value actually result in reduced braking forces. The vehicle would take
longer to come to a stop if the slip ratio exceeded the optimum value. The
ABS solution then is to prevent excessive brake torque from being applied
on the wheels, so that the slip ratio doesn’t exceed the optimum value. This
would also prevent or delay the wheels from locking up and increase
steerability of the vehicle during braking.

The following simulation plots demonstrate the negative consequences of
very hard braking. Figures 5-10 and 5-11 show vehicle speed and slip ratio
respectively during hard braking. As seen in Figure 5-11, the wheels lock
during braking and result in a slip value of —1 within 1 second of the
initiation of braking. As seen in Figure 5-10, while the wheels come to a stop
in 1 second, the vehicle itself does not come to a stop and only reduces in
speed from 30 m/s to 13 m/s in 12 seconds.

solid: wheel  dotted:vehicle
30 - T T T T T

speed (m/s)

1 L 1 L L

2 4 6 8 10 12
time (sec)

Figure 5-10. Vehicle speed during hard braking (No ABS)
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Figure 5-11. Slip Ratio during hard braking (No ABS)
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Figure 5-12. Slip Ratio with reduced braking (ABS)
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Figure 5-13. Vehicle speed with reduced braking (ABS)

Figures 5-12 and 5-13 show slip ratio and vehicle speed during reduced
braking designed to just prevent the wheels from locking up. As seen in
Figure 5-12, the slip ratio is maintained at 0.09 which is close to the
optimum value of 0.1. The wheels don’t lock, as seen in Figure 5-13, thus
allowing the vehicle to be steered. Further, the speed of the vehicle is
reduced from 30 m/s to 2 m/s in 12 seconds. Thus a significantly greater
reduction in vehicle speed is obtained by limiting the amount of braking
torque applied to the wheels.

5.6.2 ABS Functions

The basic objective of the ABS is to either hold or release the braking
pressure on the wheels if there is a danger of the wheels locking. At the same
time, the ABS needs to re-permit application of the brakes again once the
danger of locking has been averted. The ABS system could also hold or
release the braking pressure in order to keep the slip ratio at the wheel from
exceeding an optimum value.

Depending on the number of wheels the ABS controls, ABS can be four
channel four sensor, three channel three sensor or one channel one sensor.
Each channel controlled by the ABS has a valve. Depending on the position
of the valve, brake pressure on the wheel is held, released or controlled by
the driver:
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When the valve is open, pressure from the master cylinder is passed right
through to the brake. This allows the brake to be controlled by the driver,
allowing the amount of brake pressure desired by the driver to be applied to
the brake.

When the valve is closed or blocked, that brake is isolated from the
master cylinder. This holds the brake pressure and prevents it from
increasing even if the driver pushes the brake pedal harder.

When the valve is in the release position, the pressure from the brake is
released. In this position, not only is the brake isolated from any further
braking actions of the driver, but the amount of braking pressure on the
wheel is actively reduced.

A major practical problem in ABS systems is that wheel slip cannot be
measured with inexpensive sensors on a passenger vehicle. Often the only
measurements available to the ABS system are measurements of the
individual wheel speeds at the four wheels. Algorithms that utilize these
wheel speed measurements to predict if the wheels will lock and to predict if
the danger of locking has been averted have to be used.

The process of determining whether or not the wheel is going to lock is
called prediction. Prediction point slip is defined as the wheel slip at the
instant the control unit predicts for the first time in a brake cycle that the
wheel is going to lock.

The process of determining whether or not the danger of locking has
been averted is called reselection. Reselection point slip is defined as the
wheel slip at the instant it is predicted for the first time in a brake cycle that
the danger of locking is averted.

5.6.3 Deceleration Threshold Based Algorithms

One of the most common ABS algorithms is the deceleration threshold based
algorithm (Bosch Automotive Handbook, 2000). The wheel deceleration
signal is used to predict if the wheel is about to lock. Here wheel
deceleration is defined as angular deceleration multiplied by effective tire
radius.

A common version of the deceleration threshold algorithm is summarized
in Figures 5-14, 5-15, 5-16 and 5-17 (Kiencke and Nielsen, 2000 and Bosch
Automotive Handbook, 2000).

Let V' be the wheel deceleration defined as

Vi =1y, (5.21)
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where 7,4 is the effective tire radius and @,, is the angular wheel speed.
Let a;, a,, a; and a4 be acceleration threshold values, all defined to be

positive with a, > a; and a4 > ay.

A acceleration

Pass through

Hold brake pressure

Release brake pressure

\

deceleration

Figure 5-14. Deceleration in the first cycle

When the driver presses on the brake pedal, if the deceleration is less
than a; (i.e.if vp > —ay), then the driver’s braking action is directly passed

through to the brakes. When the deceleration exceeds a; for the first time
(i.e v <—ay), the driver’s braking action is no longer directly passed
through to the brakes. Instead the braking pressure is held constant at the
pressure value achieved when the deceleration first exceeded a;. If the
wheel deceleration continues to increase further and exceeds the value a,
(i.e. Vp <—a,), then the braking pressure at the wheel is decreased. This

will prevent the wheel from decelerating any further and could eventually
result in the wheel gaining speed or accelerating. If the wheel deceleration

reduces to the value a, (i.e. Vi >—a,), then the pressure drop is stopped.
If the wheel deceleration drops below the value a; (i.e. Vg > —ay), then the
driver’s braking action is once again directly passed through to the brakes. If
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the wheel actually starts accelerating, and the acceleration exceeds the
relatively high threshold a4, then the braking pressure is actually increased

beyond that dictated by the driver’s actions, so as to prevent the wheel from
over acceleration. In this case, when the wheel’s acceleration drops to the

value below aj (i.e. vp < a3), the driver’s braking action are again passed
through to the brakes. When the wheel deceleration goes below a;

(Vp < —ay) again the second cycle starts. Running through such cycles, the

wheels are prevented from locking and the wheel rotational speed is kept in
an area where wheel slip is close to that of the maximum friction coefficient.

Note that a, is a relatively high deceleration level. (much larger than a5).
During the second braking cycle, the braking pressure is reduced right
away when the deceleration first exceeds a; (i.e. the phase of holding brake

pressure constant between a; and a, is no longer done during the second
braking cycle). In the first cycle, the short pressure holding phase is used for
the filtering of disturbances.

Figure 5-14 and Figure 5-15 summarize the deceleration threshold based
algorithm during wheel deceleration. Figure 5-16 and Figure 5-17
summarize the algorithm during wheel acceleration.

A acceleration

Pass through

Release brake pressure

deceleration

Figure 5-15. Deceleration in the second and subsequent cycles
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A acceleration

* Increase brake pressure

as

Pass through

deceleration

Figure 5-16. Increasing acceleration

A acceleration

Increase brake pressure
a4

Hold brake pressure

as

' Pass through

deceleration

Figure 5-17. Decreasing acceleration
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In a modified version of this algorithm, during the first cycle, if the
deceleration exceeds a; and the wheel speed falls below a slip-switching
threshold (determined based on the initial speed when braking first started),
then the braking pressure is reduced. Thus the deceleration threshold a, is
not used in this modified algorithm. From the second braking cycle onwards,
pressure is reduced right away when the deceleration first exceeds a;
(Bosch Automotive Handbook, 2000).

5.6.4  Other Logic Based ABS Control Systems

A number of factors influence the working of the ABS system. These
include

The value of the tire-road friction coefficient, since it influences the
range within which the wheel slip ratio should be maintained.

The rate of application of the brake torque (brake dynamics). During
the first cycle, this depends on how the driver of the vehicle presses the
brake pedal. In the subsequent cycles, it depends on the pressure build
characteristics of the modulator.

Initial longitudinal velocity of the vehicle is also important, since it
determines how quickly the vehicle can come to a stop.

The brake effort distribution from front to rear is also important

The performance of the ABS system for variations in the above
parameters is an important consideration in ABS system design. Many logic
based ABS control systems have been developed and reported in literature to
address performance in the presence of the above variations.

The work by Guntur and Ouwerkerk, 1972 contains a good discussion of
logic based ABS system design. It compares different logic controllers by
evaluating their performance in simulations based on a mathematical vehicle
model. In the simulations the authors vary three important parameters: rate
of application of the brake, tire-road friction coefficients (i.e. different road
conditions) and initial velocity of the vehicle. Different logic controllers are
compared on the basis that, for variations in these parameters, the control
unit should

1. Not fail to indicate locking of the wheel
2. Not make false predictions about locking of the wheel
3. Maintain the wheel slip within the desired range

Four different algorithms are evaluated in terms of their prediction of
wheel lock. Based on their simulations results, the authors conclude that a

compound condition consisting of two algorithms A p and B p results in the

best performance (Guntur and Ouwerkerk, 1972). Method A4 p sets a
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maximum threshold deceleration on the wheel speed, while method B p sets

another maximum threshold on the ratio of the deceleration of the wheel
speed to the angular wheel speed. In the proposed compound condition,
provision is made for an adaptive feature that changes the threshold values
for initial velocities exceeding 35 m/s. For initial velocities lower than 35
m/s, a static threshold algorithm is found to be adequate. In considering the
suitability of methods for the prediction point, the authors allow locking of
the rear wheels as long as it does not cause instability of the vehicle.

Eight different algorithms are evaluated in the same paper in terms of
their identification of the reselection point (Guntur and Ouwerkerk, 1972).
The authors found that a compound condition consisting of methods 4,.,
D, and F, gives a good estimation of the reselection point. Method A, is
a fixed time delay condition which ensures the reapplication of the brake
after a certain fixed time lapse after each time the brake is released. Method
D, is a variable condition on the desired angular velocity. The angular
velocity of the wheel at the point of initial braking in the first cycle, or the
corresponding signal at the point of reapplication in a subsequent cycle, is
stored and the desired angular velocity is assumed to be proportional to this
value. This method is used to ensure that the driver of the vehicle can
conveniently influence the performance of the anti-skid system by
interrupting a given braking maneuver. Method F). reapplies the brakes
whenever a threshold on the ratio of the deceleration of the wheel speed to
the angular wheel speed is exceeded. It is added to improve the braking
effectiveness at low vehicle speed, and also render the anti-skid system
inoperative at very low speed. The compound reselection condition devised
by the authors does not incorporate an adaptive feature like the one used for

the prediction point condition.
5.6.5 Recent Research Publications on ABS

The development of ABS algorithms continues be an active area of research.
Many research papers have concentrated on the development of algorithms
that can ensure that a desired wheel slip ratio is tracked at the wheels.
Detailed dynamic models of the wheel, tire, vehicle and the hydraulic system
are used and the resulting system model is nonlinear. Nonlinear control
system techniques are often used to ensure tracking of a desired wheel slip
ratio. The measurable states of the system are the hydraulic pressure and the
wheel speed. The fact that the vehicle absolute velocity cannot be measured
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means that the slip ratio itself cannot be measured. It must be estimated from
a observer and this constitutes a very challenging problem. Accounting for
changes in road surface conditions in the dynamic tire model (e.g. low
friction coefficient on a slippery road) is an additional difficulty. Interesting
research papers in this area include Unsal and Kachroo (1999) and
Drakunov, et. al. (1995).

5.7 CHAPTER SUMMARY

This chapter provided an introduction to several longitudinal control
systems, including standard cruise control, adaptive cruise control, collision
avoidance, longitudinal control for operation of vehicles in platoons and anti
lock brake systems. Control system design for standard cruise control and
anti lock brake systems were discussed in detail. Chapter 6 will next provide
a detailed discussion of adaptive cruise control while Chapter 7 will discuss
longitudinal control for operation of vehicles in platoons.

NOMENCLATURE

X longitudinal position of the vehicle from an inertial
reference

xorl, longitudinal velocity of the vehicle

X Jes imaginary longitudinal position of a vehicle traveling with

the reference speed

Xqop OF Vior  desired vehicle speed set by the driver

k D> k; gains used in PI controller for cruise control

T time constant for lag in tracking desired acceleration
T, net combustion torque of the engine

T, brake torque

T heel torque to the drive wheels

T » pump torque

o, engine angular speed

,, wheel angular speed
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; turbine angular speed

Cq aerodynamic drag coefficient

R gear ratio

Yofr effective tire radius

R, rolling resistance of the tires

F, total longitudinal tire force

Fooro aerodynamic drag force

1, engine moment of inertia

p transmission shaft moment of inertia

I, wheel moment of inertia

1, engine moment of inertia

J, effective inertia reflected on the engine side
m vehicle mass

Ve equivalent linear velocity of rotating wheel

a,, a,, ay, duacceleration thresholds used in ABS algorithm
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Chapter 6
ADAPTIVE CRUISE CONTROL

6.1 INTRODUCTION

An adaptive cruise control (ACC) system is an extension of the standard
cruise control system. An ACC equipped vehicle has a radar or other sensor
that measures the distance to other preceding vehicles (downstream vehicles)
on the highway. In the absence of preceding vehicles, the ACC vehicle
travels at a user-set speed, much like a vehicle with a standard cruise control
system (see Figure 6-1). However, if a preceding vehicle is detected on the
highway by the vehicle’s radar, the ACC system determines whether or not
the vehicle can continue to travel safely at the desired speed. If the preceding
vehicle is too close or traveling too slowly, then the ACC system switches
from speed control to spacing control. In spacing control, the ACC vehicle
controls both the throttle and brakes so as to maintain a desired spacing from
the preceding vehicle.

An ACC system is “autonomous” - it does not depend on wireless
communication or on cooperation from other vehicles on the highway. It
only uses on-board sensors such as radar to accomplish the task of
maintaining the desired spacing from the preceding vehicle. The first-
generation ACC systems were first introduced in Japan (Watanabe, et. al.,
1997) and Europe and are now available in the North American market
(Fancher, et. al., 1997, Reichart, et. al., 1996 and Woll, 1997). The 2003
Mercedes S-class and E-class passenger sedans come with the option of a
radar based Distronic adaptive cruise control system. The 2003 Lexus LS340
comes with an optional laser based adaptive cruise control system.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 141
DOI 10.1007/978-1-4614-1433-9 6, © Rajesh Rajamani 2012
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without preceding vehicle maintain constant speed
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Figure 6-1. Adaptive cruise control

An ACC system provides enhanced driver comfort and convenience by
allowing extended operation of the cruise control option even in the presence
of other traffic. ACC systems can also possibly contribute towards increased
safety on the highways. This is because statistics of highway accidents show
that over 90% of accidents are caused by human error (US Department of
Transportation, 1992). Only a very small percentage of accidents are the
result of equipment failure or even due to environmental conditions (like
slippery roads). Since an ACC system potentially reduces driver burden and
partially replaces driver operation with automated operation, it is expected
that the adoption of ACC systems will potentially lead to reduced accidents.

From the discussion above, it is clear that the ACC system will have two
modes of steady state operation:

1) speed control
2) vehicle following (i.e. spacing control)

Vehicle following is the topic of discussion in sections 6.2, 6.3, 6.4, 6.5
and 6.6 in this chapter. Speed control has been discussed earlier in section
5.3 of Chapter 5.

The ACC system must also decide which type of steady state operation is
to be used i.e. whether the vehicle should use speed control or vehicle
following, based on real-time radar measurements of distance and relative
velocity from any preceding vehicle. In addition, the controller must perform
a number of transitional maneuvers, including

1. ensuring smooth transition from speed control to vehicle following
and vice-versa
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2. determining transition trajectories to ensure the vehicle reaches its
desired steady state spacing or speed each time a new preceding
vehicle is encountered, the current preceding vehicle makes an exit
or a lane change, etc.

These transitional maneuvers and transitional control algorithms are
discussed in section 6.7 of this chapter.

6.2 VEHICLE FOLLOWING SPECIFICATIONS

Vehicle following is one of the two modes of steady state operation of the
ACC system. In the vehicle following mode of operation, the ACC vehicle
maintains a desired spacing from the preceding vehicle. The two important
specifications that the vehicle following control system must satisfy are
individual vehicle stability and string stability.

a) Individual vehicle stability

The vehicle following control law is said to provide individual vehicle
stability if the spacing error of the ACC vehicle converges to zero when the
preceding vehicle is operating at constant speed. If the preceding vehicle is
accelerating or decelerating, then the spacing error is expected to be non-
zero. Spacing error in this definition refers to the difference between the
actual spacing from the preceding vehicle and the desired inter-vehicle
spacing.

Consider a string of vehicles on the highway using a longitudinal control
system for vehicle following, as shown in Figure 6-2. Let x; be the location

of the ith vehicle measured from an inertial reference, as shown in Figure 6-
2. The spacing error for the ith vehicle (the ACC vehicle under

consideration) is then defined as &; = x; —x;_; + Ly, . Here L, is the
desired spacing and includes the preceding vehicle length ¢;_;. The desired
spacing L;,; could be chosen as a function of variables such as the vehicle

speed x;. The ACC control law is said to provide individual vehicle
stability if the following condition is satisfied

X120 = 06,->0 (6.1)
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Figure 6-2. String of adaptive cruise control vehicles

b) String stability

If the vehicle following control law ensures individual vehicle stability, the
spacing error should converge to zero when the preceding vehicle moves at
constant speed. However, the spacing error is expected to be non-zero during
acceleration or deceleration of the preceding vehicle. It is important then to
describe how the spacing error would propagate from vehicle to vehicle in a
string of ACC vehicles that use the same spacing policy and control law. The
string stability of a string of ACC vehicles refers to a property in which
spacing errors are guaranteed not to amplify as they propagate towards the
tail of the string (Swaroop, 1995, Swaroop and Hedrick, 1996). For example,
string stability ensures that any errors in spacing between the 2™ and 3™ cars
does not amplify into an extremely large spacing error between cars 7 and 8
further up in the string of vehicles.
A rigorous definition for string stability will be provided in section 6.4.

6.3 CONTROL ARCHITECTURE

The longitudinal control system architecture for an ACC vehicle is typically
designed to be hierarchical, with an upper level controller and a lower level
controller as shown in Figure 6-3. The upper level controller determines
the desired acceleration for each vehicle. The lower level controller
determines the throttle and/or brake commands required to track the desired
acceleration. Vehicle dynamic models, engine maps and nonlinear control
synthesis techniques (Choi and Devlin, 1995a and 1995b, Hedrick et al,
1991, Hedrick, et. al., 1993) are used by the lower controller in calculating
the real-time brake and throttle inputs required to track the desired
acceleration.
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Upper
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desired fault
acceleration messages
Lower
Controller

actuator inputs
Figure 6-3. Structure of longitudinal control system

The objective of the upper controller is to determine desired acceleration
such that two performance specifications are met. As discussed in section
6.2, the first specification is the individual stability of the vehicle so that it
can asymptotically achieve and maintain a desired spacing with respect to
the preceding vehicle on the highway. The second specification is to ensure
that when many ACC vehicles on the highway operate under automatic
control using the same vehicle following control law, the “string stability” of
a string of vehicles can be guaranteed (Swaroop, 1995, Swaroop and
Hedrick, 1996).

As far as the upper level controller is concerned, the plant model used for
control design is

X =u (6.2)

where the subscript 7 denotes the ith car in the string. The acceleration of
the car is thus assumed to be the control input. However, due to the finite
bandwidth associated with the lower level controller, each car is actually
expected to track its desired acceleration imperfectly. The objective of
the upper level controller design is therefore stated as that of meeting
performance specifications 1 and 2 robustly in the presence of a first-order
lag in the lower level controller performance:
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| 1
Xi des = ﬁui (6.3)

s +1

Equation (6.2) is thus assumed to be the nominal plant model while the
performance specifications have to be met even if the actual plant model
were given by equation (6.3).

This chapter assumes a lag of T = 0.5 sec for analysis and simulation. The
maximum acceleration and deceleration possible are assumed to be 0.25g
and —0.5g respectively.

6.4 STRING STABILITY

As described briefly earlier, the string stability of a string of ACC vehicles
refers to a property in which spacing errors are guaranteed not to amplify as
they propagate towards the tail of the string. In this section, mathematical
conditions that ensure (and define) string stability will be provided

Let 0; and 0;_; be the spacing errors of consecutive ACC vehicles in a

string. Let H (s) be the transfer function relating the spacing errors of
consecutive vehicles

S,

i-1

H(s)=

(6.4)

The system is string stable if the following two conditions are satisfied:
a) The transfer function H (s) should satisfy
| H(s)ll, <1 (6.5)

b) The impulse response function /(¢) corresponding to H (s) should
not change sign ( Swaroop, 1995), i.e.

h(t)>0 V>0 (6.6)

The reasons for these two requirements to be satisfied can be understood
by reading sections 7.5 and 7.6 in Chapter 7. Roughly speaking, equation

(6.5) ensures that ||0; ||, < ||0;_; ||, which means that the energy in the
spacing error signal decreases as the spacing error propagates towards the



6. Adaptive Cruise Control 147

tail of the string. Equation (6.6) ensures that the steady state spacing errors
of the vehicles in the string have the same sign. This is important because a
positive spacing error implies that a vehicle is closer than desired while a
negative spacing error implies that it is further apart than desired. If the
steady state value ofd; is positive while the steady state value of o;_; is

negative, then this might be dangerous even though in terms of magnitude
0; might be smaller than J;_;. The condition that the impulse response be

positive ensures that steady state values of 0;and 0;_; have the same sign.
When conditions (6.5) and (6.6) are both satisfied, then,
10 llo < 1| 0;_1 |l » as discussed in section 7.5.

More details on string stability can be found in sections 7.5 and 7.6 in
Chapter 7.

6.5 AUTONOMOUS CONTROL WITH CONSTANT
SPACING

As discussed in section 6.1, an autonomous controller (like the ACC system)
only utilizes on board sensors like radar and does not depend on inter-
vehicle communication or any other form of cooperation from other vehicles
on the highway. This implies that the only variables available as feedback
measurements for the upper controller are inter-vehicle spacing, relative
velocity and the ACC vehicle’s own velocity. This section demonstrates that
such an autonomous controller cannot use a constant spacing policy i.e. the
constant spacing policy is unsuitable for autonomous control applications.
Define the measured inter-vehicle spacing as

& =X =X+l (6.7)

where ¢;_; is the length of the preceding vehicle. Under the constant
spacing policy, the spacing error of the i th vehicle is then defined as

51‘ =X =X+ Ldes (6-8)

where L, is the desired constant value of inter-vehicle spacing and

includes the preceding vehicle length.
If we assume that the acceleration of the vehicle can be instantaneously
controlled, then a linear control system of the type



148 Chapter 6

X =—k,0 k0 ; (6.9)
yields
51 = xl _jéi—l = _kpé‘i _kvé‘i + kpé‘i—l + kvé‘i—l

which leads to the following closed-loop error dynamics

5, +k, 0 +k,6 =k, 1+k, 0 (6.10)

The transfer function

k,+kys

G(s) = 55 L(s)= (6.11)

i1 s2+ ks + kp

describes the propagation of spacing errors along the vehicle string. The
Bode magnitude plot in Figure 6-4 is shown for kp =1, k, = 0.3. The
maximum magnitude of this transfer function is greater than 1 so that
the autonomous control law of equation (6.9) is not string stable.

10’

10° A

'
N

magnitude
S

10°

10_ 2 1 0 1
10’ 10 10 10
frequency (Hz)

Figure 6-4. Magnitude of G(s) from equation (6.11)
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All positive values of kp and k, guarantee that the spacing error of the

i th vehicle converges to zero when the spacing error of the i —1 th vehicle
is zero. Thus individual vehicle stability is ensured. However, there are no
positive values of & p and k, and for which the magnitude of the transfer
function G(s) can be guaranteed to be less than unity. To see why this is the
case, rewrite G(s) as

k k
Gls)=—P | & oy 6.12
) s2+kvs+kp(kps+ } (12
or
G(s) = Gy ()G s) (613)

For the magnitude of G|(j®) to be less than 1, one needs the damping

ky > 0.707 ie.

2.k,

ratio & = 0.707 or

k,>1.414 [k (6.14)

For the magnitude of G, (j®) to not exceed 1 at frequencies up to the

resonant frequency ./k p » one needs the frequency k_p to be bigger than

k
,/kp . Hence, one needs k_p> ,/kp or
A%
,/kp >k, (6.15)

It is not possible to find gains that satisfy both equations (6.14) and
(6.15). Hence the magnitude of G(s) will always exceed 1.

The constant spacing policy is therefore not suitable for use on
autonomous systems such as the ACC system (Swaroop, 1995).

v
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6.6 AUTONOMOUS CONTROL WITH THE
CONSTANT TIME-GAP POLICY

Since the constant spacing policy is unsuitable for autonomous control, a
better spacing policy that can ensure both individual vehicle stability and
string stability must be used. The constant time-gap (CTG) spacing policy is
such a spacing policy. In the CTG spacing policy, the desired inter-vehicle
spacing is not constant but varies linearly with velocity:

Lyes =iy + hx; (6.16)

The constant parameter /4 is referred to as the time-gap. The spacing
error varies with the velocity and is defined as

where ¢; = x; —x;_; +{,_;, as defined earlier in equation (6.7).

The following controller based on the CTG spacing policy was
developed by Ioannou and Chien (1993). The control law is autonomous and
can be represented as

Xi des =—%(é i+tAS ;) (6.18)

With this control law, it can be shown that the spacing errors of
successive vehicle 0; and J,_; are independent of each other. Differentiate

equation (6.17) to obtain

Substituting for X; from equation (6.18) into equation (6.19) and

assuming X; = X; ., the error dynamics for o; are obtained as

5, =-10; (6.20)

1
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Thus o; is independent of J;_; and is expected to converge to zero as

long as A > 0. Note, however, that this result is only true if any desired
acceleration can be instantaneously obtained by the vehicle i.e. if the time
constant 7 associated with the lower level controller performance is
assumed zero.

6.6.1  String stability of the CTG spacing policy
In the presence of the lower controller and actuator dynamics, the desired

acceleration is not obtained instantaneously but instead satisfies the
dynamics approximated by equation (6.3):

TXi X =X des

Substituting for X from equation (6.18), we obtain

i_des
o |

Also, differentiating o; twice from equation (6.17), we obtain
5, = & + Iy, (6.22)

Substituting for X; from equation (6.21), we find that the relation

between ¢; and ; is given by

T

£ =8 +—(5+15) (6.23)
T

The difference between errors of successive vehicles can be written as

O, =01 =& —¢& th(x; —x;_)
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or
51' - 51'_1 =& — & + hgl (624)

Using equation (6.23) to substitute in equation (6.24) for &; in terms of

0; and forg; | in terms of J;_;, a dynamic relation between J; and 0;_,
can be obtained. In the transfer function domain, this relation is

51' . S+/1
Sia hrs®+hs?+(1+Ah)s+A

(6.25)

The string stability of this system can be analyzed by looking at the
above transfer function and checking if its magnitude is always less than 1.
Substituting s = j@ and evaluating the magnitude of the above transfer

function, it can be shown (see Appendix 6.A) that the magnitude is always
less than or equal to unity at all frequencies only if

h>2r (6.26)

Further if equation (6.26) is satisfied, then it is guaranteed that one can
find a value of A such that || F(s)||,,< 1. Thus the condition (6.26) is both
necessary and sufficient. The above result was obtained by Swaroop (1995).
In effect, this means that string stability can be maintained only if the time-
gap is larger than the variable 27 .

Figure 6-5 below shows the impulse response of the transfer function in
equation (6.23) for values of 1 =0.4, 7 = 0.5 and &= 1.8 seconds. It can be
seen that the impulse response of the system is non-negative for these values

of the transfer function parameters. Thus, both HI:[ (S)H <1 and A(¢)>0
0

can be ensured by this choice of controller parameters.
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Figure 6-5. Impulse response of the constant time-gap autonomous controller

The specification HI:I (S)H <1 can always be met by choosing 4 to be
o0

sufficiently big so that equation (6.26) is satisfied. However, there are no
results available that provide a direct design procedure for ensuring that the
impulse response /(f) is non-negative. The results in Swaroop (2003)
provide indirect design tips for the same. Two necessary conditions that
must be satisfied by the transfer function H (s) in order for the impulse
response to be non-negative are

1) The dominant poles of the system should not be a complex conjugate
pair.

2) There should not be any zeros of the system that are completely to the
right of all poles of the closed-loop system.

6.6.2 Typical delay values
This section discusses what would be a typical value to expect for the

constant 7 which is the time constant of the lag in tracking any desired
acceleration command. From equation (6.26), it is clear that the value of 7
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limits the time gap /4. A smaller time gap would lead to higher density of
traffic and thus increased traffic capacity on the highway. However, from
equation (6.26), the time gap cannot be made smaller than 27, since the
system would then no longer be string stable.

The lag in the performance of the lower controller comes from several
sources, accumulating brake or engine actuation lags and sensor signal
processing lags.

(brake pressure (psi) vs time (sec) )
300+ L | A A oo

2501

200¢

1501

100}

50}

1

0 1 1 1
24 245 25 255 26 285 27

Figure 6-6. Pure-time delay and lag in an ABS-modified brake system

Figure 6-6 shows the measured performance of a brake actuator designed
by a modification of the ABS system. When required to track a step input of
300 psi brake pressure, the actuator has a pure time delay of 70 milliseconds
in addition to a first order time constant of 80 milliseconds. Figure 6-7
shows the measured performance of a constant-flow valve brake actuator
designed at PATH. This actuator has a pure time delay of 70 milliseconds
and a first order time constant of 70 milliseconds (Rajamani and Shladover,
2001).
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Figure 6-7. Pure time delay and lag in a constant flow brake actuator developed at PATH

If we include

1) the pure time delay in the engine response (60 milliseconds at 2000
tpm),

2) the bandwidth of the lower level multiple-sliding-surface controller
that tracks acceleration

3) the bandwidth of low pass filters used for other sensors such as
engine manifold pressure sensor, wheel speed sensor, etc

4) the bandwidth of the throttle actuator

5) the lag due to discrete sampling at 50 Hz (20 ms sampling)

6) the 200 ms lag due to the radar filter

7) when braking, the brake actuator lag instead of engine time delay.

it is clear that the overall time constant of the lower level controller could be
as much as 500 milliseconds.

Thus, from equation (6.26), in order to ensure string stability, the
smallest time-gap that can be used by the upper level controller is 1 second.
This is equivalent to a steady-state spacing of 30 meters between vehicles at
a speed of 30 m/s. The theoretical maximum traffic flow rate that can be
achieved is therefore less than 3100 vehicles/ hour, assuming that the
vehicles are 5 meters long.
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An alternative nonlinear autonomous controller with a variable time gap
has been proposed by Yanakiev and Kanellakopoulos (1995). Results in
Yanakiev and Kanellakopoulos (1995) indicate improvements in
performance and response compared to the standard constant-time-gap
autonomous controller. While nonlinear controllers have the potential to
overcome the minimum time-gap constraint of the standard linear controller,
they are considerably more difficult to analyze. This is because linear
systems tools such as frequency response and Bode plots can no longer be
used in the analysis. The variable-time-gap algorithm in Yanakiev and
Kanellakopoulos (1995) has not been analyzed for its robustness to the
presence of the lower controller dynamics.

6.7 TRANSITIONAL TRAJECTORIES

All of the control laws presented in sections 6.2 — 6.6 were designed for
steady state vehicle following. An ACC vehicle must not only execute
steady-state vehicle following but also other maneuvers like speed control
and transitional maneuvers like “vehicle join” for closing in on a slower
moving preceding vehicle.

6.7.1 The need for a transitional controller

An ACC vehicle operates under speed control when there is no preceding
target vehicle detected in its lane. While under speed control, the ACC
vehicle might suddenly encounter a new vehicle in its lane. The new vehicle
might be encountered because it cuts in from another lane or because it
might be a slower moving vehicle in the same lane. In each case the ACC
vehicle must decide whether to continue to operate under the speed control
mode or transition to the vehicle following mode. If a transition to vehicle
following is required, a transitional trajectory that will bring the ACC
vehicle to its steady state following distance needs to be designed. Similarly,
an ACC vehicle under the vehicle following mode might lose its target
vehicle due to the target vehicle being faster or the target vehicle making a
lane change. In such a case, the ACC vehicle must decide whether to switch
to speed control or to initiate a transitional maneuver to follow a different
target vehicle further downstream.

The regular constant time-gap (CTG) control law from section 6.6 cannot
directly be used to follow a newly encountered vehicle. A transitional
trajectory needs to be designed before the CTG control law can be used. The
need for a transitional trajectory can be understood from the following
example:
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Example:

Consider the scenario shown in Figure 6-8 where the ACC vehicle which
was operating under speed control encounters a stalled vehicle in its lane.
Assume that the initial speed of the ACC vehicle is 30 m/s and that the CTG
control law parameters are A =1, A =1 sec and L =5 meters.

newly encountered stalled vehicle ACC vehicle

G ( .

Figure 6-8. ACC vehicle encounters stalled vehicle

The final steady state desired spacing of the vehicle is L =5 meters.
The initial desired spacing of the vehicle is L + Ax; = 5+30 = 35 meters. The
initial spacing error is 0; = x; —x;_; + L+ hx; = —-100+ 5430 = —-65 and

the initial relative velocity is &; = X; — X;_; = 30.

If the ACC vehicle were to directly use the CTG control law

X jos = —Z(gl- + A9; ), then the initial desired acceleration command would

turn out to be X, = —1(30—65):35m/s2 !

Thus the initial desired acceleration would be a huge positive value !
This is because the vehicle has a huge spacing error in which it calculates
that it is too far behind the target vehicle, even though the target vehicle is
moving much more slowly (is stalled).

Since the initial distance is only 100 meters, there is a danger of the ACC
vehicle crashing into the stalled vehicle. The distance required for the ACC
vehicle to brake to a stop starting from a speed of 30 m/s and assuming a

maximum braking deceleration of 5 m / s? is

302

X ="""
2(5)

=90 meters.
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Thus starting from an initial distance of 100 meters, the vehicle has
barely enough distance to avoid a collision if it started braking right away. If
the vehicle initially accelerated using the CTG control law, it would not have
enough distance to stop and would eventually collide with the stalled
vehicle!

End of example

The regular steady state vehicle following control law (without use of
a transitional trajectory) does not take into account the following
considerations

a) Preventing a collision is the highest priority i.e. it is not allowable to
have the ACC vehicle speed up when it encounters a new target
vehicle only to collide with the vehicle later.

b) The brake and engine actuators on a vehicle have limited maximum
allowable values and saturate

¢) A newly encountered preceding vehicle need not always be a target
vehicle for vehicle following.

A transitional controller is therefore required that takes the above
considerations into account.

6.7.2  Transitional controller design through R - R
diagrams

When a new target vehicle is encountered by the ACC vehicle, a range-range
rate diagram can be used (Fancher and Bareket, 1994) to decide whether

a) The vehicle should use speed control.

b) The vehicle should use spacing control (with a defined transition
trajectory in which desired spacing varies slowly with time)

¢) The vehicle should brake as hard as possible in order to avoid a
crash.

The range — range rate (R — R ) diagram is developed as follows. Define
range R and range rate R as shown in Figure 6-9 where

R=x,-x=V 7V (6.27)

R= X, =X (6.28)
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and x,, x, Vp and V are inertial positions and velocities of the preceding

vehicle and ACC vehicle respectively.

V’j P = - V y = 3 \‘
- (= - (-
- %
dR
a =¥

Figure 6-9. Definition of range and range rate

A typical R — R diagram, as developed by Fancher and Bareket (1994),
is shown in Figure 6-10 below.

Switching line for starting headway
Velocity control

Control M

Desired spacing RH
(for a given velocity, V)

Region 1

ez Region 3

eta” > dR / dt

Figure 6-10. Range vs. range-rate diagram

Depending on the measured real-time values of R and R and the

R — R diagram in Figure 6-10, the ACC system determines the mode of
longitudinal control in which the ACC vehicle should operate. For instance,
in region 1, the vehicle continues to operate under speed control. In region 2,
the vehicle operates under spacing control. In region 3, the vehicle
decelerates at the maximum allowable deceleration so as to try and avoid a
crash.

The R—R diagram has the following properties (Fancher and Bareket,
1994):
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1) Possible directions of motion

AN N1

slower target vehicle faster target vehicle

R

Figure 6-11. Possible directions of motion

When R is negative, R can only decrease. When R is positive, R can
only increase. Hence in the right half of the R — R diagram, R can only

increase. In the left half of the R — R diagram, R can only decrease. This is
illustrated in Figure 6-11.

C Rﬁnal

Figure 6-12. Switching line for spacing control

2) Switching line for starting spacing control

The switching line from speed to spacing control is given by
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R=-TR+R (6.29)

where T is the slope of the switching line. When a slower vehicle is
encountered at a distance larger than the desired final distance R, , the

switching line shown in Figure 6-12 can be used to determine when and
whether the vehicle should switch to spacing control. If the distance R is
greater than that given by the line, speed control should be used.

The overall strategy (shown by trajectory ABC) is to first reduce gap at

constant R, and then follow the desired spacing given by the switching line

Note R is negative and hence R is always bigger than R final during

this trajectory.

Note that a number of alternate trajectories are also possible from point A
to C. For example, a straight line path from A to C could also be used. One
of the advantages of the trajectory in Figure 6-12 is that the vehicle doesn’t
start braking right away, as soon as a new vehicle is encountered. Instead the
ACC vehicle continues at its initial speed and starts braking only after the
switching line is reached. Abrupt maneuvers as soon as a new vehicle is
encountered are avoided.

The control law during spacing control on this transitional trajectory is as
follows. Depending on the value of R, determine R from equation (6.29).
Then use R as the desired inter-vehicle spacing in the PD control law

Koy =~k p (x=R)=ky (i - R) (6.30)

3) Trajectory during constant deceleration

The trajectory of the ACC vehicle during constant deceleration is a

parabola on the R-R diagram. In Figure 6-13, note that the larger
deceleration leads to the lower parabola. This can be understood from the

fact that for each value of R, R is smaller for the lower parabola.
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smaller deceleration R

/

/

larger deceleration

Figure 6-13. Parabolic trajectory during constant deceleration

\ﬁl\

Figure 6-14. Constant deceleration followed by acceleration

As the vehicle decelerates R will increase (become less negative
initially). Eventually R will become zero as the ACC vehicle slows down to
the target vehicle speed. Then R will start becoming positive, as shown in
Figure 6-14. When R> 0, the distance between the vehicles will start
increasing. Let R, be the minimum value of R achieved in the parabolic

trajectory of constant deceleration. Then the equation of the parabolic
trajectory is

RZ

R=R,,, + D

(6.31)
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where D is the deceleration value of the vehicle. The same switching line
discussed in Figure 6-12 can be used to eventually accelerate the vehicle and

come to the final desired spacing R g,,; . This is shown in Figure 6-14.

4) What slope should the switching line have ?

The switching line should be such that travel along the line is
comfortable and does not constitute high deceleration. The deceleration
during coasting (zero throttle and zero braking) can be used to determine the
slope of the switching line. Let D =0.4m/ s be the deceleration during
coasting. Construct a parabola with deceleration D that passes through
R final 8 shown in Figure 6-15. Then the trajectory of the parabola is

RZ
R = Rﬁnal + E (6.32)

The value of this parabola at the maximum measurable range A4 of the
sensor e.g. 300 feet is calculated. The line passing through 4 and R,

can be used to determine the slope. Alternately, the maximum allowable R
can be used in equation (6.32) to determine the point A of the switching
line.

Figure 6-15. Trajectory during coasting

String stability in transitional maneuvers

Do we have to worry about string stability during these transitional
maneuvers ? No. This is because only the lead car in any string of vehicles
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will execute these transitional maneuvers. The other cars in the string do not
execute a transitional trajectory. They only follow the lead vehicle using a
steady state controller like the constant time-gap controller. Hence string
stability is maintained in the string of vehicles.

6.8 LOWER LEVEL CONTROLLER

In the lower level controller, the throttle and brake actuator inputs are
determined so as to track the desired acceleration determined by the upper
controller. The following simplified model of vehicle dynamics is used in
the development of the lower level controller. This simplified model is based
on the assumptions that the torque converter in the vehicle is locked and that
there is zero-slip between the tires and the road, as described in chapter 5.
These assumptions relate the vehicle speed x; directly to the engine speed @, :

where R is the gear ratio and T 1s the effective tire radius.
Under these assumptions, as described in section 5.5.1 of Chapter 5, the
dynamics relating engine speed @, to the pseudo-inputs “net combustion

torque” 7., and brake torque 7}, can be modeled by

3, 3.2
b T —c,R Voff 603 —R(’”@j‘Rx + 1) (6.34)

e

where J, =1, + (mreﬁ(-z +1 w)Rz is the effective inertia reflected on the
engine side, R is the gear ratio and Vofr the tire radius.

Note that R is used in this chapter to denote the transmission gear ratio

(not to be confused with R which is used in the R — R diagrams).
If the net combustion torque is chosen as

J@

.. 2
R Xides + [CaR3reﬂ3we + R(reffo + Tbr)]i (6.35)
reﬁ'

(Trer)i =

then, from equation (6.34), the acceleration of the ACC vehicle is equal to
the desired acceleration defined by the upper level controller : X; = X, 4, -
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Once the required combustion torque is obtained from (6.35), the control
law to calculate the throttle angle to provide this torque can be obtained by
using engine dynamic models and applying nonlinear control synthesis
techniques. Engine dynamic models for both SI and diesel engines and
control design to provide a desired torque are discussed in Chapter 9 of this
book.

6.9 CHAPTER SUMMARY

The longitudinal controller in an ACC system has two modes of steady state
operation:

1) speed control
2) spacing control

Steady state spacing control is called vehicle following. In the vehicle
following mode, the longitudinal controller must ensure that the following
two properties are satisfied:

1) Individual vehicle stability, in which spacing error converges to zero
if the preceding vehicle travels at constant velocity

2) String stability, in which spacing error does not amplify as it
propagates towards the tail of a string of vehicles.

An ACC system is “autonomous” - it does not depend on wireless
communication or on cooperation from other vehicles on the highway. It
only uses on-board sensors to accomplish its control system tasks. In the
case of an autonomous controller, a constant inter-vehicle spacing policy
cannot be used. This is because an autonomous controller can ensure
individual vehicle stability but cannot ensure string stability in the case of
the constant spacing policy. Instead the constant time-gap spacing policy in
which the desired spacing is proportional to speed should be used. With the
constant time-gap spacing policy, both string stability and individual vehicle
stability can be ensured in an autonomous manner.

In addition to executing steady-state vehicle following, the longitudinal
controller must also decide which type of steady state operation is to be used
i.e. whether the vehicle should use speed control or vehicle following, based
on real-time radar measurements of range and range rate. In addition, the
controller must perform a number of transitional maneuvers, including
transitioning from spacing control to speed control when the preceding
vehicle makes a lane change, executing a “vehicle join” for closing in on a
slower moving preceding vehicle, etc. These transitional maneuvers can be
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executed based on controllers designed using R-R diagrams. R-R

Chapter 6

diagrams were discussed in section 6.7 of the chapter.

NOMENCLATURE

x; or Vior V

& =X —xi_ 1+l

O; = X; = X;_1 + L

longitudinal position of ACC vehicle or of the ith

vehicle in a string

longitudinal velocity of the i th vehicle

measured inter-vehicle spacing with ¢;_; being the

length of the preceding vehicle

spacing error of the i th vehicle

value of time gap used in constant time gap

controller

range

range rate

velocity of preceding vehicle
constants used in the R — R diagrams
net combustion torque of the engine
brake torque

engine angular speed

aerodynamic drag coefficient

gear ratio

effective tire radius

rolling resistance of the tires

effective inertia reflected on the engine side

vehicle mass



6. Adaptive Cruise Control 167

REFERENCES

Choi, S.B. and Hedrick, J.K., “Vehicle Longitudinal Control Using an Adaptive Observer for
Automated Highway Systems”, Proceedings of American Control Conference, Seattle,
Washington, 1995.

Choi, S.B. and Devlin, P., “Throttle and Brake Combined Control for Intelligent Vehicle
Highway Systems”, SAE 951897, 1995.

Fancher, P., Ervin, R., Sayer, J., Hagan, M., Bogard, S., Bareket, Z., Mefford, M. and
Haugen, J., 1997, “Intelligent Cruise Control Field Operational test (Interim Report)”,
University of Michigan Transportation Research Institute Report, No. UMTRI-97-11,
August 1997.

Fancher, P. and Bareket, Z., 1994, “Evaluating Headway Control Using Range Versus Range-
Rate Relationships”, Vehicle System Dynamics, Vol. 23, No. 8, pp. 575-596.

Hedrick, J.K., McMahon, D., Narendran, V.K. and Swaroop, D., “Longitudinal Vehicle
Controller Design for IVHS Systems”, Proceedings of the 1991 American Control
Conference, Vol. 3, pp. 3107-3112, June 1991.

Hedrick, J.K., McMahon, D. and Swaroop, D., “Vehicle Modeling and Control for Automated
Highway Systems”, PATH Research Report, UCB-ITS-PRR-93-24, 1993.

Ioannou, P.A. and Chien, C.C., 1993, “Autonomous Intelligent Cruise Control”, IEEE
Transactions on Vehicular Technology, Vol. 42, No. 4, pp. 657-672.

Rajamani, R., Hedrick, J.K. and Howell, A., “A Complete Fault Diagnostic System for
Longitudinal Control of Automated Vehicles”, Proceedings of the Symposium on
Advanced Automotive Control, ASME International Congress, November 1997.

Rajamani, R. and Zhu, C., 1999, “Semi-Autonomous Adaptive Cruise Control Systems”,
Proceedings of the American Control Conference, June 1999.

Rajamani, R., Tan, H.S., Law, B. and Zhang, W.B., “Demonstration of Integrated Lateral and
Longitudinal Control for the Operation of Automated Vehicles in Platoons,” [EEE
Transactions on Control Systems Technology, Vol. 8, No. 4, pp. 695-708, July 2000.

R. Rajamani and S.E. Shladover, “An Experimental Comparative Study of Autonomous and
Cooperative Vehicle-Follower Control Systems”, Journal of Transportation Research,
Part C— Emerging Technologies, Vol. 9 No. 1, pp. 15-31, February 2001.

Reichart, G., Haller, G. and Naab, K, 1996, “Driver Assistance: BMW Solutions for the
Future of Individual Mobility”, Proceedings of ITS World Congress, Orlando, October
1996.

Slotine, J.J.E. and Li, W., “Applied Nonlinear Control”, Prentice Hall, 1991.

Swaroop, D., Hedrick, J.K., Chien, C.C. and loannou, P. “A Comparison of Spacing and
Headway Control Laws for Automatically Controlled Vehicles”, Vehicle System Dynamics
Journal, Nov. 1994, vol. 23, (n0.8):597-625.

Swaroop, D. and Hedrick, J.K., “String Stability of Interconnected Dynamic Systems”, IEEE
Transactions on Automatic Control, March 1996.

Swaroop, D., 1995, “String Stability of Interconnected Systems: An Application to Platooning
in Automated Highway Systems”, Ph.D. Dissertation, University of California, Berkeley,
1995.

Swaroop, D. and Rajagopal, K.R., “Intelligent Cruise Control Systems and Traffic Flow
Stability,” Transportation Research Part C: Emerging Technologies, Vol. 7, No. 6, pp.
329-352, 1999.

Swaroop, D. and Bhattacharya, S.P., “Controller Synthesis for Sign Invariant Impulse
Response,” IEEE Transactions on Automatic Control, Vol. 47, No. 8, pp. 1346-1351,
August, 2002.



168 Chapter 6

Swaroop, D., “On the Synthesis of Controllers for Continuous Time LTI Systems that
Achieve a Non-Negative Impulse Response,” Automatica, Feb 2003.

Texas Transportation Institute Report, “2001 Urban Mobility Study,” URL: mobility.tamu.edu

United States Department of Transportation, NHTSA, FARS and GES, ‘Fatal Accident Reporting
System (FARS) and General Estimates System (GES),”” 1992.
Watanabe, T., Kishimoto, N., Hayafune, K., Yamada, K. and Maede, N., 1997, “Development
of an Intelligent Cruise Control System”, Mitsubishi Motors Corporation Report, Japan.
Woll, J., 1997, “Radar Based Adaptive Cruise Control for Truck Applications”, SAE Paper
No. 973184, Presented at SAE International Truck and Bus Meting and Exposition,
Cleveland, Ohio, November 1997.

Yanakiev, D. and Kanellakopoulos, 1., 1995, “Variable time Headway for String Stability of
Automated Heavy-Duty Vehicles”, Proceedings of the 34" IEEE Conference on Decision
and Control, New Orleans, LA, December 1995, pp. 4077-4081.

APPENDIX 6.A

This Appendix contains a proof of the result stated in section 6.6.1, namely
that the magnitude of the transfer function

A 0 ; s+ A
H(s)= = 3 5
i1 hrs’+hs”+(1+Ah)s+A

(6.36)
is always less than or equal to 1 at all frequencies if and only if £ > 27 . This
Appendix is adapted from the original proof presented by Swaroop (1995).
Background Result:
Consider the following quadratic inequality in w?:
4 2
aw” +bo”+c>0 (6.37)

We present the conditions on a,b,c under which the above inequality

holds for all values of a)2 .
2a a

b c
aw* +bw* +c= a£w4 2w+

> b 2 4ac—b*
=d|o”+—| +———
2a 4q°
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Hence

aw* +bhaw? +¢>0

if either
1) a,b,c >0

or

2)b<0,a>0, c>0 and 4ac—b> >0 ie. b> —4ac <0

Calculations:
Consider the transfer function

His) = 0; _ s+A

5.1 ths® +hs® +(1+Ah)s+ A

Substituting s = jw,

H(jw)=——— 0% ;
A-—ho”)+ jo(l+ h—tho”)
2 2
[H(jo)|*= 2.2 602+/1 2.2
(= ho?)? + 021+ 2h—tho?)
|H(jo) <1
=

0 + 2 <(A-ho*)? + 01+ - tho?)?

=

2020 + (12 —20h— 2002 o + 2202 20
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(6.38)

(6.39)

(6.40)

(6.41)
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Comparing with the background result in equations (6.38) and (6.39)

HIfb>0

h? —2th—2Ath> >0
Hence

hs 27

1-2A7

This is possible for small A if and only if 4 > 27
2)If b <0 and b —4ac<0

(W =2ch—2Ath*)? =472 22h* <0
After simplifying

Ath—h? — 472
872h—Ah?

A<

(- h)?
4th(27 — h)

Since A must be positive, this implies /& > 27

Replacing the strict inequality in equation (6.37) with a simple
inequality, it follows that 4 > 27 . From (1) and (2), 4 > 27 is a necessary
condition. It also follows that if 4> 27 is satisfied, then one can find a
A >0 such that | H(jw)|<1. Thus h>27 is both a necessary and

sufficient condition for ensuring that the transfer function H (s) has a
magnitude less than or equal to 1 at all frequencies.
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LONGITUDINAL CONTROL FOR VEHICLE
PLATOONS

7.1 AUTOMATED HIGHWAY SYSTEMS

Automated highway systems are the subject of intense research and
development by several research groups, most notably by the California
PATH program at the University of California, Berkeley. In an automated
highway system (AHS), the objective is to dramatically improve the traffic
flow capacity on a highway by enabling vehicles to travel together in tightly
spaced platoons. The system requires that only adequately instrumented fully
automated vehicles be allowed on this special highway. Manually driven
vehicles cannot be allowed to operate on such a highway. Figure 5-2 in
chapter 5 shows a photograph of eight fully automated cars traveling
together in a tightly spaced platoon during a demonstration conducted by
California PATH in August 1997. More details on this experimental
demonstration are described in section 7.9 of this chapter.

While the primary motivation for the development of AHS is to obtain
significant improvements in highway traffic flow capacity, an AHS will also
provide significant safety benefits. This is because over 90% of accidents
on today’s highways are caused by human error (US Department of
Transportation, 1992). Since automated systems reduce driver burden and
replace driver operation with automated operation, it is expected that an
AHS will provide significantly improved safety compared to driving on
today’s highways.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 171
DOI 10.1007/978-1-4614-1433-9 7, © Rajesh Rajamani 2012
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An important feature to be noted is that an AHS is a dual mode form of
transportation. A vehicle instrumented to travel on AHS can also travel on
regular highways (driven manually). Thus an AHS vehicle is a personal
vehicle that provides point to point service from any origin to any
destination. The driver can drive on regular highways from home until he or
she arrives at an AHS, travel under automated control on AHS, take an exit,
and then travel again under manual control on a regular highway or local
road to get to the final destination point. Thus, unlike a railway or other
public transit system, an AHS provides point to point travel by leveraging
the existing infrastructure of regular highways and roads.

7.2 VEHICLE CONTROL ON AUTOMATED
HIGHWAY SYSTEMS

A popular control architecture proposed for an automated highway system
(Varaiya, 1993) is hierarchical and has the 4 layers shown in Figure 7-1. The
4 layers are

a) The network layer

b) The link layer

¢) The coordination layer
d) The regulation layer

The network layer controls entering traffic over the entire network and
assigns a route to each vehicle as it enters the system.

The link layer is a roadside layer for a section of a highway. It broadcasts
target values for speed and platoon size for that road section. These target
values are based on information about the aggregate traffic state (density,
speed, flow). The link layer estimates proportion of vehicles destined for
various exits and advises vehicles where to change lanes in order to reach
exits. It receives information about incidents or congestion downstream and
accordingly reassigns vehicle paths.

The coordination layer resides on each vehicle. It determines which
maneuver to initiate at any time so as to conform to the assigned path; it also
coordinates that maneuver with neighboring vehicles so that the maneuver
can be executed safely. It commands the regulation layer to execute the
feedback law that executes the maneuver.

The regulation layer executes maneuvers. These maneuvers include

a) Steady state maneuvers of lane keeping and either speed control or
vehicle following.

b) Transient maneuvers of lane change, highway exit, highway entry,
longitudinal split from a platoon and join a platoon.
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traffic information

z\a:c;os:iiez(: l flow, density, incidents

Coordin Communication with

other vehicles
neuver l

Reg

control signals l

Vehicle Dyn

maneuver complete

sensor signals

Figure 7-1. Control Architecture

The longitudinal control task discussed in this chapter is the responsibility
of the regulation layer. So also is the lateral control task, discussed in chapter 3.

7.3 LONGITUDINAL CONTROL ARCHITECTURE

In the regulation layer, the longitudinal control system is responsible for
executing steady state and transient longitudinal maneuvers. This
longitudinal control system will also be designed to be hierarchical, with an
upper level controller and a lower level controller as shown in Figure 7-2.
The upper level controller determines the desired longitudinal acceleration
for each vehicle. The lower level controller determines the throttle and/or
brake commands required to track the desired acceleration. Vehicle dynamic
models, engine maps and nonlinear control synthesis techniques (Choi and
Devlin, 1995a and 1995b, Hedrick et al, 1991, Hedrick, et. al., 1993) are
used by the lower controller in calculating the real-time brake and throttle
inputs required to track the desired acceleration.
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Upper
Controller
desired fault
acceleration messages
Lower
Controller

actuator inputs

Figure 7-2. Structure of longitudinal control system

As far as the upper level controller is concerned, the plant model used for
control design is

X, =u (7.1)

where the subscript i denotes the i th car in the platoon. The acceleration of
the car is thus assumed to be the control input. However, due to the finite
bandwidth associated with the lower level controller, each car is actually
expected to track its desired acceleration imperfectly. The specification on
the upper level controller is therefore stated as that of meeting its
performance objectives robustly in the presence of a first-order lag in the
lower level controller performance :

. | 1
X = m+1xi_des :ﬁ”i (7.2)

Equation (7.1) is thus assumed to be the nominal plant model while the
performance specifications have to be met even if the actual plant model
were given by equation (7.2).
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This chapter assumes a lag of T = 0.5 sec for analysis and simulation. The
maximum acceleration and deceleration possible are assumed to be 0.25g
and —0.5g respectively.

The longitudinal control system in the regulation layer executes two
types of maneuvers

a) Steady state maneuvers of either speed control or vehicle following.
b) Transient maneuvers of splitting from a platoon and joining a platoon.

Vehicle following is the topic of discussion in sections 7.4, 7.5, 7.6, 7.7,
7.8 in this chapter. Speed control has been discussed earlier in section 5.3 of
Chapter 5.

A good discussion of longitudinal transitional control algorithms for
automated highway systems can be found in Li, et. al. (1997), Connoly and
Hedrick (1999) and Rajamani, et. al.(2000).

7.4 VEHICLE FOLLOWING SPECIFICATIONS

In the vehicle-following mode of operation, the automated vehicle maintains
a desired spacing from the preceding vehicle in the platoon. The two
important specifications that the vehicle following control system must
satisfy are individual vehicle stability and string stability.

a) Individual vehicle stability

Consider a platoon of vehicles using a longitudinal control system for
vehicle following, as shown in Figure 7-3. Let x; be the location of the ith

vehicle measured from an inertial reference, as shown in Figure 7-2. The
spacing error for the ith vehicle (the vehicle under consideration) is then

defined as ¢; =x; —x;_; + L;. Here L; is the desired spacing and includes
the preceding vehicle length /;_;. In a control system for platoon operation,

the desired spacing L; is a constant (independent of the vehicle speed x; ).

The control law is said to provide individual vehicle stability if the following
condition is satisfied

X,—>0 = & -0 (7.3)

In other words, the spacing error of the vehicle should converge to zero if
the preceding vehicle is operating at constant velocity. If the preceding
vehicle is accelerating or decelerating, then the spacing error is expected to
be non-zero.
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Figure 7-3. String of vehicles in a platoon
b) String stability

Since the spacing error is expected to be non-zero during acceleration/
deceleration of the preceding vehicle, it is important to describe how the
spacing error would propagate from vehicle to vehicle in a string of vehicles
in the platoon that use the same spacing policy and control law. The string
stability of a string of vehicles refers to a property in which spacing errors
are guaranteed not to amplify as they propagate towards the tail of the string
(Swaroop, 1995, Swaroop and Hedrick, 1996). For example, string stability
ensures that any errors in spacing between the 2™ and 3™ cars does not
amplify into an extremely large spacing error between cars 7 and 8 further
up in the string of vehicles.

A rigorous definition for string stability will be provided in section 7.6,
after reviewing the mathematical background on norms of signals and
systems in section 7.5.

7.5 BACKGROUND ON NORMS OF SIGNALS
AND SYSTEMS
7.5.1 Norms of signals
We consider signals mapping [0,0) to R. They are assumed to be

piecewise continuous. The following signal norms can be defined (Doyle,
et. al., 1992):



7. Longitudinal Control for Vehicle Platoons 177

1. oo-Norm: The oonorm of a signal is the least upper bound of its
absolute value.

1 [|oo= sup [ x(2) | (74)
t

2. 1-Norm: The 1-norm of a signal x(¢) is the integral of its absolute value.
o0
lxll=[1x(0) | de (75)
0

3. 2-Norm: The 2-norm of x(¢) is

o 1/2
Ixll= [ [Ix() 4 (7.6)
0

4. p-Norm: The p -norm of x(¢) is

o 1/p
[ xp{ﬂ x(t) |7 dr} (7.7)
0

7.5.2  System norms

Consider a linear time invariant system with an input-output model which is
represented in the time domain as a convolution equation:

y(1) = g(1)* x(r)

or
(1) = [ gt~ 0)x(r)dz (7.8)
0

Let G(s) be the Laplace transform of g(#). Then in the s -domain

Y(s)=G(s)X(s) (7.9)
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where

g(t)= ! {G(S)} is the impulse response of the system.

Define the o -norm of the transfer function G(s) as follows:
1G(8) [loo=sup| G(jw)| (7.10)
[0}

Define the 1-norm of the impulse response as follows:
lglh=[lg@|ar (7.11)
0

The o -norm of G(s) and the 1-norm of g(¢) can be used to relate the

size of the output of the system to the size of the input (Doyle, Francis and
Tannenbaum, 1992). Specifically,

lell = sup 12lko (7.12)
x €Ly ||x||oo
1G($) [l = sup 1212 (7.13)

xely || X ||2

7.5.3 Use of induced norms to study signal amplification

In the study of string stability, a desirable characteristic for attenuation of
propagating spacing errors is often specified as

Yoo < 11X [l (7.14)

where y = ¢g; is the spacing error of the ith vehicle and x =¢;_; is the

spacing error of the i —1th vehicle.

Let H (s) be the transfer function relating the spacing errors of
consecutive cars in the platoon.
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As)=2 (7.15)
X

The following condition

HFI(S)HOO < 1 (7.16)
ensures
[yl < Ixll (7.17)

i.e. it ensures that the energy in the signal y(¢) is less than the energy in the
signal x(¢). However, the desirable characteristic we would like to ensure is
the stronger condition || ¥ ||, < || X ||

The norms || y ||, and || x ||, are related through the 1-norm of the
impulse response A(¢)

| V1l
| All;= sup (7.18)
xeLy, ” X ||oo
The condition || y ||, < || x||,, requires that
Il Alli<1 (7.19)

It is much easier to design the control system to ensure that equation
(7.16) is satisfied rather than to design the system to ensure that equation

(7.19) is satisfied. The following Lemma shows that the condition || 4 ||;< 1
can be replaced by the two conditions

HI:](S)HOO < 1 and h(f) > 0 (7.20)

Lemma 1 (Swaroop, 1995):

If A(t) > 0, then all the input output induced norms are equal
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Proof:

Let 7, bethe p thinduced norm i.c.

¥, = sup I»1, (7.21)
xeL, 1 X1l
Then, from linear systems theory (see Appendix 7.A)
[HO)| < |H(jo) |l <7, <Al (7.22)
If h(£) > 0 then | H(0) |=|| 4 ||, , as shown below.
| H(0)|= Tk(z)dt < T\ h(t)| dt = T\ h(t)|dt if and only if /(r) does
0 0 0

not change sign (Swaroop, 1995).

QED.

The following relation between | /||, and || H ||,, should also be
considered (Boyd and Doyle, 1987):

Lemma 2 (Boyd and Doyle, 1987):

Consider a transfer matrix that is rational, proper and stable. For such a
system

A< @r+D[[H(s) o (7.23)
where 7 is the Mcmillan degree of the system.

This relation implies that if || H ||,, is designed to be less than 1, then

|| 72y is also guaranteed to be correspondingly bounded.
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Table 7-1. Summary of Signal Amplification Result

Let y(¢) = Ih(t —-1)x(r)dr
0

Then H(s) = %i))

If H(s) is designed such that || H(s) ||, <1,then || y ||, < x|,

If H(s) is designed such that || H(s)||,<1 and A(z) >0, then

71l < 1%l

7.6 DESIGN APPROACH FOR ENSURING STRING
STABILITY

The following condition will be used to determine if the system is string
stable :

HH (S)HOO < 1 (7.24)

where H (s) is the transfer function relating the spacing errors of
consecutive vehicles

&

H(s)= (7.25)

|

In addition to (7.24), a condition that the impulse response function /()

corresponding to H (s) does not change sign will be considered desirable

(Swaroop, D., 1995). This can be understood, first of all, from the results in
section 7.5 where it was demonstrated that the impulse response had to be

positive to ensure that the two system norms|| H ||, and || /2 ||; were equal.
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An additional reason for the requirement that the impulse response be
positive is as follows:
Satisfying the condition

€l <11 €i1 o (7.26)

only ensures that the maximum absolute value of the maximum spacing
error decreases upstream. In the case of (sinusoidal) oscillations in error, this
is adequate. However, in the case of steady state or ramp type errors, this is
inadequate. In equation (7.26), no specifications are made on the sign of the
spacing error. A positive spacing error implies that the vehicle is closer than
desired while a negative spacing error implies that it is further apart than

desired. If the steady state value of ¢; is positive while the steady state value
of &;_; is negative, then this might be dangerous even though in terms of
magnitude &; might be smaller than &;_;. The condition that the impulse

response be positive ensures that steady state values of &;and ¢;_; have the
same sign. Consider

g =|h(t-1)s;4(v)dr (7.27)

O e~

Thus the impulse response being positive ensures that the steady state
values of ¢;and &;_; have the same sign.

Results on designing a compensator to ensure that the impulse response
of a continuous time LTI system is non negative can be found in Swaroop,
2003. Such a synthesis is possible if and only if the open loop system has no
real non minimum phase zeros (Swaroop, 2003).

7.7 CONSTANT SPACING WITH AUTONOMOUS
CONTROL

An autonomous controller (like the adaptive cruise control system described
in chapter 6) only utilizes on board sensors and does not depend on inter-
vehicle communication or any other form of cooperation from other vehicles
on the highway. An on-board forward looking doppler based FMCW radar
can measure distance, relative velocity and azimuth angle to other vehicles
in its field of view. In this section, we show that an autonomous controller
cannot ensure string stability when the constant spacing policy is used.
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Hence an automated highway system requires inter-vehicle communication,
if the constant spacing policy is to be used.

In the constant spacing policy, the desired spacing between successive

vehicles is defined by

i_des

where L; is a constant and includes the length ¢, ; of the preceding
vehicle. The spacing error of the i th vehicle is defined as

&

If we assume that the acceleration of the vehicle can be instantaneously
controlled, then a linear control system of the type

X = —kpgl- — k& (7.30)
yields
E =X —X_ = —kpgl- — k& + kpgi_l + k&4
which leads to the following closed-loop error dynamics
&tk +ky& =kpe +ké (7.31)
The transfer function

kys+k,

G(s)=

4 (1.32)

(s)=
i1 5% + kys+k,
describes the propagation of spacing errors in the platoon of vehicles. The
Bode magnitude plot in Figure 7-4 is shown for k,= 1, k, = 0.3. The

maximum magnitude of this transfer function is greater than 1 so that the
autonomous control law of eqn. (7.30) is not string stable.
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Figure 7-4. Magnitude of G(s) from Eqn. (7.32)

All positive values of &, and k, guarantee that the spacing error of the

i th vehicle converges to zero when the spacing error of the i —1 th vehicle
is zero. However, there are no positive values of k, and k, for which the
magnitude of the transfer function G(s) can be guaranteed to be less than

unity. To see why this is the case, rewrite G(s) as

G(s) = k—p{ﬁs + 1} (7.33)

5 +hys+k, | kp

or

G(s) = Gy(5)G, (s) (7.34)
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For the magnitude of Gj(jw) to be less than 1, one needs the damping

ratio £ >0.707 or >0.707 i.e.

k,>1.414 [k (7.35)

For the magnitude of G, (j®) to not exceed 1 at frequencies up to the

p b

k
,lkp . Hence, one needs k_p > ,lkp or
v
Jk, 2k, (7.36)

It is not possible to find gains that satisfy both equations (7.35) and
(7.36). Hence the magnitude of G(s) will always exceed 1.

k,
resonant frequency ./k, , one needs the frequency —— P to be bigger than

Thus, in the case of the constant spacing policy, string stability cannot be
ensured by autonomous control. This has two implications

1) For platoon operation, since we need small inter-vehicle spacing and so
must use the constant spacing policy, autonomous control is not
possible.

2) When autonomous control is required (due to wireless communication
not being feasible as in the case of ACC vehicles discussed in Chapter
6), the constant spacing policy cannot be used. Instead, a variable
spacing policy like the constant time-gap policy must be used.

7.8 CONSTANT SPACING WITH WIRELESS
COMMUNICATION

Instead of an autonomous controller, an alternate control system can be
developed to ensure string stability with the constant spacing policy. The
sliding surface method of controller design (Slotine and Li, 1991) is used.
Define the following sliding surface
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Si :8 i+ a)n 1 & i+ Cl (I/l _V[) (737)
§+\/§ 2_11-¢ ' 1-G

where V; and V, refer to the longitudinal velocity of the ith vehicle and

lead vehicle respectively.

Setting

S;=—A8; with A=, (&+/E2-1) (7.38)

we find that the desired acceleration of the car is given by

i ges =(1=C) E + OF — 2E = Cl(E+E *=1 ), é ;
~(E+E D, O -V) -o,’e;

The control gains to be tuned are C;, & and @ ,, . The gain C| takes on

(7.39)

values 0 < C| <1 and can be viewed as a weighting of the lead vehicle’s
speed and acceleration. The gain & can be viewed as the damping ratio and
can be set to 1 for critical damping. The gain @, is the bandwidth of the

controller.

Equation (7.38) ensures that the sliding surface converges to zero. If all
the cars in the platoon use this control law, then the cars in the platoon will
be able to track the preceding car with a constant spacing i.e. the spacing
error will converge to zero in the absence of lead vehicle acceleration.
Mathematically, if S; — 0, then ¢; = 0.

To see why this is true, note that

r . . w
S.—Silz—g-—gi_1+ L (81'_81'—1)

e L e

The sliding surface law ensures that the left hand side of the above
equation is zero.
If i=2, then & =V;-V, and &;_; =0. Hence it is obvious that

%) — 0.
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It can be shown that if S, ;, S; -0 and &;_; =0, then & — 0.

Using the principle of induction, it follows that the spacing error converges
to zero for all vehicles.

Further the system is string stable, i.e. the spacing errors never amplify
down the platoon even when the lead car has non-zero acceleration. To see
why this is the case, consider the equation

.. @
Si=Si=r——¢&—&a+ = (& —&i11) (7:40)

TR P ey Ty

Taking Laplace transforms of (7.40)

@y,

(§+\/ﬁj(l—cl)

n

=G (e -1)i-c)

1
+——8&(0)—¢,_4(0
1 —¢ 1(0)—¢&;_1(0)
1 s+ On

=G (g2 -1)i-q)

The conditions & =1 and C) <1 ensure that the magnitude of the
transfer function in equation (7.41) is less than 1 and that the system is string
stable.

Results on the robustness of the above controller, especially to lags
induced by the performance of the lower level controller, can also be found
in Swaroop, 1995.

S+

&i1(9)

(7.41)

Need for wireless communication

From the longitudinal control law of equation (7.39), it is clear that a
wireless radio communication system is required between the cars to obtain
access to all of the required signals. Each car thus obtains communicated
speed and acceleration information from two other cars in the platoon - the
lead car and the preceding car.
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Setting C; =0 for a two car platoon, we obtain the following classical
second-order system :

. . 2
X des =Xi —280,& —@,"€

7.9 EXPERIMENTAL RESULTS

The National Automated Highway Systems Consortium (NAHSC) conducted
a public demonstration in August 1997 of eight fully automated cars travel-
ing together with small inter-vehicle spacing as a platoon. The demonstration
was held in San Diego using a 7.6 mile segment of Interstate-15 HOV (car-
pool) lanes. This section of the two-lane highway had been equipped with
magnets installed in the centers of both lanes. The magnets served as
reference markers that were used by the automated steering control system
to keep each car centered in its lane. Over a thousand visitors were given
passenger rides in the platoon vehicles which operated continuously for
several hours a day for three weeks. The maneuvers demonstrated in San
Diego included starting the automated vehicles from complete rest,
accelerating to cruising speed, automated steering for lane keeping, allowing
any vehicle to exit from the platoon with an automated lane change,
allowing new vehicles to join the platoon and bringing the platoon to a
complete stop at the end of the highway (Rajamani, et. al., 2000).

The sliding surface based control law using inter-vehicle communication
described above was used in the NAHSC demonstration. The performance
of the control algorithm is shown in Figure 7-5 (Rajamani, et. al., 2000). The
spacing accuracy of cars 6, 7 and 8 in the eight-car platoon is shown. During
the entire 7.6 mile run, the spacing error between these tail vehicles of the
platoon remains within £ 0.2 meters. This includes the spacing performance
while the lead car accelerates, cruises, and decelerates to a complete stop and
other cars in the platoon accelerate and decelerate while splitting and
joining. The scenario also includes uphill and downhill grades of up to 3%,
during which the maximum spacing errors occur. The acceleration profile of
the car 8 corresponding to this test data is shown in Figure 7-6. The long-
period peaks and valleys of Figure 7-6 correspond to changes of grade on the
test track and to intentional acceleration and deceleration maneuvers built
into the test and demonstration scenario. The spacing performance and ride
quality that can be achieved by a fully cooperative platoon system are
superior to that achieved by the most highly skilled human drivers who have
driven the test vehicles.
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Figure 7-5. Spacing performance of cars 6,7 and 8 of an eight-car platoon
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7.10 LOWER LEVEL CONTROLLER

In the lower controller, the throttle and brake actuator inputs are determined
so as to track the desired acceleration determined by the upper controller.
The following simplified model of vehicle dynamics is used in the develop-
ment of the lower level controller. This simplified model is based on the
assumptions that the torque converter in the vehicle is locked and that there
is zero-slip between the tires and the road, as described in chapter 5. These
assumptions relate the vehicle speed directly to the engine speed

Under these assumptions, as described in Chapter 5, section 5.5.1, the
dynamics relating engine speed @, to the pseudo-inputs “net combustion

torque” 7,,, and brake torque 7, can be modeled by

Ty — CuR*r i @0,> = R(rg Ry + T,
o = net a eff ; (eﬁ” X br) (7.43)

e

where J, =1, + (mreﬁrz +1, )R? is the effective inertia reflected on the

engine side, R is the gear ratio and Vofr the tire radius.

If the net combustion torque is chosen as
T,.)=-2es Rr 3w, + RrpR, +T,
( net)i - ﬁxides + [ca Teff @ + (’/‘eﬁr x br)]j (7.44)

then, from equation (7.43), the acceleration of the car is equal to the desired
acceleration defined by the upper level controller : X; = X, , -

Once the required combustion torque is obtained from (7.44), the control
law to calculate the throttle angle to provide this torque can be obtained by
using engine dynamic models and applying nonlinear control synthesis
techniques. Engine dynamic models for both SI and diesel engines and
control design to provide a desired torque are discussed in Chapter 9.

If the desired net torque defined by (7.44) is negative, the brake actuator
is used to provide the desired torque. An algorithm for smooth switching
between the throttle and brake actuators is presented in Choi and Devlin,
1995, and can be used by the longitudinal control system.
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7.11 ADAPTIVE CONTROL FOR UNKNOWN
VEHICLE PARAMETERS

In the design of the lower controller (7.44) in the previous section, it was
assumed that the vehicle mass, aerodynamic drag coefficient and the rolling
resistance values were exactly known. This section presents a direct adaptive
controller which adapts on all three parameters and utilizes estimated values
of these parameters in the control law. This adaptive controller has been
implemented experimentally and its performance documented (Swaroop,
1995).

7.11.1 Redefined notation

Recall the definition of the sliding surface used to design the upper level
controller

C'1
=&+ ~+ v; =vy)
5+\/§ ICI Sea
C
To simplify notation, let g, = On ! , 43 = L and
E+ 52_11—Cl I—Cl
g4 = (E+E *~1)w, C|. Then
Si =€t q1€ i+ q3(vi —vy) (7.45)

The upper level control law is then (Swaroop, 1995)

1
i des =7

(%0 + q3¥) +—q1€; — q4(x; —%,) = 2] (7.46)

From the previous section, under the assumption of locked torque
converter and negligible longitudinal slip at the tires, the engine dynamic
equation under throttle control can be roughly written as

Tt —C4 R3r —Rr# R,
& = i ik (7.47)
J

e
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Since X; = Rr @, , this equation can be rewritten as

where M; = JeRreff, fi = Rzrefszx and ¢; = Rzreﬁfzca are unknown
parameters and u; = Rr,;T,,, is the control torque.

In order to obtain a desired acceleration X, the control input u; can

be chosen as

u; = fi + Cixiz + M X jos (7.49)

1

This equation is essentially the same as equation (7.44) of the previous
section. The only difference between equations (7.44) and (7.49) is the
notation.

7.11.2 Adaptive controller

The objective is to find an adaptive version of the control law of equation
(7.49) when the parameters c;, f;and M, are unknown. The adaptive
controller described in this section was developed in Swaroop (1995). Let

A

where f;, ¢; and M ; are estimated values of the unknown parameters f;,
¢jand M;.Let fi=f;,—f;, M;=M,—M, and ¢; =c; — ¢; be the errors

in the estimates of the parameters.
Then, as shown in Swaroop (1995), instead of the closed loop dynamics

S; = —AS;, the sliding surface dynamics are instead given by
. 1+ ~ - ~

i

Define a Lyapunov function candidate

M. S.2 - ~
e B/ B A y R B R4 B (7.52)
l+q; 2 2 2 2
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Its time derivative is

. M. . ~ < —~ ~
Vi= 1+(l] SiSi + MM +y,¢:¢; +y3fifi (7.53)
3

or

1

. AM; o YA 7 7
V.=- : S; +Mi[xdesSi+71Mi]+ci[xi Si+7zci:|+fi|:Si+7/3fi:|

1 + q3
(7.54)
Choose the parameter adaptation laws as (Swaroop, 1995)
A ~ 1 .
71
A - 1 2
c; =—c; =—8x; (7.56)
V2
A ~ 1
fi=—f,=—S§,; (7.57)
73
With the above adaptation laws
) M.
V,=-220 g2 (7.58)
1+ q:},

Hence Vl is negative semi-definite, ensuring that S, M i» f; and C;

are bounded i.e. S;, M;, f; .c;€L,.
Note here that the notation L, is used to refer the space of all functions
that have a finite well defined oo-norm. Likewise, L, is used to refer the

space of all functions that have a finite well defined 2 -norm.

Use of Barbalat’s Lemma to show asymptotic convergence of §;
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A corollary to Barbalat’s Lemma states that a function f(¢) >0 as
d
t—>wif fel,NL, and 7{ € L, (Narendra and Annaswamy, 1989).

This Lemma can be used to show that §; = 0 as # - 0.
From (7.58), it follows that

T
[s2de=v,0)-v,(T) (7.59)
0

Taking the limit as 7' — oo in equation (7.59), it follows that S; € L, .

It remains to show that S, € L, .

From equation (7.48)

. ) A A
MX; =—¢;X;” +¢;%;7 + M Xgog — f; + [

or

A

1+; [xi—l +q3x) +—q1&; _‘I4(xi —xﬁ,)—/wi]
3
(7.60)

. ~.2 7
M 5x; =—c;x;" — f; +

From the above equation it follows that Xx; and X; are bounded if X;_,
X, and x, are bounded. Using the principle of induction, since x; and X;

are bounded for 7 =1, it can be shown that x; and X; are bounded for all 7.

From equation (7.48) it then follows that X, is bounded.

Since x; and X; 4, are bounded, it follows from equation (7.51) that
S;elL,.
Hence, by Barbalat’s Lemma, it follows that S; — 0 as t — .
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7.12 CHAPTER SUMMARY

It is desirable that the vehicle following control system in a platoon should
be designed to satisfy the following two performance specifications:

1) Individual vehicle stability, in which spacing errors of all vehicles
converge to zero if the lead vehicle of the platoon travels at constant
velocity

2) String stability, in which spacing error does not amplify as it propagates
towards the tail of the string of vehicles.

The mathematical conditions that ensure string stable design were

&
analyzed. Let H(s) = —- be the transfer function relating the spacing error
i1

of consecutive vehicles. The string stability condition || &; ||, < || €1 |l

can be ensured by designing the longitudinal controller such that the
following two conditions are met:

a) [[H(s)[lo<1
b) h(t)>0

where A(t) is the imulse response or the Laplace inverse of H(s).

Spacing policies and control algorithms for both autonomous control as
well as cooperative control utilizing inter-vehicle communication were
discussed in this chapter. In the case of a constant spacing policy, an auto-
nomous controller cannot ensure string stability, although it can ensure
individual vehicle stability.

String stability can be ensured with a constant spacing policy if inter-
vehicle communication is used. A well known communication architecture
is one in which the lead vehicle communicates its velocity and acceleration
to all the vehicles in the string. String stability is ensured by using communi-
cation from the lead and preceding vehicles by each vehicle in the platoon.
A major experimental demonstration of vehicles operating in platoons using
such a communication system was the NAHSC demonstration conducted in
August 1997. Experimental results from the NAHSC demonstration were
presented.

Finally, an adaptive controller was presented which compensates for
unknown values of vehicle mass, aerodynamic drag coefficient and rolling
resistance by using on line adaptation of these parameters.
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NOMENCLATURE

x; longitudinal position of the i th vehicle

x,orV; longitudinal velocity of the 7 th vehicle

E=x;,—x;_|+1L; longitudinal spacing error of the ith vehicle, with
L, being the desired spacing

L desired inter-vehicle spacing for the ith vehicle
(includes preceding vehicle length)

V, longitudinal velocity of the lead vehicle of the
platoon

X, longitudinal acceleration of the lead vehicle of the
platoon

Xjes OF U, desired acceleration of the i th vehicle

C, control gain used in upper longitudinal controller
(relative weight for lead car signal feedback
compared to preceding car signal feedback).

, control gain used in upper longitudinal controller
(bandwidth)

H (s) transfer function relating spacing errors of
consecutive vehicles

h(t) impulse response function corresponding to H (s)

S; sliding surface used in upper controller design

n, 1 sliding surface control gains

T, net combustion torque of the engine

T, brake torque

w, engine angular speed

Cy aerodynamic drag coefficient

R gear ratio

Tefp

tire radius
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R, rolling resistance of the tires

J, effective inertia reflected on the engine side

m, rate of mass flow into engine manifold

m,, rate of mass outflow from engine manifold

m, rate of air mass flow in engine manifold

P pressure of air in engine manifold

m vehicle mass

L, space of functions that have a well defined finite
00 -norm

L, space of functions that have a well defined finite 2 -

norm

actual and estimated values of a parameter related to

=
>

vehicle rolling resistance

¢, 6 actual and estimated values of a parameter related to
aerodynamic drag coefficient

M;, M i actual and estimated values of a parameter related to
vehicle mass
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APPENDIX 7.A

Background results useful for the analysis in sections 7.5 and 7.6 are
presented in this Appendix. For more details, the reader is referred to Desoer

and Vidyasagar (1975).
7.A.1. Holder’s Inequality
Let f,g:R— R. Let p,q be non negative extended real numbers (i.e.

p21, p<w, g1, g<o)with 1+ L=1.
P q

If feL,and geL,,then
fgel,

g lh <A lpl e lly

When p=2, g=2, the Holders’ inequality becomes the Schwartz
Inequality.

7.A.2. Minkowski’s Inequality

I f+elly, <lfl, +lglg

7.A.3. Theorem
t

Let y(t) = [ g(t—D)x(r)dz
0

If x(t) € L, and g(7) € L;, then

Iyl < e lhllxl,
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Interpretation:

11,

Ix1l,

<llglh

For p=2,

112
[RalP

<lglh

This means that the oo-norm of the system is always less than the
1-norm, or

1Glle <l



Chapter 8
ELECTRONIC STABILITY CONTROL

8.1 INTRODUCTION

8.1.1  The functioning of a stability control system

Vehicle stability control systems that prevent vehicles from spinning and
drifting out have been developed and recently commercialized by several
automotive manufacturers. Such stability control systems are also often
referred to as yaw stability control systems or electronic stability control
systems.

Figure 8-1 schematically shows the function of a yaw stability control
system. In this figure, the lower curve shows the trajectory that the vehicle
would follow in response to a steering input from the driver if the road were
dry and had a high tire-road friction coefficient. In this case the high friction
coefficient is able to provide the lateral force required by the vehicle to
negotiate the curved road. If the coefficient of friction were small or if the
vehicle speed were too high, then the vehicle would not follow the nominal
motion expected by the driver — it would instead travel on a trajectory of
larger radius (smaller curvature), as shown in the upper curve of Figure 8-1.
The function of the yaw control system is to restore the yaw velocity of the
vehicle as much as possible to the nominal motion expected by the driver. If
the friction coefficient is very small, it might not be possible to entirely achieve
the nominal yaw rate motion that would be achieved by the driver on a high
friction coefficient road surface. In this case, the yaw control system might
only partially succeed by making the vehicle’s yaw rate closer to the
expected nominal yaw rate, as shown by the middle curve in Figure 8-1.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 201
DOI 10.1007/978-1-4614-1433-9 8, © Rajesh Rajamani 2012
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Track on low p road

Vehicle slip

Track on high p road

Figure 8-1. The functioning of a yaw control system

The motivation for the development of yaw control systems comes from
the fact that the behavior of the vehicle at the limits of adhesion is quite
different from its nominal behavior. At the limits of adhesion, the slip angle is
high and the sensitivity of yaw moment to changes in steering angle becomes
highly reduced. At large slip angles, changing the steering angle produces
very little change in the yaw rate of the vehicle. This is very different from
the yaw rate behavior at low frequencies. On dry roads, vehicle maneuver-
ability is lost at vehicle slip angles greater than ten degrees, while on packed
snow, vehicle maneuverability is lost at slip angles as low as 4 degrees (Van
Zanten, et. al., 1996).

Due to the above change of vehicle behavior, drivers find it difficult to
drive at the limits of physical adhesion between the tires and the road
(Forster, 1991, Van Zanten, et. al., 1996). First, the driver is often not able to
recognize the friction coefficient change and has no idea of the vehicle’s
stability margin. Further, if the limit of adhesion is reached and the vehicle
skids, the driver is caught by surprise and very often reacts in a wrong way
and usually steers too much. Third, due to other traffic on the road, it is
important to minimize the need for the driver to act thoughtfully. The yaw
control system addresses these issues by reducing the deviation of the
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vehicle behavior from its normal behavior on dry roads and by preventing
the vehicle slip angle from becoming large.

8.1.2  Systems developed by automotive manufacturers

Many companies have investigated and developed yaw control systems
during the last ten years through simulations and on prototype experimental
vehicles. Some of these yaw control systems have also been commercialized
on production vehicles. Examples include the BMW DSC3 (Leffler, et. al.,
1998) and the Mercedes ESP, which were introduced in 1995, the Cadillac
Stabilitrak system (Jost, 1996) introduced in 1996 and the Chevrolet C5
Corvette Active Handling system in 1997 (Hoffman, et. al., 1998).

Automotive manufacturers have used a variety of different names for
yaw stability control systems. These names include VSA (vehicle stability
assist), VDC (vehicle dynamics control), VSC (vehicle stability control),
ESP (electronic stability program), ESC (electronic stability control) and
DYC (direct yaw control).

8.1.3  Types of stability control systems

Three types of stability control systems have been proposed and developed
for yaw control:

1) Differential Braking systems which utilize the ABS brake system on
the vehicle to apply differential braking between the right and left
wheels to control yaw moment.

2) Steer-by-Wire systems which modify the driver’s steering angle input
and add a correction steering angle to the wheels

3) Active Torque Distribution systems which utilize active differentials
and all wheel drive technology to independently control the drive torque
distributed to each wheel and thus provide active control of both traction
and yaw moment.

By large, the differential braking systems have received the most
attention from researchers and have been implemented on several production
vehicles. Steer-by-wire systems have received attention from academic
researchers (Ackermann, 1994, Ackermann, 1997). Active torque distribution
systems have received attention in the recent past and are likely to become
available on production cars in the future.

Differential braking systems are the major focus of coverage in this book.
They are discussed in section 8.2. Steer-by-wire systems are discussed in
section 8.3 and active torque distribution systems are discussed in section 8.4.
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8.2 DIFFERENTIAL BRAKING SYSTEMS

Differential braking systems typically utilize solenoid based hydraulic
modulators to change the brake pressures at the four wheels. Creating
differential braking by increasing the brake pressure at the left wheels
compared to the right wheels, a counter-clockwise yaw moment is generated.
Likewise, increasing the brake pressure at the right wheels compared to the
left wheels creates a clockwise yaw moment. The sensor set used by a
differential braking system typically consists of four wheel speeds, a yaw
rate sensor, a steering angle sensor, a lateral accelerometer and brake
pressure sensors.

8.2.1 Vehicle model

The vehicle model used to study a differential braking based yaw stability
control system will typically have seven degrees of freedom. The lateral and
longitudinal velocities of the vehicle (x and ) respectively) and the yaw
rate |/ constitute three degrees of freedom related to the vehicle body. The
wheel velocities of the four wheels (@ 5, @ 4., ®,, and ®,,.) constitute the
other four degrees of freedom. Note that the first subscript in the symbols for
the wheel velocities is used to denote front or rear wheel and the second
subscript is used to denote left or right wheel. Figure 8-2 shows the seven
degrees of freedom of the vehicle model.

A" 0

Lane
centerline

/

Figure 8-2. Degrees of freedom for vehicle model for differential braking based system
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Vehicle Body Equations

Let the front wheel steering angle be denoted by ¢ . Let the longitudinal tire
forces at the front left, front right, rear left and rear right tires be given by
Fyr, Fyjo Fyy and Fl,,. respectively. Let the lateral forces at the front

X Xjr > 7

left, front right, rear left and rear right tires be denoted by Fp, F5., F,,

and F,, respectively.

Then the equations of motion of the vehicle body are

msi = (Fyy + Fyp Jc0S(8) + Fypy + Fypy — (Fpy + F Jsin(8) + myp
(8.1)

my = Fyrﬁ JrFyrr +(Fx,€ +Fxr)5in(5)+(Fyﬂ +Fyfr)cos(5)—mw'5c
(8.2)

Lii =0 (\Foy + Fep sin(0) + £ (Fp + F . Joos(8) = 0 F,,p + F )

l 14 l .
+ TW(FXf - Fxf/ )005(5) + TW(FXI"V - Fxr(? ) + TW(Fyf/ — Fyﬁ’ )Sln(d)
(8.3)

Here the lengths £ ,, £, and £, refer to the longitudinal distance from
the c.g. to the front wheels, longitudinal distance from the c.g. to the rear
wheels and the lateral distance between left and right wheels (track width)
respectively.

Slip Angle and Slip Ratio

Define the slip angles at the front and rear tires as follows

SN
o5 SV "
X
a, = _M (8.5)
X

Define the longitudinal slip ratios at each of the 4 wheels using the
following equations
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Vp@®,, —X
o, = eﬁ+ during braking (8.6)
V@, —X
o, = v - during acceleration 8.7)
reff a,,

Let the slip ratios at the front left, front right, rear left and rear right be
denoted by 0, 0 4., 0,4 and O, respectively.

Combined Lateral-Longitudinal Tire Model Equations

The Dugoff tire model discussed in section 13.10 of this book can be utilized
for calculation of tire forces. Let the cornering stiffness of each tire be given
by C, and the longitudinal tire stiffness by C, . Then the longitudinal tire
force of each tire is given by (Dugoff, et. al., 1969)

F.=C,- 21} (8.8)
I+o

and the lateral tire force is given by

F,=C, ti‘“(“) £(2) (8.9)

+0

where A is given by

l+o
' 2{(000)2/?((00, tan)(a))z}l/z e
and
f(A)=Q2-DAif A<1 (8.11)
f(A)=1if A>1 (8.12)

F, is the vertical force on the tire while g is the tire-road friction
coefficient.
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Using equations (8.8), (8.9), (8.10), (8.11) and (8.12), the longitudinal
tire forces Fygy, Fys, Fyyy and F,, and the lateral tire forces Fq, F4

F,., and F,,. can be calculated. Note that the slip angle and slip ratio of

each corresponding wheel must be used in the calculation of the lateral and
longitudinal tire forces for that wheel.

Wheel dynamics

The rotational dynamics of the 4 wheels are given by the following torque
balance equations:

Ty = Tyy =Ty — 1o Frap (8.13)
Jyw® . =Ty — Ty — Vo Fps (8.14)
Jy®pp =Ty =Ty = Vo Frpy (8.15)
e e U P (8.16)

Here T dfr > T dfi-> T,., and T,,, refer to the drive torque transmitted to

the front left, front right, rear left and rear right wheels respectively and
T; bft > T bfi> T},, and Ty,, refer to the brake torque on the front left, front

right, rear left and rear right wheels respectively.
In general, the brake torque at each wheel is a function of the brake

pressure at that wheel, the brake area of the wheel A,,, the brake friction
coefficient 4 and the brake radius R, . For instance, the brake torque at
the front left wheel 7j is related to the brake pressure at the front left
wheel Py, through the equation

Ty = Ay 1ty Ry Bypy (8.17)

Similar equations can be written for the brake pressures ber , By, and

Py, at the front right, rear left and rear right wheels respectively.
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8.2.2 Control architecture

wheel speeds Objective: Yaw stability control
lateral acceleration sensors

yaw rate

steering angle

Upper
Controller

desired yaw torque

Lower
Controller

l

Brake pressure inputs Bopes Bofis Bores Borr

Figure 8-3. Structure of electronic stability control system

The control architecture for the yaw stability control system is hier-
archical and is shown in Figure 8-3. The upper controller has the objective of
ensuring yaw stability control and assumes that it can command any desired
value of yaw torque. It uses measurements from wheel speed sensors, a yaw
rate sensor, a lateral accelerometer and a steering angle sensor. Using these
measurements and a control law to be discussed in the following sub-
sections, it computes the desired value of yaw torque. The lower controller
ensures that the desired value of yaw torque commanded by the upper
controller is indeed obtained from the differential braking system. The lower
controller utilizes the wheel rotational dynamics and controls the braking
pressure at each of the 4 wheels to provide the desired yaw torque for the
vehicle. The inherent assumption is that the rotational wheel dynamics are
faster than the vehicle dynamics.



8. Electronic Stability Control 209
8.2.3 Desired yaw rate

In Chapter 3 (section 3.3), we saw that the steady state steering angle for
negotiating a circular road of radius R is given by

e+,
S =T+KVay (8.18)

where K, is the understeer gradient and is given by

K. = grm _ ﬁfm
"oac,le,+e) 2e,le,+0,)

where C,, and C,, are the cornering stiffness for each front and rear tire

respectively.
Hence, the steady state relation between steering angle and the radius of
the vehicle’s trajectory is

0. +7 ¢tC_ —ml . C 2
P T o Y L (8.19)
R 2C,C, (L, +0L) )R
and the radius can be expressed in terms of steering angle as
1
— = V?(S} c iC) (8.20)
m C,—
Lo+l + U i
2C¢,C,L

Here L ={ ; +(, isused to denote the wheelbase of the vehicle.

The desired yaw rate for the vehicle can therefore be obtained from
steering angle, vehicle speed and vehicle parameters as follows

i i
Fdos = — = S 8.21
Vies = m((,C, —1,C,) (82D
Lo+l + :

2C,C, L




210 Chapter 8

Note that in the above equation, C . and C,, stand for the cornering

stiffness of each front and rear tire and it is assumed that there are two tires
in the front and two tires in the rear. If the cornering stiffness of the front

and rear tires are equal, then C,, =C,. =C,.

8.2.4  Desired side-slip angle

In Chapter 3, we found that the steady state yaw angle error during cornering is

2
€2 s :_%Jr 2CW(Z +£r)m; :_%mr (822)
and the steady state slip angle of the vehicle is
p= € s
or
s LT b my” (8.23)

R 2C,\0,+¢,) R

The above expression for steady state slip angle is in terms of velocity
and road radius. This expression can be rewritten so that the steady state slip
angle is expressed in terms of the steady state steering angle.

The steady —state steering angle, from equation (8.19) is

_£f+£r+ ml,Cop —ml oy Cr 1y 2
» R 2CyCpop(Ly+10,) | R

Hence, the curvature of the road can be expressed as

o

S8

1
R mV2i(0.C..—0 .C
Cr+l,+ (ErCor =L 1Cor)
20, Cop L
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Combining equations (8.23) and (8.20), the steady state slip angle is

1 ff

B=—|1,— my?
R 2Cm‘£f+£,i

or

B= Oss (f - b sz]
r
o +mV2(€rCar—£fC09f) 2C, 0, +¢,)
A 2C,.C,. L
of ~ar

which after simplification turns out to be

2
' 2ca,iff+£,i

mV2(0,Co =1 1Cor )
Crtt -
(e etn)s 2C, Coplt s +1,)

o

A

ﬁdes = (83.24)

Note: The above expression assumed that the cornering stiftness of each
front tire is Cr and of each rear tire is Cy,..

Equation (8.24) describes the desired slip angle as a function of the
driver’s steering angle input, the vehicle’s longitudinal velocity and vehicle
parameters.

8.2.5 Upper bounded values of target yaw rate
and slip angle

The desired yaw rate and the desired slip angle described in sections 8.2.3
and 8.2.4 cannot always be obtained. It is not safe, for example, to try and
obtain the above desired yaw rate if the friction coefficient of the road is
unable to provide tire forces to support a high yaw rate. Hence the desired
yaw rate must be bounded by a function of the tire-road friction coefficient.

The lateral acceleration at the center of gravity (c.g.) of the vehicle is
given by

Ay g =XY+7 (8.25)
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Since y = xtan(f), the lateral acceleration can be related to the yaw
rate and the vehicle slip angle by the equation

i

(8.26)
1+ tan? p

ay cq =Xy +tan(f)x +

The lateral acceleration must be bounded by the tire-road friction
coefficient 4 as follows

a, .q <Ug (8.27)

The first term in the calculation of the lateral acceleration in equation
(8.26) dominates. If the slip angle of the vehicle and its derivative are both
assumed to be small, the second and third terms contribute only a small
fraction of the total lateral acceleration. Hence, combining equations (8.26)
and (8.27), the following upper bound can be used for the yaw rate

- 0854 (8.28)
X

l//upper_bound
The factor 0.85 allows the second and third terms of equation (8.26) to
contribute 15% to the total lateral acceleration.
The target yaw rate of the vehicle is therefore taken to be the nominal
desired yaw rate defined by equation (8.21) as long as it does not exceed the
upper bound defined by equation (8.28):

W.target = Wdes if |l/}des| < !/}upper_bound (8.29)

‘/./target = Wupperbound Sgn(l/)des) if |‘/./des| > V./upper_bound (8.30)

The desired slip angle, for a given steering angle and vehicle speed, can
be obtained from equation (8.24). The target slip angle must again be upper
bounded so as to ensure that the slip angle does not become too large. At
high slip angles, the tires lose their linear behavior and approach the limit of
adhesion. Hence, it is important to limit the slip angle.

The following empirical relation on an upper bound for the slip angle is
suggested
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ﬁupper_bound = tan_l (0.02 2) (8.31)

This relation yields an upper bound of 10 degrees at a friction coefficient
of x# =0.9 and an upper bound of 4 degrees at a friction coefficient of 1 =
0.35. This roughly corresponds to the desirable limits on slip angle on dry
road and on packed snow respectively.

The target slip angle of the vehicle is therefore taken to be the nominal
desired slip angle defined by equation (8.24) as long as it does not exceed
the upper bound defined by equation (8.31):

ﬂtarget = ﬂdes if |/Bdes| = ﬂupper_bound (8.32)

ﬂt arget — lBupperbound Sgn(ﬂdes ) if |lees| > :Bupper_bound (8.33)

Several researchers in literature have simply assumed the desired slip
angle to be zero and assumed that the upper bound on the yaw rate is given

bY Wupper bound = ,u_xg However, the equations in (8.28) — (8.33) yield a

better approximation to the driver-desired target values for both yaw rate and
slip angle.

8.2.6  Upper controller design

The objective of the upper controller is to determine the desired yaw torque
for the vehicle so as to track the target yaw rate and target slip angle
discussed in section 8.2.5.

The sliding mode control design methodology has been used by several
researchers to achieve the objectives of tracking yaw rate and slip angle
(Drakunov, et. al., 2000, Uematsu and Gerdes, 2002, Yi, et. al., 2003 and
Yoshioka, et. al., 1998). A good introduction to the general theory of sliding
surface control can be found in the text by Slotine and Li (1991).

The sliding surface is chosen so as to achieve either yaw rate tracking or
slip angle tracking or a combination of both. Examples of sliding surfaces
that have been used by researchers include the following three

s=L+EB (8.34)

§= !/]_‘/]target (8.35)
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§= l/./_l/./target +5p (8.36)

By ensuring that the vehicle response converges to the surface s =0,
one ensures that the desired yaw rate and/or slip angle are obtained. A good
comparison of the performance obtained with the 3 types of sliding surfaces
described above can be found in Uematsu and Gerdes (2002).

This book suggests that the following sliding surface be used for control
design:

§ = l// - l/./target + f(ﬂ - ﬂtarget) (8.37)

This surface is defined as a weighted combination of yaw rate and slip
angle errors and takes the target values for yaw rate and slip angle discussed
in sections 8.2.3 — 8.2.5 into consideration.

Differentiating equation (8.37)

S=y— l/;target + g(ﬂ - ﬂtarget) (8.38)
The equation for 1/ can be obtained by rewriting equation (8.3) as

Izl/./. = gf(FxfE +Fxr)Sin(5)+€f(Fyff +Fy r)cos(é‘)_fr(FyrZ +Fyrr)

4 L 14 .
+ TW(Fxf - Fxf[ )005(5) + TW(Fxrr —Fyy ) + TW(Fyfé - Fyfr )51n(5)
(8.39)

Ignore the terms / ; (Fxfé +Fxr)sin(5) and %(Fyf —Fyr)sin(5)

in equation (8.39), assuming that the steering angle is small. Next, assume
that the ratio of front-to-back distribution of brake torques is fixed. Set

F.,, = prﬂ (8.40)
and
F... = pF. (8.41)

where o is determined by the front-to-back brake proportioning. The front-
to-back brake proportioning is determined by a pressure proportioning valve
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in the hydraulic system. Many pressure proportioning valves provide equal
pressure to both front and rear brakes up to a certain pressure level, and then
subsequently reduce the rate of pressure increase to the rear brakes (see
Gillespie, 1992).

L=t ;(F oy + Fyp Jeos(8) — £, ()., + F,,..)

+ %(Fxfr - Fy )005(5) + p%(Fxfr —F ) ¢4
Denote
EW
Mw=7;@m—Fw) (8.43)
M yb 18 the yaw torque from differential braking and constitutes the

control input for the upper controller.

Then

17 =%[Kf(Fyﬂ +Fy,)cos(5)—€r(Fyr£ +Fyrr) +(cos(§)+p)MV,b]

(8.44)

Substituting for ¥/ in equation (8.38)

S:Ii[ff(Fyﬂ +Fyr)cos(5)_£r(Fyrf +Fyrr) +(COS(5)+p)M‘/’b]

- l/7target + é:(ﬂ - :Btarget)
(8.45)

Setting § = —7s yields the control law
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p +cos(0)
—Ml//b =
IZ
, / 8.46
L Ey + Py Joos(@) + <2y + ) -

z z

—7s + l/}target - g(ﬂ _Btarget)

The control law described in equation (8.46) above requires feedback of
slip angle, slip angle derivative, and front and rear lateral tire forces. These
variables cannot be easily measured but must be estimated and used for
feedback. Estimation methods in literature use a combination of algorithms
based on integration of inertial sensors and dynamic model based observers
(Tseng, et. al., 1999, Van Zanten, et. al., 1996, Fukada, 1999, Ghoeneim,
2000, and Piyabongkarn, et. al., 2009). The use of GPS for estimation of slip
ratio and slip angle has also been investigated (Daily and Bevly, 2004,
Bevly, et. al., 2001).

L f 4 .
The term — I—(Fyﬂ +F), )008(5) + I_V(Fyrf + Fyrr) in the upper
z z
control law (8.46) is the yaw moment contribution due to lateral tire forces
(steering). In other words, the yaw moment contribution from lateral forces
is taken into account in determining the required yaw torque from

differential braking or other ESC system. The target yaw acceleration
Yiarger 18 @ feedforward term while the terms —7s and —&(S— Barger)

are feedback corrections.

1
The lateral force yaw moment contribution _I_f(Fyﬂ +F, )005(5) +

z

14
I—’(F +F ) can be replaced in eqn (8.46) with an integral error feedback

yrl yrr
z

term such as —kiJ-s dt :

P +Coso

7 Ml//b = [_ kiJ-S dt—ns + l/ytarget _é:(IB_IBtraget)] (8.47)

z

This simplifies the measurement and estimation requirements for the
upper control law. However, control law (8.46) can provide better transient
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performance than the simplified control law (8.47) based on the integral
error feedback term.

8.2.7 Lower controller design

The lower controller determines the brake pressure at each wheel, so as to
provide a net yaw torque that tracks the desired value for yaw torque
determined by the upper controller.

l
By definition, M v ZTW(Fxfr _Fxff ) Hence, the extra differential

longitudinal tire force needed to produce the desired yaw torque can be
obtained as

AF,, = ZZV‘/’Z’ (8.48)
Consider the dynamics of the front left and front right wheels

Jw® g =Tap — Ay iy, Ry By — Vo gy (8.49)

Jy® . =Ty — Ay iy Ry Py — Vo Feg (8.50)

The drive torque variables 7, and 7j; are determined by the driver

throttle input or by a combination of the driver throttle input and a traction
control system. The brake pressures By and By, are determined from the
braking input of the driver and the additional brake required to provide the

differential braking torque for vehicle yaw control.
By inspection of equations (8.49) and (8.50), it can be seen that the

desired differential longitudinal tire force AF’ i at the front tires can be

obtained by choosing the brake pressures at the front left and right tires as
follows:

AF 1

Pyy = Py —a—2L (8.51)
A, pp Ry

Py =Py +(1-a)— L Ay ey (8.52)

Ay uip Ry,
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where F, is the measured brake pressure at the wheel at the time that

differential braking is first initiated and the constant a has to be chosen such
that 0<a <1 and By, and Fy; are both positive. The brake pressure at

each wheel should be zero or positive. Hence, in the case where the driver is

not braking, AFxf is positive, and Fy =0, then a has to be chosen to be

zero. On the other hand, if the driver is braking and F, is adequately large,

then a could be chosen to be 0.5. This would mean that the differential
braking torque is obtained by increasing the brake pressure at one wheel and
decreasing the brake pressure at the other wheel compared to the driver
applied values. Thus a must be chosen in real-time based on the measured

value of F.

8.3 STEER-BY-WIRE SYSTEMS

8.3.1 Introduction

In the use of a steer-by-wire system for yaw stability control, the front wheel
steering angle is determined as a sum of two components. One component is
determined directly by the driver from his/her steering wheel angle input.
The other component is decided by the steer-by-wire controller, as shown in
Figure 8-4. In other words, the steer-by-wire controller modifies the driver’s
steering command so as to ensure “skid prevention” or “skid control”. This
must be done in such a way that it does not interfere with the vehicle’s
response in following the path desired by the driver.

Significant work on the design of steer-by-wire systems for vehicle
stability control has been documented by Ackermann and co-workers
(Ackermann, 1997, Ackermann, 1994). The following sub-sections summarize
the steer-by-wire control system for front-wheel steered vehicles designed
by Ackermann (1997).
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Dri 1 5driver 1
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c Dynamics : |
5sbw il l
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lateral acceleration
yaw rate

steering angle

SENSsors

[ Steer by wire |
| controller |

Figure 8-4. Structure of steer-by-wire stability control system

8.3.2  Choice of output for decoupling

As described in Ackermann (1997), the driver’s primary task is “path
following”. In path following the driver keeps the car — considered as a
single point mass m - on her desired path, as shown in Figure 8-5. She does
this by applying a desired lateral acceleration a yp to the mass m in order to
re-orient the velocity vector of the vehicle so that it remains tangential to her
desired path.

desired path

ayp

» velocity

point mass

Figure 8-5. The path following task of the driver
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The driver has a secondary task of “disturbance attenuation.” This task
results from the fact that the vehicle is not really a point mass but has a
second degree of freedom which is the yaw motion of the vehicle. Let the

yaw moment of inertia of the vehicle be /,. The yaw rate of the car is

excited not only by the driver desired lateral acceleration a VP but also by a

disturbance torque M .. The yaw rate excited by the lateral acceleration
a,p is expected by the driver and she is used to this yaw rate. However,

disturbances such as a flat tire and asymmetric friction coefficients at the left
and right wheels induce a disturbance torque M ., which excite a yaw

motion that the driver does not expect.

Usually, the driver has to compensate for the disturbance torque by using
the steering wheel. This is a difficult task for the driver due to the fact that
she is not used to counteracting for such disturbances and also due to the fact
that she does not have a measure of the disturbances that cause the
unexpected yaw and therefore her reaction is likely to be delayed. It often
takes time for the driver to recognize the situation and the need for her
special intervention.

In Ackermann (1997), the steer-by-wire electronic stability control
(ESC) system is designed to perform this task of disturbance attenuation so
that the driver can concentrate on her primary task of path following. For
this it is necessary to decouple the secondary disturbance attenuation
dynamics such that they do not influence the primary path following
dynamics. The automatic control system for the yaw rate {7 should not
interfere with the path following task of the driver. In control system terms,
this means the yaw rate y should be unobservable from the lateral accele-

ration a,p. The yaw rate dynamics will continue to depend on the lateral

acceleration a,p. Only then can the driver control the car to follow a path,

since the vehicle must have a yaw rate to follow a path. However, the yaw
rate is commanded only indirectly by the driver via a VP Nominally the

driver is concerned directly only with a yp- But any yaw rate induced by the

disturbance attenuation automatic steering control system should be such
that it does not affect the lateral acceleration a,p. This decoupling has to be

done in a robust manner. In particular, it must be robust with respect to
vehicle velocity and road surface conditions.

From the above discussion, the motivation for removing the influence of
yaw rate on lateral acceleration is clear. The next question to be answered is
“At which point of the vehicle should the lateral acceleration be used as the
output ?” The lateral acceleration at any point P on the vehicle is given by
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ayP = ay_cg +€Pl// (853)

where a, ., is the lateral acceleration at the c.g. of the vehicle and £ p is

the longitudinal distance of the point P ahead of the c.g. of the vehicle.
Fy +Fy

Since a), ., = — we have

a,p= i(Fyf + Fyr)+ ! pyr

m
or
Y F )0, L F, 0 F)
dyp = ; o T P ]_ T
or
1 lply 1 (pf
a,p=F, | —+ +F, | ———L 8.54
yP vf (m IZ yr m IZ ( )
Choose the output position as
1
lp= - Z (8.55)

This choice of the lateral acceleration output position ensures that the
acceleration is independent of the rear lateral tire force F,.. Thus the
uncertainities associated with some of the tire forces on decoupling are

removed and more robust decoupling can be achieved.
Substituting from equation (8.55) into equation (8.54)

0. +1, L
%Psz( f]— F, (8.56)
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8.3.3  Controller Design

The total steering angle is given by

6= §driver + 5sbw (8.57)

where 0, is the steering angle input of the driver and o, is the

steering angle input of the disturbance attenuation control system.
First, note that the lateral force at the front tire depends on the slip angle
at the front wheels. Hence

L
ayp(af):WFyf(af) (8.58)

Hence the yaw rate ¥ does not influence a VP if and only if 1 does not

influence a s . Hence the controller should be designed such that the front

tire slip angle does not depend on the yaw rate.
Let the vehicle velocity angle at the front tires be va. This is the angle

between the longitudinal axis of the vehicle and the velocity vector at the
front wheels. Then

ar = 5driver + é‘sbw - evf (8.59)

There is no easy way to measure l9vf. Otherwise the control law could

be chosen as &

sbw = 0y . That would ensure that the slip angle did not

depend on the yaw rate. It would depend only on the driver commanded
front wheel steering angle and would not depend on any other state
variables.

The state equation for 9Vf is (Ackermann, 1994)

cos? (ﬁvf )

X

aplas )+ 2) (8.60)
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1)
g () = %Vf)[(f 1 p)icos@,)+ (¢ j? —a, sino,)]

X

(8.61)

where a, is longitudinal acceleration and could be measured by an

accelerometer.
Differentiating equation (8.59)

df = é.‘a'river + é“sbw - 9vf (8.62)

Substituting from equation (8.60) into equation (8.62), it is clear that if
the control law is chosen as

5sbw = _l/./ + g(l//) + F(adriver) (8~63)

then the slip angle dynamics at the front tires would be

2
0= cosV(Qvf)

X

ayP (0(/-) + é“driver + F(5driver) (8.64)

Here F (5 driver) is chosen as a function of the driver input only and can

be interpreted as the desired yaw rate corresponding to the driver’s steering
angle input 0 4., - Thus the error in yaw rate F (5 driver )— v is used as a

feedback term in the calculation of the steer-by-wire correction o, in
equation (8.63).
The assumption of a small velocity angle at the front tire leads to
G, =- L _p @, )+ 8 + F (B (8.65)
ml V.

Thus the front wheel slip angle dynamics depend only on the external
driver commanded steering input 0 ., and do not depend on the yaw rate

y . As we have seen, this also implies that the lateral acceleration a ,p does

not depend on the yaw rate i/ .
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One question that remains to be addressed is stability of the overall
system. Decoupling does not automatically ensure stability. However, using

the Lyapunov function V' =« fz and the fact that
aF (a;)>0 (8.66)

it can be shown that the &, sub-system is stable when &, = 0. It also

turns out that the decoupled yaw sub-system is stable (Ackermann, 1994).

Further practical implementation issues and simplifications of the
controller are discussed in Ackermann (1997). Experimental results are
presented in Ackermann (1994) and Ackermann (1997).

8.4 INDEPENDENT ALL WHEEL DRIVE TORQUE
DISTRIBUTION

8.4.1 Traditional four wheel drive systems

If the differential braking based yaw stability control system is used during
vehicle acceleration, it reduces the acceleration of the vehicle and therefore
may not provide the longitudinal response the driver needs. A solution to
this problem that is being actively investigated and developed in the
automotive industry is the use of independent drive torque control with all
wheel drive technology to enhance both traction and handling (Sawase and
Sano, 1999, Osborn and Shim, 2004).

The terms “four wheel drive” and “all wheel drive” will be quickly
summarized here for the reader’s benefit. In a 4-wheel drive system the drive
torque is transmitted to all four wheels (as opposed, for example, to a front
wheel drive vehicle where the torque is transmitted only to the two front
wheels).

The advantage of a 4-wheel drive (4WD) system is that longitudinal tire
traction forces are generated at all 4 wheels to help the forward motion of the
vehicle. This is very helpful in situations where loss of traction is a problem,
for example in snow, off-road terrain and in climbing slippery hills. Four-
wheel drive systems provide no advantage, however, in stopping on a
slippery surface. This is determined entirely by the brakes and not by the
type of drive system.

The major components that enable 4-wheel drive operation are the
differentials at the front and rear axles and the transfer case. The differential
at the front (or the rear) allows the left and right wheels to spin at different
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speeds. This is necessary during a turn where the outer wheel moves on a
circle of larger radius and must turn faster. The transfer case routes torque
from the transmission to both the front and rear axles. Depending on the
design, the transfer case may provide equal amounts of torque to the front
and rear axles, or it may proportion torque to the front and rear axles. The
transfer case routes torque to the front and rear using a differential called the
center differential.

In a 4-wheel drive system, when 4-wheel drive is engaged, the front and
rear drive shafts are locked together so that the two axles must spin at the
same speed. Four-wheel drive systems can be full-time or part-time systems.
In a part-time 4-wheel drive system, the driver can select 4-wheel or 2-wheel
drive operation using a lever or a switch. The driver can “shift on the fly”
(switch between 2WD and 4WD while driving). This allows the use of 2
wheel drive on regular dry roads and 4-wheel drive on slippery surfaces
where more traction is needed.

A full-time 4WD system, on the other hand, lets the vehicle operate in
2WD (either front or rear) until the system judges that 4WD is needed. It
then automatically routes power to all four wheels, varying the ratio between
front and rear axles as necessary. Usually the detection of the fact that one of
the wheels of the vehicle is slipping is used to activate a system. However,
some of the more recent and sophisticated systems use software that
switches the system to 4WD during specific driving conditions, even before
a wheel begins to slip. A full-time 4-wheel drive system is also called an all-
wheel drive (AWD) system.

8.4.2 Torque transfer between left and right wheels using
a differential

As described above in section 8.4.1, a traditional differential allows the left
and right wheels of a drive axle to spin at different speeds. This is necessary
in order to allow the vehicle to turn. A traditional differential is also called
an “open” differential.

An open differential splits the torque evenly between each of the two
wheels to which it is connected. If one of those two wheels comes off the
ground, or is on a very slippery surface, very little torque is required to drive
that wheel. Because the torque is split evenly, this means that the other
wheel also receives very little torque. So even if the other wheel has plenty
of traction, no torque is transferred to it. This is a major disadvantage of an
open differential.

An improvement on the open differential is a locking differential. In a
locking differential, the driver can operate a switch to lock the left and right
wheels together. This ensures that both wheels together receive the total
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torque. If one of the two wheels is on a slippery surface, the other wheel
could still receive adequate torque and provide the longitudinal traction
force. Thus a locking differential provides better traction on slippery
surfaces and can be used when required by the driver.

Yet another type of differential is the limited slip differential (LSD). In a
limited slip differential, a clutch progressively locks the left and right wheels
together but initially allows some slip between them. This allows the inner
and outer wheels to spin at different speeds during a turn but automatically
locks the two wheels together when the speed difference is big so as to
provide traction help on slippery surfaces.

From the above discussion on differentials it is clear that the ratio of
torque transmitted to the left and right wheels is determined by the type of
differential. In an open differential, the torque transmitted to both wheels is
always equal. In a locked differential, the speed of both wheels is equal and
both wheels receive the total torque together as one integrated system. In a
limited slip differential (LSD), more torque can be transferred to the slower
wheel. This increase in torque to the slower wheel is equal to the torque
required to overpower the clutch used in the LSD.

8.4.3 Active Control of Torque Transfer To All Wheels

The ultimate all-wheel drive system is one in which torque transfer to each
of the 4 wheels can be independently controlled. Twin clutch torque biasing
differentials have recently been developed in the automotive industry in
which torque can be transferred to the inner or outer wheels in a variety of
different ratios as required by an active control system (Sawase and Sano,
1999). The torque transfer between front and rear wheels can be similarly
controlled actively using the center differential in the transfer case. By
independently controlling the drive torque transferred to each of the 4
wheels, both traction and yaw stability control can be achieved. Yaw
stability control can thus be achieved during the acceleration of a vehicle
without requiring differential activation of the brakes which could have
resulted in a net decrease in acceleration.
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Differential Braking

Causes vehicle to slow down
and may not provide
driver desired longitudinal
response if used during
vehicle acceleration

Controlled .
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i ; Torque Transfer
Differential Differential
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e e wheel bt ot Capable of transferring torque
to inside wheel but not o
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acceleration

from faster running
K wheel to slower one
Figure 8-6. Types of yaw stability control systems and their characteristics during vehicle
acceleration

Figure 8-6 shows three different types of yaw stability control systems
that can be used during vehicle acceleration and their respective characteristics.

A twin-clutch limited slip differential described in Sawase and Sano
(1999) allows any ratio of drive torques between the left and right wheels.
The following equations can be used to model the torque transferred to each
wheel with such a twin-clutch active differential:

When the right clutch is engaged with a clutch torque 7., , the drive
torque transmitted to the left wheel is

Ty = %Td ~ 9T tutch (8.67)
while the drive torque transmitted to the right wheel is

Tyr = %Td +qT e (8.68)
where ¢ is a ratio determined by the gearing system in the twin-clutch

differential and 7, is the total torque transmitted to the axle under

consideration.
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Similarly, when the left clutch is engaged with a clutch torque 7., »
the drive torque transmitted to the left wheel is

1
Ty = ETd + 9T cpsen (8.69)

while the drive torque transmitted to the right wheel is

1
Ty = ETd = 9T utch (8.70)

Thus, by controlling the clutch torque, the ratio of drive torque
transmitted to the left and right wheels can be controlled.

Dynamic models that include transient and steady response in torque
transfer during clutch engagement in a limited slip differential or in a twin
clutch differential can be found in Piyabongkam, et. al., 2007 and
Piyabongkarn, et. al., 2010.

The best configuration for independently controlling the torque to each
wheel would be a system consisting of a twin-clutch torque transfer
differential each at both front and rear wheels and an all wheel drive transfer
case equipped with a central differential. However, weight and price
considerations could make this configuration an unattractive option. An
alternative is to use a central differential and just one twin-clutch torque
transfer differential. Analysis in Swase and Sano (1999) and Piyabongkarn,
et. al. (2010) show that a torque transfer differential at the rear wheels, in
addition to a central differential, is an attractive option.

Results in Sawase and Sano (1999) show performance when a stability
control system that utilizes both differential braking and torque transfer is
used. The upper control system to be used for such a stability control system
would be similar to the one discussed in section 8.2.6. The upper controller
would determine the desired yaw moment for the vehicle. The difference
would be in the lower controller. In the lower controller, the active drive
torque transfer would be utilized during vehicle acceleration and differential
braking would be utilized during vehicle deceleration.

8.5 NEED FOR SLIP ANGLE CONTROL

If the objective of the ESC system were to track only a desired yaw rate, the
system would be simpler to implement. If both yaw rate and slip angle need
to be controlled to desired values, a robust estimator is required and the ESC
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system is more complex to implement. This is because slip angle cannot be
easily measured and needs to be estimated.

This section explains through simulation studies the benefits of controlling
both slip angle and yaw rate, as opposed to controlling only yaw rate.

Figure 8-7 shows the planar trajectory executed by a vehicle in response
to an approximate step steering input on a dry road with a friction coefficient
of 1. Figure 8-8 shows the slip angle of the vehicle for the same case.

Figure 8-9 shows the trajectory of the same vehicle for the same step
steering input on a road with a friction coefficient of only 0.6. The system in
this case uses ESC with only yaw rate being controlled. In other words, the
value of & is assumed to be zero, so that slip angle feedback is not utilized.
As seen in Figure 8-9, the vehicle has a smaller yaw rate than desired on this
low friction road surface, in spite of yaw rate ESC. Furthermore, the slip
angle as seen in Figure 8-10 is seen to keep increasing and reach a value of
approximately -14 degrees in the duration of the simulation. With this high
value of slip angle, the driver is likely to perceive the vehicle as skidding
and being out of control.

On the other hand, with an ESC system that utilizes both slip angle and yaw
rate control, the slip angle is limited to -4 degrees, as seen in Figure 8-12. The
planar trajectory of the vehicle is approximately the same as that achieved by
the ESC system with only yaw rate control, as seen in Figure 8-11.

Thus, the benefit of using combined slip angle and yaw rate control is
clear from these simulations.

Next, consider a comparison of two controllers described as follows:
Controller 1, developed using a sliding surface defined by

S :l/}_l/)target_i_gﬂ (8.71)
and controller 2, developed using a sliding surface defined by
§= V./_!/'/target +‘§(ﬁ_ﬂtarget) (8.72)

A comparison of these two controllers is presented here to show that desired
yaw rate and desired slip angle can both be simultaneously obtained when
the friction coefficient is adequate. Figure 8-13 shows the planar trajectory
of the vehicle with controller 1 on a road with friction coefficient 0.8. It can
be seen that the desired trajectory and desired yaw rate are not obtained with
controller 1. The slip angle in this case is lower than the slip angle on a road
of friction coefficient 1 and no ESC activation, as seen in Figure 8-14.
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Figure 8-8. Slip angle on a dry road with a friction coefficient of 1.0
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Figure 8-9. Vehicle trajectory on a road with friction coefficient of 0.6 and yaw rate control
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Figure 8-10. Slip angle with yaw rate control only
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Figure 8-11. Trajectory with friction coefficient 0.6 and yaw rate + slip angle control
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Figure 8-12. Slip angle with friction coefficient 0.6 and yaw rate + slip angle control
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Figure 8-13. Vehicle trajectory with controller 1 on a road with friction coefficient 0.8
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Figure 8-14. Slip angle with controller 1
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Figure 8-15. Vehicle trajectory with controller 2 on a road with friction coefficient 0.8
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Figure 8-16. Slip angle with controller 2
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Figure 8-15 shows the trajectory of the vehicle using controller 2 on the
same road and Figure 8-16 shows the corresponding slip angle of the
vehicle. As seen in Figure 8-15, the vehicle is able to track the desired
trajectory when controller 2 is used. In this case, the slip angle is only
slightly larger than the desired slip angle, as seen in Figure 8-16.

8.6 CHAPTER SUMMARY

This chapter reviewed three types of yaw stability control systems: differential
braking based systems, steer-by-wire systems and independent drive torque
control systems.

A major portion of the chapter focused on differential braking based
systems. A hierarchical control architecture in which an upper controller
determines desired yaw torque and a lower controller provides the desired
yaw torque was presented. The driver’s steering angle input together with a
measure of tire-road friction conditions was used to determine a target yaw
rate and a target slip angle for the vehicle. A sliding surface based control
system was designed to ensure tracking of the target yaw rate and slip angle.

A design of a steer-by-wire system for yaw stability control was
presented based on the work of Ackerman (1997). The front wheel steering
angle was determined as a sum of the driver’s input and an additional steer-
by-wire control signal. The steer-by-wire control signal was designed so as
to make the yaw rate of the vehicle unobservable from the lateral acceleration
of the vehicle. This ensured that the driver could concentrate on the task of
path following while the steer-by-wire controller compensated for disturbances
that affected the yaw rate of the vehicle.

The design of an independent drive torque control system was discussed.
A twin-clutch torque transfer differential together with a transfer case can be
used to control the proportion of drive torque provided to the 4 wheels. This
can be used as a control mechanism for yaw stability control. Compared to a
differential braking based system, the use of a drive torque control system
would ensure that the vehicle does not decelerate during yaw stability control.

Finally, simulation results were presented to demonstrate the benefits of
combined yaw rate and slip angle control compared to purely yaw rate control.

NOMENCLATURE
F ) lateral tire force
F, longitudinal tire force
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lateral tire force on front left tire

lateral tire force on front right tire
lateral tire force on rear left tire

lateral tire force on rear right tire
longitudinal tire force on front left tire
longitudinal tire force on front right tire
longitudinal tire force on rear left tire

longitudinal tire force on rear right tire

longitudinal velocity at c.g. of vehicle

lateral velocity at c.g. of vehicle

steering wheel angle
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steady state value of steering angle on a circular road

total mass of vehicle

yaw moment of inertia of vehicle

distance between left and right wheels (track length)

longitudinal distance from c.g. to front tires

longitudinal distance from c.g. to rear tires

total wheel base (£ It l,.)
yaw rate of vehicle

slip angle at front tires

slip angle at rear tires

slip ratio

slip ratio at front left wheel
slip ratio at front right wheel
slip ratio at rear left wheel

slip ratio at rear right wheel
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angular speed of a wheel

angular speed of front left wheel
angular speed of front right wheel
angular speed of rear left wheel
angular speed of rear right wheel
effective tire radius

cornering stiffness of tire
longitudinal stiffness of tire

normal force on tire

tire-road friction coefficient

rotational moment of inertia of each wheel
brake torque on front left wheel

brake torque on front right wheel
brake torque on rear left wheel

brake torque on rear right wheel

brake pressure on front left wheel
brake pressure on front right wheel
brake pressure on rear left wheel
brake pressure on rear right wheel
measured brake pressure at a wheel
desired yaw rate of driver

target yaw rate for yaw control system
upper bound on desired yaw rate

slip angle of vehicle
desired slip angle of vehicle

target slip angle for yaw control system
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4 upper bound on desired slip angle

driver steering angle input in steer-by-wire system
steer by wire steering angle correction

lateral acceleration at decoupling point P
longitudinal acceleration

lateral acceleration at c.g. of vehicle

longitudinal distance of point P from vehicle c.g.
drive torque on front left wheel

drive torque on front right wheel

drive torque on rear left wheel

drive torque on rear right wheel

drive torque on any axle

clutch torque in an active differential

yaw torque due to differential braking

extra differential longitudinal tire force required to provide

desired yaw torque
constant used in sliding surface control system design

constant used in definition of sliding surface for differential

braking based controller
front-to-back brake proportioning ratio

variable used in Dugoff tire model

function used in Dugoff tire model
brake area of the wheel
the brake friction coefficient

brake radius

constant determined by gear ratios in active differential



8. Electronic Stability Control 239

REFERENCES

Ackermann, “Robust Control Prevents Car Skidding,” 1996 Bode Lecture Prize Article, [EEE
Control Systems Magazine, pp. 23-31, June 1997.

Ackermann, J., “Robust Decoupling, Ideal Steering Dynamics and Yaw Stabilization of 4WS
Cars,” Automatica, Vol. 30, No. 11, pp. 1761-1768, 1994.

Bevly, D.M., Sheridan, R. and Gerdes, J.C., “Integrating INS Sensors with GPS Velocity
Measurements for Continuous Estimation of Vehicle Sideslip and Cornering Stiffness,”
Proceedings of the American Control Conference, Vol. 1, pp. 25-30, 2001.

Daily, R. and Bevly, D.M., “The Use of GPS for Vehicle Stability Control Systems,” /EEE
Transactions on Industrial Electronics, Vol. 51, No. 2, April 2004.

Drakunov, S.V., Ashrafi, B. and Rosiglioni, A., “Yaw Control Algorithm via Sliding Mode
Control,” Proceedings of the American Control Conference, pp. 580 - 583, June 2000.

Dugoft, H., Fancher, P.S. and Segal, L., “Tyre Performance Charecteristics Affecting Vehicle
Response to Steering and Braking Control Inputs,” Final Report, Contract CST-460,
Office of Vehicle Systems Research, US National Bureau of Standards, 1969.

Forster, H.J., “Der Fahrzeugfuhrer als Bindeglied Zwischen Reifen,” Fharwerk und Fahrbahn,
VDI Berichte, No. 916, 1991.

Fukada, Y., “Slip Angle Estimation for Vehicle Stability Control,” Vehicle System Dynamics,
Vol. 32, pp. 375-388, 1999.

Ghoneim, Y.A., Lin, W.C., Sidlosky, D.M., Chen, H.H., Chin, Y.K. and Tedrake, M.J.,
“Integrated Chassis Control System to Enhance Vehicle Stability,” International Journal
of Vehicle Design, Vol. 23, No. 1/2, pp. 124-144, 2000.

Gillespie, T.D., Fundamentals of Vehicle Dynamics, SAE, ISBN 1-56091-199-9, 1992.

Hahn, J.O., Rajamani, R. and Alexander, L., “GPS-Based Real-Time Identification of Tire-
Road Friction Coefficient”, IEEE Transactions on Control Systems Technology, Vol. 10,
No. 3, pp. 331-343, May 2002.

Hoffman, D. and Rizzo, M., “Chevrolet C5 Corvette Vehicle Dynamic Control System,” SAE
Technical Paper Series, SAE-980233, 1998.

Jost, K., “Cadillac Stability Enhancement,” Automotive Engineering, October, 1996.

Koibuchi, K., Yamamoto, M., Fukada, Y. and Inagaki, S., “Vehicle Stability Control in Limit
Corenering by Active Brake,” SAE Technical Paper Series, 960487, 1996.

Leffler, H., Auffhammer, R., Heyken, R. and Roth, H., “New Driving Stability Control
System with Reduced Technical Effort for Compact and Medium Class Passenger Cars,”
SAE Technical Paper Series, SAE-980234, 1998.

Liebemann, EK., Meder, K., Schuh, J. and Nenninger, G., “Safety and Performance
Enhancement: The Bosch Electronic Stability Control (ESP),” SAE Paper, Paper No.
2004-21-0060, 2004.

Osborn, R.P. and Shim, T., “Independent Control of All-Wheel Drive Torque Distribution,”
SAE Technical Paper Series, 2004-01-2052, 2004.

Piyabongkarn, D., Rajamani, R., Lew, J.Y. and Grogg, J.A., “Active Driveline Torque
Management Systems — Individual Wheel Torque Control for Active Automotive Safety
Applications,” IEEE Control Systems Magazine, Vol. 30, No. 4, pp. 86-102, August 2010.

Piyabongkarn, D., Rajamani, R., Grogg, J.A. and Lew, J.Y., “Development and Experimental
Evaluation of a Slip Angle Estimator for Vehicle Stability Control,” IEEE Transactions on
Control Systems Technology, Vol. 17, No. 1, pp. 78-88, January 2009.

Piyabongkarn, D., Lew, J.Y., Rajamani, R., Grogg, J.A. and Yuan, Q., “On the Use of Torque
Biasing Systems for Electronic Stability Control: Limitations and Possibilities,” /EEE
Transactions on Control Systems Technology, Vol. 15, No. 3, pp. 581-589, May 2007.



240 Chapter 8

Sawase, K. and Sano, Y., “Application of Active Yaw Control to Vehicle Dynamics by
Utilizing Driving/ Braking Force”, JSAE Review, Vol. 20, pp. 289-295, 1999.

Shim, T. and Margolis, D., “Using Z/ Feedforward for Vehicle Stability Enhancement, *
Vehicle System Dynamics, Vol. 35, No. 2, pp. 103-119, 2001.

Slotine, J.J.E. and Li, W., Applied Nonlinear Control, Prentice Hall, 1991.

Tseng, H.E., Ashrafi, B., Madau, D., Brown, T.A. and Recker, D., “The Development of
Vehicle Stability Control at Ford,” IEEE/ASME Transactions on Mechatronics, Vol. 4,
No. 3, pp. 223-234, September, 1999.

Uematsu, K. and Gerdes, J.C., “A Comparison of Several Sliding Surfaces for Stability
Control,” Proceedings of the International Symposium on Advanced Vehicle Control
(AVECQ), 2002.

Van Zanten, A. T., Erhardt, R., Pfaff, G., Kost, F., Uwe, H. and Ehret, T., “Control Aspects of
the Bosch-VDC,” Proceedings of the International Symposium on Advanced Vehicle
Control, Vol. 1, pp. 573-608, 1996.

J. Wang, L. Alexander and R. Rajamani “Friction Estimation on Highway Vehicles Using
Longitudinal Measurements”, ASME Journal of Dynamic Systems, Measurement and
Control, Special Issue on Sensors, Vol. 126, No. 2, pp. 265-275, June 2004.

Yi, K., Chung, T., Kim, J. and Yi, S., “An Investigation into Differential Braking Strategies
for Vehicle Stability Control,” Proceedings of the Institution of Mechanical Engineers,
Part D: Journal of Automobile Engineering, Vol. 217, pp. 1081-1093, 2003.

Yoshioka, T., Adachi, T., Butsuen, T., Okazaki, H. and Mochizuki, H., “Application of
Sliding Mode Control to Control Vehicle Stability,” Proceedings of the International
Symposium on Advanced Vehicle Control (AVEC), pp. 455-459, 1998.



Chapter 9

MEAN VALUE MODELING OF SI AND DIESEL
ENGINES

The engine models presented in this chapter are useful in the development of
control systems for cruise control, adaptive cruise control and other longitudinal
vehicle control applications.

The type of engine models we will study in this chapter are called mean
value models (Cho and Hedrick, 1989, Hendricks and Vesterholm, 1992,
Hendricks and Sorenson, 1990). A mean value model is a mathematical
engine model which is intermediate between large cyclic simulation models
and simplistic transfer function models. It predicts the mean values of major
external engine variables like crank shaft speed and manifold pressure
dynamically in time. The time scale for this mean value description is much
longer than that required for a single engine cycle but sufficiently shorter
than that required for describing longitudinal vehicle motion. Hence such
models can be well utilized for longitudinal vehicle control applications.

The outline of this chapter is as follows. Sections 9.1 and 9.2 focus on
mean value models for spark ignition (SI) engines. Section 9.1 describes a
parametric mean value model while section 9.2 presents a mean value model
based on the use of engine maps. Section 9.3 provides an introduction to
turbocharged diesel engines. Section 9.4 describes a mean value model for
diesel engines equipped with a variable geometry turbocharger and a exhaust
gas recirculation valve. Section 9.5 presents an engine control system for SI
engines designed to provide real-time commanded vehicle acceleration.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 241
DOI 10.1007/978-1-4614-1433-9 9, © Rajesh Rajamani 2012
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9.1  SIENGINE MODEL USING PARAMETRIC
EQUATIONS

The major elements of the SI (gasoline) engine considered in a mean value
model of the engine rotational dynamics are

1) the air flow model for the intake manifold and
2) the rotational dynamics of the crankshaft.

The intake manifold of the engine is the volume between the throttle
plate and the intake valves of the cylinder (see Figure 9-1). The throttle
controls the air flow into the intake manifold. The rate of outflow from
the intake manifold into the engine cylinders depends to a large degree on
the operating engine speed and the pressure in the intake manifold.

intake
manifold to exhaust

manifold

throttle

Figure 9-1. Line Diagram of Internal Combustion Engine

Air from the intake manifold flows into the engine cylinders during the
intake stroke of the piston. Drops of gasoline are mixed into the air. Then the
piston moves back up to compress the air-fuel mixture during the compression
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stroke. At the top of the compression stroke, the spark plug releases a spark
to ignite gasoline and cause combustion. Combustion in the engine cylinders
releases energy which is responsible for the torque generated at the
crankshaft of the engine. As we shall see later, the net torque generated by
the engine is primarily a function of the operating engine speed, the rate of
air flow from the intake manifold into the cylinders, the fueling rate and the
losses in the engine cylinders. The expansion caused by combustion drives
the piston down for the expansion or power stroke. Finally, the piston goes
up again for the exhaust stroke and the outlet valve opens to allow the used
air to leave the piston.

9.1.1 Engine rotational dynamics

The crankshaft rotational dynamics can be represented by

e

I d)e = Tind _Tload +Tf .1

where T, is the indicated combustion torque, 7, ,, is the external load

oad

torque on the crankshaft, 7' r represents the pumping and friction losses in
the engine and /, is the rotational moment of inertia of the engine.

The load on the engine 7},,, is typically provided by a torque converter

which couples the engine to the transmission. Torque converter models have
been discussed in Chapter 4 of this book. The transmission in turn is coupled
to the driving wheels of the vehicle through the differential. The load torque

on the engine 7},,, can be calculated as described in section 4.2 and section
5.5.1 of this book.
The calculation of indicated torque 7., and friction torque 7, is

discussed in the following sub-sections (sections 9.1.2 and 9.1.3) that follow.
9.1.2 Indicated combustion torque

The indicated torque, T}, , is generated by combustion and can be represented
by (Hendricks and Sorenson, 1990):

H n.m
Tyg =L ©02)

W,
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where H , is the fuel energy constant, 77, is the thermal efficiency multiplier

and accounts for the cooling and the exhaust system losses, and 71 , represents

the fuel mass flow rate into the cylinders. The fuel mass flow rate m r s

typically determined by a fuel injection control system which attempts to
maintain a stoichiometric air to fuel ratio in the cylinders. If it is assumed
that a stoichiometric air fuel ratio is successfully maintained in the cylinders,

then the fuel mass flow rate m B is related to the outflow from the intake

manifold into the cylinders of the engine as follows (Ganguli and Rajamani,
2004):

— 9.3)
A-L,

where 71, is air mass flow rate out of the intake manifold and into the cylinder,
L, is the stoichiometric air/fuel mass ratio for gasoline (fuel) and A is the

air/fuel equivalence ratio. Here, A =1 and L, =14.67.

In reality, the indicated and friction torques vary as the engine rotates
through the thermodynamic cycle. In a mean value engine model however,
the dynamics of rotation are averaged over time.

9.1.3  Friction and pumping losses

The term T r in the rotational engine dynamic equation (9.1) represents the

hydrodynamic and pumping friction losses represented in terms of a loss
torque.

Hydrodynamic or fluid-film friction is the principal component of
mechanical friction losses in an engine. A reasonable choice of polynomial

expression for these friction losses in terms of engine speed @, rad/s is
(Heywood, 1988):

F,

loss

2
=a,0, +a,0,+a, (9.4)

In this expression, the constant term @, represents boundary friction,

the linear term a;®, accounts for hydrodynamic or viscous friction and the

aoa)e2 accounts for turbulent dissipation. Turbulent dissipation is found to
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be proportional to a)e2 and the constant of proportionality depends on the

geometry of the flow-path. Sections 13.3.1 and 13.3.2 in Heywood (1998)
describe hydrodynamic friction and turbulent dissipation and provide a
detailed explanation for the choice of polynomial expression in equation
(9.4).

The pumping losses are found to be proportional to the pumping mean
effective pressure and the operating speed (Hendricks and Sorenson, 1990).
The pumping mean effective pressure is defined to be the difference between
exhaust pressure and manifold pressure, p,, — p,..- Therefore the

pumping losses can be modeled as:
})loss = bO a)e ‘pman + blpman (95)

since the exhaust pressure is nearly constant and is equal to the atmospheric
pressure.

Total friction and pumping losses in an engine can thus be expressed as
polynomials in the engine speed and the manifold pressure as follows
(Hendricks and Sorenson, 1990, Ganguli and Rajamani, 2004):

2
Tf =apgw, +a1a)e +Cl2 +b0a)e.pm(m +b1pman (96)
where ay, a;, a,, by b, are parameters dependent on the specific engine.

9.1.4 Manifold pressure equation

The intake manifold is the volume between the throttle plate and the intake
valves of the cylinder. The state equation for the intake manifold is obtained
by applying conservation of mass to the intake manifold volume.

m,,. =m,—m 9.7

man ao

where m  and m_ represent mass flow rate in and out of the intake

manifold i.e. through the throttle valve and into the cylinder respectively.
The pressure in the intake manifold p,,,, can be related to the mass of

air in the manifold m using the ideal gas equation:

man

RT,

man

(9.8)

pman Vman = mman
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where R is the ideal gas constant, 7, . is the intake manifold temperature
and V,

man 18 the intake manifold volume.

Taking derivatives of equation (9.8) and substituting from equation
(9.7), the intake manifold pressure equation is obtained as

RT,

b man
pman =
Vv,

man

(mai - mao) 9.9)

The calculation of m1,; and m,, is described in the following sub-sections.

9.1.5  Outflow rate i, from intake manifold

The mass flow rate out of the intake manifold m , is the rate at which the

air-fuel mass is ‘swept’ out of the cylinder by the piston. It is easy to see that

m ., can be expressed as (Hendricks and Sorenson, 1990)

ao

. We Pman
m, = —V,— 9.10
ao Mol A d R Tman ( )

where 77, is the volumetric efficiency (which is a complex function of

many engine parameters and the variables p,,, and @,), V, is the

pman

displacement volume of the engine cylinders and is the density of air

in the intake manifold. The expression in equation (9.10) accounts for the
fact that in a four-stroke engine, the charge is swept out of the intake manifold
into the cylinders only every alternate rotation cycle of the crankshatft.

9.1.6 Inflow rate 7, into intake manifold

The mass flow rate through the throttle body into the intake manifold can be
calculated from the standard orifice equation for compressible fluid flow.
A detailed analysis can be found in (Cho and Hedrick, 1989 and Hendricks

and Sorenson, 1990). A summary of the final equation for 71, is presented
here from Ganguli and Rajamani (2004). m,, can be represented as a product
of three variables:

m,, = MAX -TC(cx)- PRI (9.11)



9. Mean Value Modeling of SI and Diesel Engines 247

where

1. MAX s a constant dependent on the size of the throttle body and is equal
to the maximum possible intake airflow rate.

2. TC(« ) is the throttle characteristic which is the projected area the flow
sees as a function of the throttle angle « . It can be modeled as
(Hendricks and Sorenson, 1990, Cho and Hedrick, 1989):

TC(a)=1-cos(a+a') (9.12)

where «'is the minimum throttle angle seen by the engine. There is a
minimum leakage area even when the throttle plate is closed against the
throttle bore and this is represented by «'. This leakage area can be
significant in calculations when operating at small throttle openings.

3. PRI is the pressure ratio influence function, which describes the
choked/sonic flow that occurs through the throttle valve. The sonic
velocity is the velocity of propagation of a sound wave in the gas. This is
the maximum velocity that a compressible fluid flowing through a pipe
can rise to. At this velocity the effect of lower downstream pressure can
no longer be transmitted upstream to increase the flow rate. The flow is
then said to be choked. The downstream to upstream pressure ratio at
which the sonic velocity is reached is called the critical pressure ratio

p. - Forair p, ~0.5283.

In case of SI engines, the intake manifold pressure is always less than the
atmospheric pressure leading air from the surrounding environment (upstream)
into the intake manifold (downstream). Considering the throttle valve to be
an orifice, based on standard theory of flow through orifice, the following
relationship can be obtained for PRI (Hendricks and Sorenson, 1990):

2
P —P.
1 p, <p. (sonic)
where p. = Pran. and p_is the critical pressure ratio. p. can be assumed
amb

to be approximately 0.5283.
Substituting the above relations into equation (9.9), we get the manifold
pressure equation:
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RT
pman = e {MAX TC(a)- PRI(pman ) _ e VdUVOI pman}
Vman Pamb 4r RTman
1.e.,
) RT o, V
Pman = — L MAX - TC(a) : PRI(M) __e—dnvolpman (9-14)
Vman Pamb T Vman

Example values of parameters for the mean value model discussed in section
9.1 can be found on the web site http://www.iau.dtu.dk/~eh/index.html and
in Cho and Hedrick, 1989.

9.2 SI ENGINE MODEL USING LOOK-UP MAPS

An often used alternative to the parametric engine model described in
sections 9.1.1 — 9.1.6 is one in which engine maps from experimental data
are used to replace several parametric functions. For example, the functions

Tipq and Ty in equation (9.1) were defined as functions of various engine
parameters and the dynamic variables w, and p,,,, (see equations (9.2)
and (9.6)). In an engine map based model, the function 7),,; =T;,q =T is

obtained experimentally from dynamometer tests in the form of tabular data.
Similarly the functions m,,(®,, p,,) and m,(a, p,, ) are obtained from

dynamometer tests in the form of tabular data. Such tabular data is then used
directly in the engine model (Cho and Hedrick, 1989).

9.2.1 Introduction to engine maps

An example of the engine map 7,,,,(®,, P,,,,) in the form of tabular data is
shown in Table 9-1. Data is presented for engine speed @, varying from 52

rad/s to 586 rad/s ( 496.6 rpm to 5596 rpm) and manifold pressure p,, .,
varying from 10 kPa to 100 kPa (the table presented in Table 9-1 only
contains partial data for p,, .. varying up to 42.14 kPa).

For each pair (@,, p,,an) . @ corresponding value of 7,,,,(®,, Pyan) 15
available in the table. Such data is obtained by dynamometer testing for each
pair of values (@,, p,,,,) - It should be noted that for constructing an engine

map for a particular engine, such tabular data must be obtained for that
specific type of engine.
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Table 9-1. Partial tabular data representing an engine map 71, net (a)e sPm an)

pman (kPa)

o, 10 16.43 22.86
(rad/s)

52 -63.58 -51.62 -28.53
85.38 -64.91 -54.7 -25.76
118.75 -64.28 -51.81 -23.09
152.13 -61.53 -47.24 -20.3
185.5 -59.58 -42.64 -15.45
218.88 -58.2 -38.65 -8.01
252.25 -55.53 -33.77 -1.97
285.63 -52.56 -28.72 1.67
319 -50.82 -25.65 3.94
352.38 -50.7 -24.05 4.79
385.75 -51.34 -25.23 431
419.13 -54.35 -27.44 2.08
452.5 -58.31 -31.38 -2.05
485.88 -63.53 -36.33 -8.09
519.25 -70.03 -43.71 -15.57
552.63 -77.99 -51.9 -24.75
586 -86.96 -61.75 -34.98

1,01 (@ys Pyyan ) 1s shown graphically as a function of @, and p,,,, in
Figure 9-2, Figure 9-3 and Figure 9-4. In Figure 9-2, T,

werON the y axis is

shown as a function of p,,,, on the x axis for various values of @,. From
the figure, it can be seen that 7,,, increases monotonically with p, ... In
Figure 9-3 T, is shown as a function of @, for one fixed value of p,,,,
(Pman €qual to 74.29 kPa). It can be seen that T,,,,(®,, p,,q,) increases
with @,, reaches a maximum and then decreases. Figure 9-4 shows
1,0 (@, Pppan) On the y axis as a function of @, on the x axis for various
values of p,,,, ranging from 10 kPa to 100 kPa.

The function m,, =m, (®,,p,) is similarly provided in the form of
tabular data as a function of p,, and ®,. The graphical nature of this

relationship is shown through an example engine map in Figure 9-5. The
characteristics of the function shown in Figure 9-5 above can be compared
with that of equation (9.8) reproduced below:
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. (0] p
Mao = Mol de R;mn 9.15)
man

By comparing equation (9.8) with the characteristic from Figure 9-5, it is
clear that 77,,; is not a constant but a function of @w, and p,,. Hence, in

Figure 9-5, for constant @,,, m,, is not linearly proportional to p,, butis a

nonlinear function of p,, ...

300

250 -

200

increasing engine speed
150

100

net torque (Nm)

50

-50g

-100 ! ! ! ! ! ! ! !
10 20 30 40 50 60 70 80 90 100

manifold pressure (kPa)

Figure 9-2. T, net (a)e , pman) as a function of p,, ... for various fixed values of @,
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At manifold pressure 74.29 kPa

195

190 -

185

180

175+

170

165+

net torque (Nm)

160 -

155+

150 -

145

0 1000 2000 3000 4000 5000 6000
engine speed (rpm)

Figure 9-3. T, ,, (a)e, pman) as a function of @, for p,, .. =74.29 kPa
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Figure 9-4. T, net (a)e s Pm an) as a function of @, for various fixed values of p,, ...



252 Chapter 9

180
160 -
[0}
%
140 - 2
& /B
z /) &
&/ @
120+ %)
9/ &
—
% %) %
o 0 o 2]
G s
%
£ 100} o B R
© . . . " % %)
z increasing engine spee o o 5 &
%
= & o
3 8ol o e & T T o
» 2 %
@ 2 %) %) %)
© ) %, J %)
£ g Oy & g
< %) )
%) < o
60 - g & O 5 g
e I < 5
/ o o I T o g 5
2 = %) ) o
/;g ) %) 1%
L & o %) o o A
40 ,’«/ 5 5 o < S & e
e A o ° e
/ 2 < < o O < o = %, %
"/ g o oY o 2 <
e g S < o o 9 5
ot SR o o oo o T o
g o a2 9T o2 o2 o5 9
e i G -
/ = =] ol
%’/”‘ﬂigi-‘-i—i—‘é 9 o o~
= —F— = § 5 —o6—=
‘_ = L L L L L L
10 20 30 40 50 60 70 80 90 100

manifold pressure (kPa)

Figure 9-5. ﬂlao (a)e, pman) as a function of p,, .. for various fixed values of @,

9.2.2  Second order engine model using engine maps

Engine-map based engine models can be second order consisting of two states
(w, and p,,,,) or first order consisting of only one state @,. The second
order model is analogous to the parametric model described in section 9.1 of
this chapter. The only difference is that the functions 7., (®,, P ) »

My (@ys Prpan) and 1, (X, p,a,) are now experimentally derived as

engine maps instead of the parametric equations described in section 9.1.
The two equations of the second order engine model are summarized as
follows:
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Manifold equation

) RT, . .
Pman = Vman (mai _mao) (9-16)
man
where
i, = MAX -TC(a)- PRI (9.17)

TC(a) and PRI are both obtained from engine maps and 71, (@,, p,,)
is obtained directly from an engine map.

Engine rotational dynamics equation

Lo, =T, —T,, (9.18)

e e net

where T,.;(®,, p,,) is obtained from an engine map and is the net torque
after losses (7,,e; = Tjg —T'f) - Tjpaq is the load torque as before (typically

from a torque converter).
9.2.3 First order engine model using engine maps

A first order engine model can be used if the intake manifold filling
dynamics are ignored. This type of model is still valid for some longitudinal
vehicle control applications, if the bandwidth of the control system to be
designed is low.

In the case of the first order model, the engine dynamics consist of just one
state @, . The dynamics of @, are given by

lLa, =T, -T,, (9.19)

e e net

where T, , is the load torque as before (typically from a torque converter)
and T

wet (@, @,) is obtained from a map and is the net torque after losses.

T, (a,m,) is provided as a steady state function of the throttle angle & and
the engine speed @, . The transient values of 7, ,, as p,, in the intake mani-

fold varies and reaches steady state (for each value of & and w,, ) are ignored.
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An example of an engine map for the net torque 7, (a,®,) as a
function of throttle angle « and engine sped @, is shown in Figure 9-6.
It can be seen that 7, increases with throttle angle nonlinearly but
monotonically. For each throttle angle, 7)., initially increases with engine
speed w,, reaches a maximum and then decreases. Thus for each « , there

is a engine speed @, at which maximum torque is achieved.

300
250 - T
200 - T
150 - ,
B increasing engine speed
< o
) ol
g 1001 Dk ]
2 il
S 0006 ML
50 - Iy -
-50 ,

-100 ! ! ! ! ! ! ! !
0 10 20 30 40 50 60 70 80 90

throttle angle (deg)

Figure 9-6. Tnet ((Z, a)e) as a function of & for various values of @,
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9.3 INTRODUCTION TO TURBOCHARGED DIESEL
ENGINES

Compared to a gasoline engine, a diesel engine has the inherent advantages
of lower fuel consumption and lower CO,, CO and hydrocarbon emissions.

NO, and particulate matter emissions, however, are lower in gasoline engines

(Heywood, 1988).
This section considers a diesel engine equipped with a controlled
turbocharger and a controlled exhaust gas recirculation (EGR) valve. The

use of a controlled turbocharger and EGR is done to minimize NO, and

particulate matter (smoke) emissions from a diesel engine. A turbocharger
consists of a compressor and a turbine coupled by a common shaft. The
engine exhaust is used to drive the turbine, which in turn drives the
compressor. The compressor, in turn, takes air from the ambient and directs
it into the intake manifold. Because of the increased quantity of air due to
compression, a larger quantity of fuel than in a non-turbocharged engine can
be efficiently burned (Watson and Janota, 1982).

Turbocharging increases air-fuel ratio, air charge density and temperature

and reduces particulate emissions. However, it increases NO, emissions.

NO, emissions can be reduced by using exhaust gas recirculation (EGR).

The EGR system is used to divert a portion of the exhaust gas back to the
engine intake manifold to dilute the air coming from the compressor. The
recirculated exhaust gas acts as an inert gas in the intake manifold and
increases the specific heat capacity of the charge, reducing the burn rate and

hence decreasing the formation of NO,. A high level of EGR, however,

lowers the air-to-fuel ratio in the engine and causes unacceptable smoke
generation (Kolmanovsky, et. al., 1997).

Traditionally, turbocharging and EGR were used at fixed settings
(without real-time control). Real-time control of the turbocharger and the
EGR flow rate can be used to ensure that both smoke and NO, emissions

are reduced. This can be done without a major sacrifice in fuel economy or
drivability (response to driver torque demand). Real-time control of the turbo-
charging process can be obtained through a variable geometry turbocharger
(VGT) (Kolmanovsky, et. al., 1997). A VGT is equipped with a system of
pivoted guide vanes that changes the turbine flow area and the angle at
which the exhaust gas is directed at the turbine motor. This controls the
power transferred to the compressor and hence the amount of air flow into
the intake manifold of the engine.
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For a more comprehensive review of diesel engine control, including
VGT control, see (Kolmanovsky, et. al., 1997) and the references therein.

9.4 MEAN VALUE MODELING OF
TURBOCHARGED DIESEL ENGINES

A schematic of the simulation model for turbocharged diesel engines is
shown in Figure 9-7. The simulation model incorporates mean-value

dynamics and has six states, viz py,m;, p,,m, ,®, and P, where p and
m represent the pressure and mass respectively, P, represents the compressor

power and @, represents the engine crankshaft speed. The subscripts 1 and

2 refer to the intake and exhaust manifolds respectively. The model
equations described below are a slightly modified version of the equations
described in Kolmanovsky, et. al., 1997 and Jankovic and Kolmanovsky,
1998. They are based on laws of mass and energy conservation and on the
ideal gas law for the intake and exhaust manifolds. The control inputs in this
model are the mass flow rate through the exhaust gas recirculation value

Wegr , and that through the turbine, W,. Other external inputs include the
fueling rate W, (kg/hour), which is determined from the driver’s accelerator

pedal input .

COMPRESSOR
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» INTAKE MANIFOLD

L

ENGINE
CYLINDERS
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T/C SHAFT
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4—D4 EXHAUST MANIFOLD 2
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Figure 9-7. Components of a Simple Simulation Model
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9.4.1 Intake manifold dynamics

As opposed to the intake manifold dynamics for the SI engine, the manifold
dynamics here cannot be considered to be isothermal. This is because the
significant exhaust gas recirculation (EGR) that can happen in a diesel
engine implies that the temperature inside the intake manifold cannot be
assumed to be constant but depends on EGR.

The dynamics in the intake manifold are assumed to be adiabatic, with no
heat exchange occurring. The mass flow rate balance in the intake manifold
leads to

n"ll = WCI + Wegr - Wvle (920)

The adiabatic process assumption leads to the equation

egr

B JV—RWVCJ; W T, ~W,T) ©.21)
1

9.4.2 Exhaust manifold dynamics

The exhaust manifold dynamics are also assumed to be adiabatic, leading to
the following equations:

I’i’lz = Wez + Wf - Wegr - VVt (922)

. IR

) :V_(WeZTZ +WfT2 _WengZ _WtTZ) (9.23)
2

9.4.3 Turbocharger dynamics
The turbocharger shaft dynamics are modeled by

1

=7 (P -P.) (9.24)
1cPre

Wy

where P, and P, are the turbine power and compressor power respectively.

The turbine power depends on the control input /¥, and is defined by
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U
P =nc,Ty 1—[?—“} W, (9.25)
2

with ="~
¥

The power transfer between the turbine and the compressor is modeled by
2. + P, =n,,P, (9.26)

where 77,, and 7 are the turbo efficiency and the turbo-lag time constants

respectively.

The air flow into the intake manifold from the compressor is determined
from the compressor power equation

= e fe 9.27)

%%[pqﬂq
Pa

where 77, is the compressor isentropic efficiency and 7, is the ambient air

/4

cl

temperature.
9.4.4 Engine crankshaft dynamics

The engine dynamics are obtained from a torque balance on the engine
crankshaft

) 1
o, =1 -7,-1,,) (9.28)
where T, is the indicated combustion torque, T, is the friction and

pumping losses expressed in terms of a loss torque and 7j,,, is the load

torque (typically from the torque converter).
The indicated engine torque is given by

Ty = NingQrym (9:29)
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where 77;,; is the indicated efficiency
2 k
Nind = (al +a2a)e +a3a)e Xl_qu)z ) (930)

(F / A) actual
Ss

and @ is the theoretical air ratio which is given by @ =

iy
where (F/A)actual =
ma
The variables in the right hand sides of all of the above equations are
either constant parameters or external inputs or can be expressed as non-
linear functions of the five states and inputs. The parameters are defined in
the Nomenclature section. The subscript 1 stands for the intake manifold,
subscript 2 for the exhaust manifold and subscript e for the engine cylinders.
The flow from the intake manifold to the engine cylinders is given by

N
Wie=Mo1 P1Va j =—k,p; (9.31)

with k, being defined as

V,N
.= otV atVe (9.32)
120k V;
The flow into the exhaust manifold from the engine cylinders is
Wer =W +W; (9.33)

9.4.5 Control system objectives

In addition to using the engine crankshaft dynamics of equation (9.28)
together with the drivetrain dynamics to control the longitudinal speed or
acceleration of the vehicle, additional control system objectives include:

1) To maintain air-fuel ratio at a desired value
2) To maintain a desired level of burnt gas fraction in the intake manifold

The model equations presented above can be used to design a control
system that attempts to meet all of the above objectives (Stefanopoulou,
et.al., 1998, van Nieuwstadt , et. al., 1998).
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9.5 LOWER LEVEL CONTROLLER WITH SI
ENGINES

This section discusses lower level controller design for SI engines. In the
lower controller, the throttle and brake actuator inputs are determined so as
to track a desired acceleration command from the upper controller (see
Chapter 5). A simplified model of vehicle dynamics can be used for the
development of the lower level controller. The simplified model used is
based on the assumptions that the torque converter in the vehicle is locked
and that there is zero-slip between the tires and the road (Rajamani, et. al.,
2000). These assumptions relate the vehicle speed directly to the engine
speed (see Nomenclature for explanation of symbols)

X= Vx = (Rref/a)e) (934)

As seen in Chapter 5 (section 5.5.1), the dynamics relating engine speed
@, to the pseudo-inputs ‘net combustion torque’ 7,,,, and brake torque 7,

can be modeled under these assumptions by

T. —c,Rr 0 —R(r R, +T,
i = net eff ; o R + T ) (9.35)

e

where J, = 1, +(mre/,f2 +1,)R* is the effective inertia reflected on the
engine side, R is the gear ratio and 7, the effective tire radius.

T,.:(®,,m,) is a nonlinear function of engine speed and mass of air in

the intake manifold (and can be obtained from steady state engine maps
available from the vehicle manufacturer, as ssen in section 9.2.1). The

dynamics relating m,, to the throttle angle ¢ can be modeled as

= MAX TC(a) PRI(m,,,)—r,, (9.36)

mman

where MAX is a constant dependent on the size of the throttle body,
TC(e) is a nonlinear invertible function of the throttle angle, PR/ is the

pressure influence function that describes the choked flow relationship
which occurs through the throttle valve and m ,, is the mass flow rate into

the combustion chamber (again available as a nonlinear function of P, and
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w, from the engine manufacturer). The ideal gas law is assumed to hold in

the intake manifold

ProiVoran = MosanR T (9.37)

man” man

The control design for the lower level controller is based on a modification
of the standard sliding surface control technique (Hedrick, et. al, 1991). If
the net combustion torque is chosen as

J, .
(Tnet) = ﬁxdes + [caR3reﬁ"3we2 + R(reﬁ"Rx + ]})r)] (9.38)
eff

then, from equation (9.35), the acceleration of the car is equal to the desired
acceleration defined by the upper level controller: X; = X; 4, -

Once the required combustion torque is obtained from equation (9.38),
the throttle angle required to provide this torque is calculated by the following

procedure. The pressure of air in the manifold P, ,, and temperature 7, ,,

are measured and m is then calculated using the ideal gas law (9.37).

man

Next the map 7,,(®,,m,,,,) is inverted using the desired value of net

torque to obtain the desired value for mass of air in the intake manifold

Mpan  des -

A sliding surface controller (Slotine and Li, 1991) is then used to

calculate the throttle angle « necessary to make m,,,, track m

n man _des -
Define the surface
82 = Mypan = Minan _des (9-39)
Setting §, =—17,5,, we obtain
MAX TC(a) PRI(Myqy) = 1o + gy _ges — 11252 (9.40)

Since TC(ax) is invertible, the desired throttle angle can be calculated

from equation (9.40).

If the desired net torque defined by equation (9.38) is negative, the brake
actuator is used to provide the desired torque. An algorithm for smooth
switching between the throttle and brake actuators is designed in Choi and
Devlin (1995) and can be used by the longitudinal control system.
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9.6 CHAPTER SUMMARY

This chapter discussed dynamic models for SI and diesel engines. The type
of engine models studied are called mean value models and are adequate for
developing control systems for longitudinal vehicle motion control
applications.

In SI engines, the two major elements considered in the dynamic model
were the air flow model for the intake manifold and the rotational dynamics
of the crankshaft. The two states used in the model were the intake manifold

pressure p, . and the engine crankshaft speed @, .

For diesel engines, a turbocharged diesel engine equipped with a
variable geometry turbocharger and an exhaust gas recirculation valve was
considered. Five states consisting of the mass and pressure in the intake

manifold (m, and p,) and exhaust manifold (m, and p,) and the engine
crankshaft speed (@, ) were used in the dynamic model. A complete set of

model equations was provided.

The design of a lower level controller for SI engines was discussed. The
controller was designed to ensure that a desired longitudinal acceleration for
the vehicle could be obtained. This controller will be used in Chapters 5, 6
and 7 for longitudinal vehicle control applications. Nonlinear control
synthesis techniques were utilized in the control system design.

NOMENCLATURE
For SI Engines
1, rotational moment of inertia for engine
o, rotational engine crankshaft speed
T, indicated combustion torque
T, friction losses expressed as a torque
T load torque on engine
", fuelling rate
n, indicated thermal efficiency

fuel energy constant
stoichiometric air fuel mass ratio

A air/fuel equivalence ratio
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m

ao

m

ai

pman

mman

Mpan  des

s

= N

N

vol

TC(a)
PRI
MAX

air flow rate from intake manifold into engine cylinders
air flow rate into intake manifold

pressure of air in intake manifold

mass of air in the intake manifold

desired value for mass of air in intake manifold used in
lower controller

volume of intake manifold

temperature of air in intake manifold

constant used in ideal gas law for intake manifold
displacement volume of engine cylinders

volumetric efficiency

throttle angle input

minimum throttle angle

throttle characteristic representing the projected area of flow
pressure ratio influence function

constant that represents the maximum possible intake air
flow rate

rolling resistance

For Diesel Engines

m,

NN NN

mass of air in intake manifold

mass of air in exhaust manifold
pressure of air in intake manifold
pressure of air in exhaust manifold
temperature of air in intake manifold
temperature of air in exhaust manifold
volume of intake manifold

volume of exhaust manifold
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T, temperature of ambient air
W flow rate for exhaust gas recirculation
W, flow rate from intake manifold into engine cylinders
W, flow rate from compressor into intake manifold
w, flow through the variable geometry turbine
w, flow rate from engine cylinders into exhaust manifold
P COmpressor power
P turbine power
n, turbo efficiency
T turbo lag time constant
4 ratio of specific heats
)2 pressure of ambient air
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Chapter 10

DESIGN AND ANALYSIS OF PASSIVE
AUTOMOTIVE SUSPENSIONS

10.1 INTRODUCTION TO AUTOMOTIVE
SUSPENSIONS

10.1.1 Full, half and quarter car suspension models

An automotive suspension supports the vehicle body on the axles. A “full
car” model of a suspension with 7 rigid body degrees of freedom is shown in
Figure 10-1. The vehicle body is represented by the “sprung mass” m while
the mass due to the axles and tires are represented by the “unsprung” masses
m,,, m,,, m,; and m,,. The springs and dampers between the sprung and

unsprung mass represent the vehicle suspension. The vertical stiffness of
each of the 4 tires are represented by the springs k,;, k,5, k3 and k4 .

The seven degrees of freedom of the full car model are the heave z,
pitch @ and roll ¢ of the vehicle body and the vertical motions of each of

the four unsprung masses. The variables z,,, z,,, z,, and z,, are the road

rl>

profile inputs that excite the system.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 267
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Figure 10-1. Full car automotive suspension model

A “half car” model with four degrees of freedom is shown in Figure 10-2.
In the half car model, the pitch and heave motions of the vehicle body

(0 and z) and the vertical translation of the front and rear axles (z,; and
z,,,) are represented.

A two-degree-of-freedom “quarter-car” automotive suspension system is
shown in Figure 10-3. It represents the automotive system at each wheel i.e.
the motion of the axle and of the vehicle body at any one of the four wheels

of the vehicle. The suspension itself is shown to consist of a spring &, a
damper b, and an active force actuator F,,. The active force F, can be set
to zero in a passive suspension. The sprung mass m represents the quarter-
car equivalent of the vehicle body mass. The unsprung mass m,, represents

the equivalent mass due to the axle and tire. The vertical stiffness of the tire
is represented by the spring k,. The variablesz, z, and z, represent the

vertical displacements from static equilibrium of the sprung mass, unsprung
mass and the road respectively.
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Figure 10-2. Half car automotive suspension model
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Figure 10-3. Quarter-car active automotive suspension
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10.1.2 Suspension functions

The automotive suspension on a vehicle typically has the following basic
tasks (D. Bastow, 1987):

1) To isolate a car body from road disturbances in order to provide good
ride quality
Ride quality in general can be quantified by the vertical acceleration of
the passenger locations. The presence of a well-designed suspension
provides isolation by reducing the vibratory forces transmitted from the
axle to the vehicle body. This in turn reduces vehicle body acceleration.
In the case of the quarter car suspension, sprung mass acceleration Z
can be used to quantify ride quality.

2) To keep good road holding
The road holding performance of a vehicle can be characterized in terms
of its cornering, braking and traction abilities. Improved cornering,
braking and traction are obtained if the variations in normal tire loads
are minimized. This is because the lateral and longitudinal forces
generated by a tire depend directly on the normal tire load. Since a tire
roughly behaves like a spring in response to vertical forces, variations in
normal tire load can be directly related to vertical tire deflection
(z, —z,.) . The road holding performance of a suspension can therefore
be quantified in terms of the tire deflection performance.

3) To provide good handling
The roll and pitch accelerations of a vehicle during cornering, braking
and traction are measures of good handling. Half-car and full-car models
can be used to study the pitch and roll performance of a vehicle. A good
suspension system should ensure that roll and pitch motion are
minimized.

4) To support the vehicle static weight
This task is performed well if the rattle space requirements in the vehicle
are kept small. In the case of the quarter car model, it can be quantified
in terms of the maximum suspension deflection (z; — z,, ) undergone by
the suspension.

The outline of the rest of this chapter is as follows. In section 10.2 of the
chapter, we will review standard results on modal decoupling. In sections
10.3-10.7, the use of modal decoupling and its approximation for the design
and analysis of quarter car suspension systems will be studied. Section 10.8
verifies the results of the decoupled approximation using the accurate
complete model. Section 10.9 of the chapter will study the decoupling of
half car models and the extension of the result to full car models.
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10.1.3 Dependent and independent suspensions

In the case of dependent suspensions, the vertical motions of one wheel of an
axle are directly linked to that of the other wheel of that axle. Some cars are
still designed and built with dependent rear suspension systems. Figure 10-4
shows a solid-axle leaf-spring dependent rear suspension system. The
advantages of such a suspension are that it is simple and inexpensive. The
drive axle is clamped to the leaf springs. The shock absorbers are also
attached to the clamps. The ends of the leaf springs are attached directly to
the chassis (vehicle body), as are the shock absorbers. Since the axle couples
both the rear wheels, the vertical motion of one is transferred to the other.

In the case of dependent suspensions, the axle cannot be represented by 2
independent unsprung masses.

In all of the suspension system models considered in section 10.1.1 (full,
half and quarter-car models), both the front and rear wheels were assumed to
have independent suspensions.

Figure 10-4. Solid-axle leaf-spring rear suspension'

' Figure provided by The Suspension Bible, http://www.chris-longhurst.com/carbibles/
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Figure 10-5. Double-A arm independent suspension’

The front wheel’s suspension systems are always designed to be
independent (except for the presence of an antiroll bar). In an independent
suspension, the vertical motions of the two wheels are not directly linked to
each other. This was the implicit assumption in the full, half and quarter-car
models introduced in section 10.1.1.

Figure 10-5 shows a double-A arm type of independent suspension. The
wheel spindle is supported by an upper and lower ‘A’ shaped arm. The
A-shaped arms constitute a basic lever system that allows the wheel spindle
to travel vertically up and down, independent of the other wheel. When the
wheel moves vertically, it will also have a slight side-to-side motion caused
by the arc which the levers scribe around their pivot point. This side-to-side
motion is known as scrub. Unless the links are infinitely long the scrub
motion is always present. The springs and shocks in this figure are in a so-
called ‘coil over oil” arrangement whereby the shock absorbers sit inside the
springs. This type of suspension is also commonly referred to as a “double
wishbone” suspension as the A shaped arms resemble a wishbone. In an
unequal-length A-arm suspension, the upper control arm is often designed to

% Figure provided by The Suspension Bible, http://www.chris-longhurst.com/carbibles/
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be shorter than the lower A-arm. This causes the upper arm to swing through
a shorter arc than the lower and pulls in the top of the tire as the wheel
travels upwards. Thus the wheel tips in and gains negative camber. During
cornering, as the vehicle body rolls against the wheels, the increasing
negative camber on the outside allows the tire to generate increased
cornering force. By adjusting the length of the arms and their respective
angles to the ground, the roll center height and swing arm length of the
vehicle can be adjusted.

10.2 MODAL DECOUPLING

This section contains a brief summary of modal decoupling. Modal decoupling
will be used later in this chapter to study the influence of different suspension
parameters on the properties of the automotive suspension.

Consider an undamped finite degree of freedom system represented by
the matrix equation

Mi+Kx=F (10.1)

where M and K are the mass and stiffness matrix respectively and F' is the
excitation vector. Let @,;, i =1,2,---,n represent the natural frequencies of

the system and ¢Z represent the corresponding mass-normalized mode
shapes (Thompson and Dahleh, 2001). Then the natural frequencies @; are
given by

det(—w,’M + K) =0 (10.2)

and the mode shapes ¢71 are given by

Foim+ kg =0 (10.3)
o’ 0 0
-~ ~ 0 0
Let P=[¢1 g, - ¢n] and A= 0)5 . Since
0 0 w,’

~

¢, is mass normalized, we have
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P'MP=1 (10.4)
and
P'KP=A (10.5)
The following change of coordinates
r =P Mx (10.6)

results in decoupled equations of motion in the new coordinates (Thompson
and Dahleh, 2001)

F+Ar=P'F (10.7)

Here the mgtrix A is diagonal, consisting of the squares of the natural
frequencies @;” as the diagonal elements.

10.3 PERFORMANCE VARIABLES FOR A QUARTER

CAR SUSPENSION

The equations of motion of the two-degree-of-freedom quarter-car suspension
shown in Figure 10-3 are

msés—f_bs(z.s_Z.u)+ks(zs_zu)=Fa (108)

muzu +bt(2u _Zr)+kt(zu _Zr)_bs(zs _Zu)_ks(zs _Zu):_Fa
(10.9)

In standard second-order matrix form, the system can be represented as
Mz+Cz+Kz=H,z, + Hyz, + HyF, (10.10)

or
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mg 0 || Z kg —ky ||z
+ +
0 m,||z, -k ky+k ||z,

(10.11)
b, -b, ||Z, 0 0] . 1
S = z, + Z,+ F,
-b, by+b, ||z, k, b, -1
mg 0 kg —k, .
where M = , K= and the other matrices are
0 m, ~ky kg+k

as defined in equation (10.11).
The state space model of the quarter-car active automotive suspension
system can be written as (Yue, et. al., 1988)

x=Ax+BF,+ Lz, (10.12)
where
X, =z,-2z2, is the suspension deflection (rattle space)
Xy =2Z, is the absolute velocity of sprung mass
Xy=2z,-2, tire deflection
X4 =2z, absolute velocity of unsprung mass
0 1 0 -1 ]
kb by 0
1/m
m m m s
A= s s s —
o 0 0 U E ik BT
kg by ky (bs +b,)
_— - —1/m,
my, my, my, my, i
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In the case of a passive suspension, the active force F, is set to zero.

The following three transfer functions are of interest and their attenuation
will be used to judge the effectiveness of the suspension system :
a) Acceleration transfer function

H ,(s) BEAC) (10.13)

Z.r (S)

b) Rattle space transfer function

Zg (S) —Zy (S)

Hpg(s) =—— (10.14)
2,(5)
¢) Tire deflection transfer function
Hpp(s) = o= (5)-2,(5) (10.15)

z,(s)

Note that pitch and roll transfer functions cannot be studied using the
quarter car model.

The following values of parameters are typical for a passenger sedan:
k,= 16000, b, = 1000, mg= 250, m,= 45, k,= 160000,b, = 0. The tire

damping b, is assumed to be negligible. We will assume that the active

force F, is zero. For now, we are only analyzing a passive suspension
system.

104 NATURAL FREQUENCIES AND MODE SHAPES
FOR THE QUARTER CAR

In order to study the effects of specific suspension parameters on the suspension
performance, we calculate the natural frequencies and mode shapes of the
suspension system and then transform to a new set of coordinates in which
the two equations of motion are approximately decoupled.

The two undamped natural frequencies of the quarter-car suspension

system @, and @, are determined by solving
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det(—w>M + K) =0 (10.16)
where the matrices M and K are as defined in equation (10.11). Hence

2
det kg —m,o k ) _0
— kg kg +k, —m,w

1.e.

2 kimg +ksmg +m kg + (ktms +ksmg +m, kg )2 — 4k k,m, m

2m,m
krhy kA ek P ek =20k =y m,
2m,  2m, 2m,my

(10.17)

For the particular case where the tire stiffness is much higher than the
suspension stiffness, we make the approximations

ky+k, =k, —k, =k, (10.18)

which then results in the natural frequencies

w = |— (10.19)
S
and
w-H = kt
) == (10.20)
m

For the typical parameters discussed earlier, the approximate natural
frequencies turn out to be

fi R 1.27 Hz and f, -2 =9.49 Hz.
2 27
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The exact natural frequencies solved using Matlab (without making the
approximations of equation (10.18)) are found to be 1.21 Hz and 9.96 Hz.

The mode shapes ¢, and ¢, corresponding to the two natural frequencies
can be obtained using [— a)le + KJ¢1 =0 and [— a)zzM + K, =0. Let
the modal matrix be P = [¢1 ¢2]

The mode shapes @ and @, can be mass-normalized so that the mass-

normalized modal matrix P = [ | ¢2] satisfies
~r ~ |1 0
PTMp=| = =1 (10.21)

The mass-normalized modal matrix for the quarter-car suspension system
is found to be

~ {—0.0632 0.002}
(10.22)

T —0.006 —0.149

From the mode shapes in equation (10.22), one can see that the mode
corresponding to the first natural frequency predominantly consists of
sprung mass motion. This mode is therefore called the sprung mass mode.
The mode corresponding to the second natural frequency is called the
unsprung mass mode.

We also find

BTKP = |:a)12 02} _ 42 {(1.21)2 0 2} (10.23)
0 0 (9.96)

10.5 APPROXIMATE TRANSFER FUNCTIONS USING
DECOUPLING

Let

r=PI Mz (10.24)

Note that the inverse transformation matrix is
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~r V1~

P M) =P (10.25)
The equations of motion in terms of 7 are then given by

¥ =P Mz or

#=-P'KPr—P"CP#+P "Hz +P H,z, or

F+Ar+P'CPi=P Hz, + P H,z, (10.26)

a)12 0 . . . . ST D

where A = , | is diagonal. In this case the damping term P CP
0 (05

also turns out to be diagonal. This happens because the damping matrix C can
be expressed in this case as a linear combination of the matrices M and K .

In the case of the automotive suspension system

~7 -15.8 -0.26
P M= 0.62 6.7 (10.27)
~7 -960
and P" H| =
—23840

The two new decoupled coordinates can therefore be approximated by

n=-158z,if |z, | 2|z, | (10.28)
and

ry==67z,if |z,| =]z, | (10.29)

The two approximate decoupled equations turn out to be

myzZ +bz, +kyz, =b.z, +kyz, when |z, |>>]z, | (10.30)
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and

m,z, +byz, +k,z, =k,z, when |z, |[>>]z, | (10.31)

The following figures show the decoupled 1 dof approximations to the
quarter car suspension system:

Sprung mass mode approximation:
Valid when |z, |>>|z, |

I Zs
Fa I Zr

Figure 10-6. Sprung mass mode

Unsprung mass mode approximation:

Valid when | z,, |>>] z, |

Z 7117/

Zy

Figure 10-7. Unsprung Mass Mode
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The following approximate transfer functions can then be obtained:

From the sprung mass mode

The equation of motion of the 1dof system shown in Figure 10-6 is
mzZ,+bz +kez, =kgz, +bz,

This approximation leads to the transfer function

H ((s) ~ ( (bss+ks )S

if|z, | 2]z, | (10.32)
mss2 +bss+ks) ’ !

From the unsprung mass mode

The equation of motion of the 1dof system shown in Figure 10-7 is
m,z, +k,(z,—z,)+b,z, +kgz, =0

This leads to the relations

k .
Z,(s)= 5 d Z,.(s) if |z, |>|z,| (10.33)
m,s” +b.s+k,+k,
and
—m, s> —bs—k
Hop(s) = iz, | 2 |z | (10.34)

muS3 +bss2 + (kg +k,)s

To evaluate the acuracy of the approximate transfer functions of
equations (10.32) and (10.34), Figures 10-8 and 10-9 show a comparison
between the actual and approximate transfer functions. It is clear that the
approximate transfer function (10.32) matches the actual transfer function

H ,(s) well for the frequency range @ < 2®;. Similarly the approximate
transfer function (10.34) matches the actual transfer function Hzp(s) well

for the frequency range @ = 0.5w, .
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The suspension deflection transfer function can be approximated by

Z,-Z —mys?
Hpg(s) » 2550 = sd if 0 <20, (10.35)
Z, (m s?+b.s+k )y
N S S

and

Z k
Hpo(s) = St = t
ks Z, (mus2 +bgs+kg +kt)y

if ®>05m,  (10.36)

Armed with the above knowledge on the decoupled motions of the
sprung and unsprung mass, one can now study the effects of specific system
parameters on the performance of the suspension system.

10.6  ANALYSIS OF VIBRATIONS IN THE SPRUNG
MASS MODE

As discussed in the previous section, the approximate transfer functions for
vibrations in the sprung mass mode are

1 ki +b
SHy(s)= = s T (10.37)
s Z, mys”+bs+kg
and
z,—z m,s?

SH pg(s) =——"~— 5 (10.38)

z 2 tbs+k

r mgys + SS+ s

By inspection of the simple second order transfer functions in equations
(10.37) and (10.38) above, it is clear that changes in the suspension stiffness

k and in the suspension damping b, will lead to the changes in the transfer
function H ,(s) and H pg(s) as shown in Table 10.1.

From the Table, it can be seen that a softer suspension (lower k) leads
to an improvement in ride quality by reducing the first resonant frequency
and hence causing the roll-off in the transfer function H 4(s) to start at a

lower frequency. However, a softer suspension leads to increased suspension
deflection at low frequencies, thus increasing rattle space requirements.
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An increase in suspension damping b, reduces or eliminates the

resonant peak corresponding to the sprung mass natural frequency. Thus the

ride quality transfer function H 4(s) will be significantly improved at the

sprung mass frequency. However, due to the impact of b, on the numerator

in equation (10.37), the higher damping introduces high frequency harshness
in H 4(s) by causing a slower roll-off.

Table 10-1. Influence of Suspension Parameters on Sprung Mass Vibrations

Suspension
Change

Reduced
suspension

stiffness k|

Increased
suspension

damping b,

Influence

Decrease
in the
value of
the first
natural
frequency
2

Better
damping at
the first
natural
frequency
@

Impact on
Ride Quality
GOOD
Improved sprung
mass acceleration
transfer function at
high frequencies

GOOD
Reduces or
eliminates the first
resonant peak
resulting in highly
improved ride
quality at the first

resonant frequency.

BAD
Deteriorates ride
quality at high
frequencies by
causing a slower
roll-off and
resulting in high
frequency
“harshness”

Impact on
Rattle Space

BAD
Increased suspension
deflection at low
frequencies

GOOD
Reduces or
eliminates the first
resonant peak in the
suspension
deflection transfer
function resulting in
improved suspension
deflection
performance at the
first resonant
frequency.

BAD
This change has no
detrimental effects
on the suspension
deflection transfer
function
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The increase in suspension damping will have no detrimental effects on
the suspension deflection transfer function / pg(s). It reduces or eliminates

the resonant peak in H pg(s).

Consider again the decoupled sprung mass mode model of Figure 10-6.
If the damping b, were placed between the sprung mass and inertial ground,

instead of being placed between the sprung mass and the road, the resonant
peak in the ride quality transfer function would be damped without causing the
slower roll off at high frequencies. Thus significant ride quality improvement at
the sprung mass frequency could be obtained without any high frequency
harshness. Such a damper placed between the sprung mass and inertial
ground is called a “sky-hook’ damper. While the benefits of a sky-hook damper
are clear, it is obviously not directly realizable in a passive suspension
system. In the case of an active suspension system, the equivalent effect of a
sky-hook damper can be obtained by controlling a hydraulic actuator placed
between the sprung and unsprung masses (Redfield and Karnopp, 1989).

10.7  ANALYSIS OF VIBRATIONS IN THE UNSPRUNG
MASS MODE

For the case where |z, |>>|z, | (in the unsprung mass mode), the quarter

car system can be replaced by the 1 dof system shown in Figure 10-7 earlier.
As seen earlier, the tire deflection transfer function in this case can be
approximated by

2
T —L T (10.39)

z, mus2 +bys+k,

Influence of tire stiffnes on road holding

By examining the simple second order transfer function in equation (10.39),
it is clear that an increase in tire stiffness reduces tire deflection by reducing
the low frequency asymptotte of Hpp(s). Table 10.2 summarizes the
influence of an increase in tire stiffness.
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Table 10-2. Influence of Suspension Parameters on Unsprung Mass Vibrations

Suspension Influence Impact on
Change Road Holding
GOOD
Increased tire Increase in the value of
stiffness &, the second natural Improves tire deflection
frequency @, . transfer function by

reducing its low

Reduction in the low frequency asymptote

frequency asymptote of
the tire deflection
transfer function.

10.8 VERIFICATION USING THE COMPLETE
QUARTER CAR MODEL

10.8.1 Verification of the influence of suspension stiffness

The effects of decreasing suspension stiffness & are studied in Figures 10-10,
10-11 and 10-12 by reducing k, by a factor of 10. The suspension damping

is correspondingly reduced so that the damping ratio remains 0.25.

As seen in Figure 10-10, the softer suspension is seen to provide better
vibration isolation (reduced sprung mass acceleration). However, as seen in
Figure 10-11, rattle space requirements are higher. The tire deflection
performance with the softer suspension is shown in Figure 10-12. Tire
deflection is significantly reduced at the sprung mass natural frequency.
However, it appears to have a higher peak at the unsprung mass resonant
frequency due to the reduced suspension damping, since the tire by itself has
very little damping.
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Tire deflection
10 ;
- -~ original
—— softer suspension

deflection (m)

10- | | | |

10 10 10° 10' 10 10
frequency (Hz)
Figure 10-12. ’ H D ( J ) | with reduced suspension stiffness

10.8.2 Verification of the influence of suspension damping

Next, the effects of increasing suspension damping only are studied by
increasing damping coefficient b by a factor of 2. The new damping ratio

becomes 0.5 (originally the damping ratio was 0.25).

In Figure 10-13, the higher damping is seen to reduce the sprung mass
resonant peak of the acceleration transfer function but at the cost of high
frequency harshness ( slower roll-off in sprung mass acceleration at high
frequencies). Higher damping reduces both resonant peaks in the suspension
deflection transfer function, as seen in Figure 10-14, leading to significant
overall improvement in suspension deflection performance. Similarly, higher
suspension damping also lead to increased damping ratios for both resonant
peaks in the tire deflection transfer function, as seen in Figure 10-15.
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Figure 10-13. | H y ( J a)) | with increased suspension damping
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Figure 10-14. | H RS ( J a)) ’ with increased suspension damping
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) Tire deflection
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—— higher damping

deflection (m)

10- | I | | |

10° 10° 10° 10" 10° 10°
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Figure 10-15. | H D ( J ) | with increased suspension damping
10.8.3 Verification of the influence of tire stiffness

Next the tire stifness is increased by a factor of 10.

As seen in Figure 10-18, the resulting suspension is seen to provide
significantly reduced tire deflections and hence better road holding and
cornering performance. However, as seen in Figure 10-16, this is obtained at
the cost of increased sprung mass accelerations due to roll-off of the sprung
mass acceleration transfer function occuring at a higher frequency. The
suspension deflection performance is similarly worsened at high frequencies
(Figure 10-17) due to the increase in unsprung mass resonant frequency.



10. Design and Analysis of Passive Automotive Suspensions 291

Sprung mass acceleration
10° ‘

—_—
o_l

—_
o
o

'
N

acceleration (m/sz)
>

—_
o

10°} ™
--- original
— stiffer tires
10-4-2 ‘ ““”“-1 ‘ ‘mmo ‘ ““”“1 ‘ ‘mmz T,
10 10 10 10 10 10

frequency (Hz)

Figure 10-16. ’ H A ( i a)) | with increased tire stiffness

Suspension deflection

10°
. --- original
—— stiffer tires
107}
E
oy
S 10t}
[&]
Qo
©
©
10° !
10-8 2 ““““1 ‘ ‘mmo ‘ ““““1 ‘ ‘mmz T,
10 10 10 10 10 10

frequency (Hz)
Figure 10-17. | H RS (jw) | with increased tire stiffness



292 Chapter 10

p Tire deflection
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Figure 10-18. | H D (j) | with increased tire stiffness

Let us briefly consider the case where the tire stiffness is kept the same,
but significant tire damping is introduced. The increased tire damping will
reduce the resonant peak of the sprung mass acceleration transfer function at
the unsprung mass resonant frequency. The suspension deflection and tire
deflection transfer functions will also be improved at the unsprung mass
resonant frequency. While these are all desirable, increasing the tire damping
is non-trivial. Hence these beneficial effects cannot be physically realized.

10.9 HALF-CAR AND FULL-CAR SUSPENSION
MODELS

Consider a two degree of freedom half-car model of an automotive sus-
pension system, as shown in Figure 10-19 below. The two degrees of
freedom are the pitch @ and the heave (vertical translation) z .
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Figure 10-19. Two-degree of freedom half car model

The displacements of the car body at the two suspension locations are
related to z and @ by

zy=z—-(,0 (10.40)
and

z,=z+0.0 (10.41)

Using Newton’s laws, we have

mz+ky(z; -z, )+ky(z, —2,,)=0 (10.42)
and

10—k (z,—z,)0 , +ky(z,—2,,)0, =0 (10.43)

Substituting for z; and z, from equations (10.40) and (10.41), the
equations of motion turn out to be:
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m 0]z k +k, kyl, =kt |z
.|+
0 1)6| |kt,—kt, kt’ +kt’ |6
B k, ky |z,
=kt k| 2,
The standard procedure for decoupling the equations of motion can be

followed by calculating the natural frequencies and mode shapes.
First consider the special case where the moment of inertia is given by

(10.44)

I=ml 0, (10.45)

In this special case, the natural frequencies (obtained by using
det(—a)izM + K) =0 ) turn out to be

k k
o’ =—l} and @, =——2 (10.46)

_r m—
4 f +4 r / f +/
The mass-normalized mode shapes are

1 |andpy=—F——| 1 (10.47)

S

~

and P = l¢1 ¢2J
: . n ST sl %
The decoupled coordinates are found using =P'M s to be
p)

n=z—l,0=zandr,=z+( 0=z, (10.48)

Thus, the decoupled coordinates turn out to be the vertical motion of the
points 1 and 2 i.e. of the front and rear of the suspension respectively. In this
special case the front and rear suspensions can be designed independently!
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Let us interpret this special case [ =ml {,.. Consider two masses m

and m, ona link of length £ , + /., as shown in Figure 10-20 below.

If the system shown in Figure 10-20 were to represent the coupled two-
dof system shown in Figure 10-19, then the two masses m , and m, must

satisfy

Figure 10-20. Decoupled front and rear suspension systems
my+m, =m (10.49)

Equation (10.49) states that the total sum of the masses must be m
while equation (10.50) states that the two masses must be located at

distances of / r and ¢, respectively from the c.g.

Solving equations (10.49) and (10.50) for m f and m,. , we obtain

¢
my,=m—->"— 10.51
IS (10-31)
¢
A (10.52)

m,=m
Lr+t,
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Using the above defintions of m , and m,. , the moment of inertia can

be calculated as

[:mf€f2+mr€,2

2 2
Cel, . lel,
Lr+l, Lr+0,

=m€f€r

Thus, the special case [ = m/ ff , corresponds to a system where the

coupled 2-dof system of Figure 10-19 can be exactly represented by the
decoupled masses at the front and rear of the system. In this case the front
and rear suspensions can be designed independently.

It turns out that for a typical passenger sedan, the relationship

I'=mtl 0, is approximately satisfied. Some typical values of parameters

for a passenger sedan are

m = 1460
Kf = 1.4 meters

¢, = 1.4 meters

1, =2460 kg m’

ml (ol =2862 kgm’
Thus ml o0, ~ I,.

Since the motions at the front and rear are decoupled, independent design
of the front and rear suspensions is adequate to control both heave and pitch
motions due to road irregularities.

Similarly, the roll and heave vibrations of the automotive suspension can
also be analyzed using a half car model. The corresponding roll-heave
parameters for a typical passenger sedan are

2
I, =660 kgm
/ r= 0.761 meters
0. =0.761
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Figure 10-21. Transfer function from the two road inputs to Z;

Calculations show that m( (. =845.5 kg m? which is to be compared
with [, = 660 kg m’.

The approximation [ = m/{ ff , does not seem to be very accurate in this
case. However, as can be seen in Figure 10-21, the transfer function from
Z,, to z; has a significantly smaller magnitude that the transfer function
from z, to z;. Thus, the vertical motion of points z, and z, continue to be
decoupled. The vertical motion of the sprung mass at each wheel is signific-
antly influenced by the road input at that wheel. In summary, quarter car
models are adequate to design suspensions when the influence of road
irregularities is being considered. However, it must here be noted that, full
car models are needed when the influence of cornering on vehicle roll and
the influence of braking and longitudinal acceleration on vehicle pitch are to
be considered. When only the influence of road irregularities is being
considered, a quarter car model is adequate.
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10.10 CHAPTER SUMMARY

In addition to providing vibration isolation for the vehicle body, an auto-
motive suspension strongly influences the cornering, traction and handling
properties as well as the rattle space requirements of the vehicle. An improve-
ment in the performance of any one function is often obtained at the expense
of another. A high order multi-degree-of-freedom model involving many
suspension parameters is typically required in order to analyze the influence
of suspension design on all the performance functions. This chapter utilized
approximate decoupling to obtain simple single degree of freedom models
from a high order automotive suspension model. Each simple model involved
a small number of parameters and enabled easy analysis of the performance
of some suspension functions. Using the approximately decoupled models,
the following conclusions on suspension design were obtained

a) Decreasing suspension stiffness improves ride quality and road holding.
However, it increases rattle space requirements.

b) Increased suspension damping reduces resonant vibrations at the sprung
mass frequency. However, it also results in increased high frequency
harshness.

¢) Increased tire stiffness provides better road holding but leads to harsher
ride at frequencies above the unsprung mass frequency.

d) An analysis of the full car and half car models’ response to road
irregularities indicated that the suspensions can be designed independently
at each wheel. The quarter car suspension model is therefore adequate to
study and design automotive suspension systems for optimizing response to
road irregularities.

e) To study the influence of cornering on vehicle roll and the influence of
braking and longitudinal acceleration on vehicle pitch, half car and/or
full car models must be used.

NOMENCLATURE

z, sprung mass displacement
z, unsprung mass displacement
z, road profile input

m sprung mass

m, unsprung mass

k suspension stiffness
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suspension damping

tire stiffness

tire damping

active suspension actuator force

roll motion of sprung mass

pitch motion of sprung mass

roll moment of inertia of sprung mass
pitch moment of inertia of sprung mass

longitudinal distance from vehicle c.g. to front axle

longitudinal distance from vehicle c.g. to rear axle
Laplace transform variable

sprung mass acceleration transfer function

suspension deflection transfer function

tire deflection transfer function

matrices used in state space model of quarter car suspension
state space vector

sprung mass resonant frequency
unsprung mass resonant frequency
modal vector corresponding to sprung mass resonant

frequency
modal vector corresponding to unsprung mass resonant
frequency

decoupled coordinates for suspension system

mass normalized modal matrix
matrices used in the mass-stiffness-damping suspension
model

matrices used in the mass-stiffness-damping suspension

model
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Chapter 11
ACTIVE AUTOMOTIVE SUSPENSIONS

The analysis of passive automotive suspensions in the last chapter showed
that there are significant trade-offs in performance between the ride quality,
rattle space and tire deflection transfer functions. Improvements in any one
of the three transfer functions in the case of passive suspensions is often
obtained at the expense of deterioration in the other two transfer functions.
In this chapter, we look at the use of active suspensions in which electronically
controlled actuators placed in the suspension are used to provide significantly
superior performance. Alternate control laws are analyzed and the performance
that active suspensions can provide is studied and compared with that of
passive suspensions. The factors that limit the performance of active suspen-
sions are studied. The analysis of “invariant points” is used to understand these
performance limitations. A simple control law called sky-hook damping which
needs only a few sensor measurements and can provide most of the benefits
of full state feedback control laws is discussed. Finally, the chapter looks at
actual experimental implementation issues, including the dynamics of hydraulic
actuators used to provide the active force.

11.1 INTRODUCTION

A two-degree-of-freedom ‘“‘quarter-car” automotive suspension system is
shown in Figure 11-1 below. It represents the automotive system at each
wheel i.e. the motion of the axle and of the vehicle body at any one of the
four wheels of the vehicle. The suspension itself is shown to consist of a

spring kg, a damper b, and an active force actuator F,. The sprung mass

m represents the quarter-car equivalent of the vehicle body mass. The

N

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 301
DOI 10.1007/978-1-4614-1433-9 11, © Rajesh Rajamani 2012
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unsprung mass m, represents the equivalent mass due to the axle and tire.
The vertical stiffness of the tire is represented by the spring k,. The

variableszg, z, and z, represent the vertical displacements from static

equilibrium of the sprung mass, unsprung mass and the road respectively.

Zs

Zy

Zr

Figure 11-1. Quarter-car active automotive suspension

The equations of motion of the two-degree-of-freedom quarter-car suspen-
sion shown in Figure 11-1 are

myz,+b(z,—2,)+k(zg—2,)=F, (11.1)
mu.Z.u +kt(Zu _Zr) _bs(Z.s —Z.u)—ks(Zs _Zu) = _F:; (112)

The state space model of the quarter-car active automotive suspension
system can be written as (Yue, et. Al., 1988)
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x=Ax+BF,+ Lz, (11.3)
where

T
x:[xl Xy X3 x4]

X, =z,-z2, is suspension deflection (rattle space)
Xy =2Z, is the absolute velocity of sprung mass
Xy3=2,—-2, is tire deflection
Xy =z, is the absolute velocity of unsprung mass
0 1 0 -1 ]
kb b 0
1/m
— mg mg mg — s
A= 0 0 0 1 , B= 0 and
kS bS kf (bS + bt)
e — -1/m,
L my, m, m, m, i
0
0
I = (11.4)
-1
0

In general, there are two different approaches towards developing an active
vibration control system for any application — the feedforward approach and
the feedback approach (Hansen and Snyder, 1997). Feedforward control
involves feeding a signal related to the disturbance input into the controller
which then generates a signal to drive a control actuator in such a way as to
cancel the disturbance. On the other hand, feedback control uses signals
measured from the system response to a disturbance to drive a control
actuator so as to attenuate the response. Theoretically, a feedforward control
system can provide superior performance than feedback control. However, a
major limitation with feedforward control is that a signal that is well
correlated with the distrubance input needs to be available to the controller.
Since this is often impractical, feedback controllers have a much larger range
of applications. In this chapter, only feedback control strategies will be
considered, since obtaining a reference signal related to the road disturbance
still remains impractical.
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11.2 ACTIVE CONTROL : TRADE-OFFS AND
LIMITATIONS

11.2.1 Transfer functions of interest

The following three transfer functions are of interest and their attenuation
will be used to judge the effectiveness of the suspension system:

a) Acceleration transfer function

ES (S)
2,(5)

H,(s)= (11.5)

b) Rattle Space transfer function

z,(8)~2,(5)

0 (11.6)

Hpq(s) =

c) Tire deflection transfer function

2,(8)=2,(5)

0 (11.7)

Hpp(s) =

11.2.2 Use of the LQR formulation and its Relation
to H,-optimal control

Consider the following plant
x=Ax+Bd+B,u AeR"",B eR",B,eR" (11.8)
z=Cyx+Dpu C,eR"*",D,eR"™ (11.9)

where d € R is a disturbance input, assumed to be zero-mean white noise of

unit intensity, # € R is the control input and the variables in z € R™
constitute the ones to be minimized. In the case of the active suspension
problem, the variables in z consist of the sprung mass acceleration, the
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suspension deflection and the tire deflection. Assume that the pair (A4,C}) is

detectable, the pair (4, B,) is stabilizable and that DIZTDI 7 >0.

If the control design problem for the above system is posed as that of
minimizing the variance of the output z, for the input d being white noise,

then this control design problem is called the /7, optimal control problem
(Levine, 1996).
It turns out that the solution to the F, optimal control problem is the

same as the solution to the linear quadratic regulator (LQR) problem
(Levine, 1996). In the LQR problem, the controller is to be designed so that
the following performance index is minimized:

J= J.szdt = I[xTClTClx + 2xTC1TD12u + uTDlzTDlzu]dt (11.10)

0 0

for all initial conditions x, = x(0).
The solution to the LQR problem is

T 17 T 1( T )T
”=—(D12 DJ B, Px—(DIZ DJ Ci D) x

_ _(DIZTDlJl[BZTm(ClTDlzﬂx (b

with the matrix P being given by the positive semi-definite solution to the
Riccati equation

1
ATP+PAa+ClC - (B P+ Dy )T (DIZTDIJ (B,"P+D,,"C))=0
(11.12)

The optimal value of the performance index with the above control input is

Jo =xo! Pxg (11.13)

opt

In this chapter, the LQR solution of equation (11.11) will be used as the
solution to the H, optimal control problem of minimizing the variance of
the variables z in the presence of the white noise disturbance d .
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11.2.3 LQR formulation for active suspension design

The original research on which the results presented in sections 11.2 — 11.7
of this chapter are largely based are credited to the doctoral dissertation of
Tetsuro Butsuen (Butsuen, 1989).

Define the following quadratic performance index.

J = JZSZ +p1(ZS _Zu)2 +p22S2 +p3(Zu —Zr)2 +p4Zu2dt (1114)
0

where the weighting factors p;, p,, p3 and p4 can be chosen so as to

emphasize appropriate variables of interest.
The performance index J can be put into the standard matrix form of
equation (11.10) as follows (Butsuen, 1989). We have

1
5 2 =—2[k32xl2 +b52X22 +bS2.X42 +Fa2 +2ksbsx1x2 —stbs.xl.X4

Zs
my

—2b,*xyx4 — 2k x\F, —2b.x,F, +2b.x,F, ]
Hence

) .2 .2
Zg TP (Zs _Zu)2 + Pz +p3(zu _Zr)2 + P4z, =
x"Ox+2x"NF, + F,"RF,

where
S _
b.k b.k
_2+p] s 5 0 _ s 5 _ ks2
s ms ms mS
2 2
bsks s + 0 _ bs _ bs
0= ms2 msz msz N = ms2 and
0 0 23 0 0
bk 2 2 b,
N S S
B m’ B m’ ’ m.’ TP ms2
L S S s 4
1
R = —2 .
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The performance index is then written as

J = Of(xTQerbcTNu+uTRu)a’t (11.15)
0

Along the lines of the solution discussed in equation (11.11), the
solution to the optimal control problem that minimizes this performance

index is a state feedback law F, = —Gx where the feedback gain G is

determined by solving the following Riccati equation

(4-BR'NY P+ P(4-BR'N)+(Q - N"R'N)-PBR'B"P=0
(11.16)

G=R"'(B"P+N) (11.17)

The gain matrix G in equation (11.17) consists of two parts: R'BTP
and R™'N . Note that R™'N does not depend on the solution to the Riccati
equation (11.16). It also does not depend on the weights p,, p,, p; and p,
used in the performance index. It turns out that (Butsuen, 1989)

a) the first term R7'BTP depends on the choice of the weights p;, p,,
p3 and py4 used in the performance index

b) the second term R 'N exactly cancels out the passive force
kyxy + by (x2 - x4) due to the passive spring and damper.

Hence the total force that acts on the sprung and unsprung masses in the
case of this control system is independent of the passive elements k; and
b,. Even if the passive elements were changed in value, the optimal
feedback gains would not change since the force due to the passive elements
is canceled out by the R™'N part of the control law.

11.2.4 Performance studies of the LQR controller

The performance of the LQR controller has been studied for different values
of the weights p,, p,, p; and p, (Butsuen, 1989). The sprung mass

acceleration can be heavily penalized without penalizing any of the other
variables in the performance index by choosing the weights on the other
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Sprung mass acceleration
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Figure 11-2. Sprung mass acceleration with heavily weighted ride quality
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Figure 11-3. Suspension deflection with heavily weighted ride quality
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Tire deflection
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Figure 11-4. Tire deflection with heavily weighted ride quality

variables to be very small: p;=0.4, p,=0.16, p3=0.4 and p, = 0.16. The

performance of the corresponding controller can be seen in the following
figures (Figures 11-2, 11-3 and 11-4). One can see that the sprung mass
acceleration is reduced considerably over a broad frequency range. However,
its value is unchanged compared to the passive suspension at one particular
frequency - the unpsrung mass resonant frequency of 10 Hz. No matter how
heavily the sprung mass acceleration is weighted, its performance cannot be
improved at that frequency.

For these weights the suspension deflection and tire deflection transfer
functions are considerably worse than that of the passive suspension at the
unsprung resonant frequency. Also, the suspension deflection transfer function
has a constant asymptote at low frequencies which is considerably worse
than that of the passive suspension.

The following plots (Figures 11-5, 11-6 and 11-7) show performance
using a LQR controller in which the sprung mass acceleration (ride quality)
was more heavily weighted and the other states were less weighted. The

weights used were p; =400, p,=16, p3=400 and p, = 16 (Butsuen, 1989).

One can see that the sprung mass acceleration is considerably reduced at
the sprung mass resonant frequency of 1 Hz. However, no improvement in
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Tire deflection
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Figure 11-7. Tire deflection with moderately weighted ride quality

ride quality is obtained at the unsprung mass resonant frequency compared
to the passive suspension. Further, at high frequencies, the above LQR
controller results in a roll off at 20 dB/dec instead of 40 dB/dec in the sprung
mass acceleration transfer function. This high frequency “harshness” can
potentially be eliminated by introducing a low-pass filter into the controller
transfer function. The suspension deflection is considerably increased at low
frequencies compared to the passive suspension. The tire deflection is
reduced at the sprung mass frequency but unchanged at the unsprung mass
frequency.

The following plots (Figures 11-8, 11-9 and 11-10) show performance
using a controller designed with LQR in which suspension deflection and
tire deflection were heavily weighted while sprung mass acceleration (ride
quality) was less weighted. The weights used were p;=10,000, p,=100,

3 =100,000 and p4 = 100.

We see that the mid and high frequency performance of the sprung mass
acceleration transfer function is considerably worse than that of the passive
suspension. The high frequency roll off is slower. Some improvement is
obtained, however, at the sprung mass frequency. The suspension deflection
transfer function is improved at both the sprung and unsprung mass natural
frequencies. However, its performance at low frequencies is poor. The tire
deflection transfer function is improved at both resonant frequencies.
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y Tire deflection
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Figure 11-10. Tire deflection with heavily weighted suspension and tire deflections

The performance results obtained from the LQR controller can be
understood from an analysis of the active system asymptotes (section 11.3 of

this book) and from an analysis of the “invariant points” of the system
(section 11.4).

11.3 ACTIVE SYSTEM ASYMPTOTES
Consider the full-state feedback law written in the following form:
F,=-g1(z; —2,) — 822, — 83(2, —2,) — 842, (11.18)
By substituting equation (11.18) in equations (11.1) and (11.2), taking
Laplace transforms and solving, the following closed-loop transfer functions

can be derived in terms of the feedback gains g, £,, g3 and g4
(Butsuen, 1989):

H () - s’ (b £o)hs h g0k, |

(11.19)
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H g (5) = s{gsmu - (k, —g;()gs}—(gz + g4k, (11.20)
Hpp (s) =
m,ms® +{(b, — gg)m, + (b, + g5)m, s>+ (ky + g )(m, +m,)s 112D
d(s)
where

d(s)= msmus4 +{(by + gy)m, + (b, — g4)m }S3
Hk + gmy + (kg + g1 = g3)m Js
Ay + o)k Js + (ks + 20k )

The following asymptotic properties can then be shown (Butsuen, 1989):

Sprung mass acceleration transfer function:

Active: llm H 4(s) =5, lim H 4(s) = (ﬁll (11.22)
s—0 S§—>0 s /S
. . . kb, )1
Passive: lim H 4(s)=s, lim H 4(s)=| —— |—= (11.23)
s—0 S—>00 m,mg 52

The low frequency asymptote is thus independent of both the passive
and active suspension parameters. In the case of the active suspension
system, the high frequency asymptote depends on the tire deflection feed-

back gain g5 and rolls off at 20 dB/decade while in the case of the passive

suspension, the high frequency asymptote rolls off at 40 dB/decade. The use
of tire deflection feedback thus results in high frequency “harshness” in the
ride.

Suspension deflection transfer function:

Active:
. +
lim H pg(s) = _527 84
s—0 ks + gl
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lim HRS(S)z(gW” — —gs)msj% (11.24)
§—>00 m,mg Ky
Passive:

) ) k

lim H g (5) = =75 | Tim H g (5) = | —2- |- (11.25)
50 ky, s " $3

The high frequency asymptotes for the passive and active suspensions
have the same roll-off rate but the low frequency roll-off characteristics are
entirely different. Equation (11.24) shows a general property that full state
feedback and absolute velocity feedback laws have, that of a constant low
frequency asymptote whereas the passive system decreases at low
frequencies.

Tire deflection transfer function:

+
s—0 ¢ S—>00 S
+
Passive : lim Hyp (s) = — 7 M)S iy =-L 127)
550 k; S0 S

It can be seen that both the low and high frequency asymptotes are
independent of the active suspension force.

11.4  INVARIANT POINTS AND THEIR INFLUENCE
ON THE SUSPENSION PROBLEM

Adding equations (11.1) and (11.2), one obtains
myz,+m,z, +k(z,-2,)=0 (11.28)

Equation(11.28) is independent of both the passive and active suspension
forces! This is the basic invariant equation for this vibration isolation
problem and many interesting conclusions can be drawn from it (Butsuen,
1989). The Laplace transform of equation (11.28), assuming zero initial
conditions, is
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myz(s)+ (k, +my,s?)z,(s) = k,;z,(s) (11.29)

In terms of the acceleration, suspension deflection and tire deflection
transfer functions defined in equations (11.5), (11.6) and (11.7), the
following relations can be obtained on setting s = jw

myH 4 (jo)+ k, - my0 Hop (jo) = - jm,e (11.30)
_msa)QHRS(ja))_(kt —(my +m,)o’ )[—[TDUW) =—j(m, +m,)o (11.31)

a)z(kt—mua)z RS(ja))+(k,—(ms+mu)a)2)HA(jco)=jwk, (11.32)

Equations (11.30), (11.31) and (11.32) point out the fact that once one of
the three transfer functions is determined, then the other two are determined
by the constraint equations. This is true, irrespective of what the passive and
active suspension forces are. This sheds light on why the LQR solution can
be used to significantly improve any one of the three transfer functions over
a broad frequency band, but typically at the cost of deterioration in the other
two transfer functions.

Equations (11.30), (11.31) and (11.32) can also be used to understand
why the acceleration and suspension deflection transfer functions contain
“invariant points” i.e. frequencies at which the closed-loop transfer function
is the same as the open-loop passive transfer function, no matter how the
active suspension forces are chosen. From equation (11.30), we see that the

acceleration transfer function / ,(s) has an invariant point at
o = % (11.33)

and

mk

u 't

H,(j®,, )=] (11.34)

s

From equation (11.31), it can be seen that the rattle space transfer
function has an invariant point at
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ko (11.35)
ms +mu

inv_2 T

and

. _I’I’lY +mu ms +mu
Hy(jo,, ,)=j]— 1/ (11.36)
mu kt

From equations (11.30) and (11.31), it can be seen that the tire deflection
transfer function does not possess any invariant points, except at @ = 0
(Hrp(0)=0).

Since the invariant point ®,

inv_

,occurs at a frequency approximately

equal to the unsprung mass natural frequency, this explains why the
acceleration cannot be improved at unsprung mass frequency (The unsprung

k
mass frequency is approximately given by _[—-— ). No matter how the value
u

of the suspension stiffness k is chosen or how the active suspension control

law is chosen, the acceleration transfer function will not change at the
unsprung mass frequency.

11.5  ANALYSIS OF TRADE-OFFS USING INVARIANT
POINTS

The constraint equations (11.28), (11.29) and (11.30) can be used to shed
light on why the LQR solution can significantly improve any one of the
three transfer functions over a broad frequency band, but typically only at
the cost of deterioration in the other two transfer functions. This is because
once one of the three transfer functions is determined, then the other two are
determined by the constraint equations.

The results presented in this section were initially obtained by Tetsuro
Butsuen (Butsuen, 1989).

11.5.1 Ride quality/ road holding trade-offs
Equation (11.30) can be re-written as (Butsuen, 1989)

H,(jo)=a(0)H,(jo)— jro (11.37)
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where

(o) =0’ -~ o,, ) (1138)

m
®,, | = /’i—f and 7y =t (11.39)
u S

Any change O0H ,(j®)to the ride quality transfer function results in a
change OH rp(j®)in the tire deflection transfer function. From equation
(11.37), the relation between 0H 4(j@) and 0H p(j®) can be written as

H y(jo)+6H 4(jo) = oy (@0)H rp(j @) + o1 (@0)0H 1p (j@) — jrico(11.40)

Hence
6H 4(jw) = oy (0)SH rp (j) (11.41)
If

OH 4(jw) =—¢eH 4(jw) (11.42)

then (Butsuen, 1989)

gHA(ja))__ &

SHrp (jw) = — [y (@) H ppy (jw) - jrio] or

a (@) ay (@)

&

5HTD(ja))=—€HTD(ja))+ jrla) (1143)

o\

At low frequencies (@ << ®,,, ,), the second term in equation (11.43) is
gro __go
ri(a)z _a)inv 12) -,

inv_1

negligible. >~0. The first term dominates.

Hence, at low frequencies, tire deflection can be improved while the sprung
mass acceleration is being improved. Thus both tire deflection and sprung
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mass acceleration can be improved at low frequencies. (e.g. by choosing &
equal to 0.9).

At high frequencies ﬁ becomes very big at frequencies close
w _a)inv 1
to ®,, ,. Acceleration is impossible to improve at w=w,, ,. At

frequencies @ just above o, acceleration can be improved (for

inv_1°
example, by penalizing acceleration only in LQR). However, this will result
in a dramatic deterioration in tire deflection.

11.5.2 Ride quality/ rattle space trade-offs

As shown in Butsuen (1989), equation (11.32) can be re-written as

2 2 .
) o \k, —m,w Jjok
H,(jo)=- (f 8 )2 Hpg(s)+ —— (1144)
kt _(ms +mu)a) kt _(ms +mu)a)
Hence
. 2
. Ja)a)inv 2
H, (jo)=a,(0)H(s)+——— (11.45)
inv_ 2
where
2 2 2
o (0 —o.
oy (@) = —— (2 ] ) (11.46)
mS +mu w _a)inv72
Hence
OH ,(j®) = a,(0)OH s (j@) (11.47)
Let

OH 4(jw)=—¢eH 4(jo) (11.48)
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Then

2

. . ’”s Aia%nv 2
OoH s (jw) = —gHRS(]a))—g[ +1] — (11.49)
m o\o” — o,

u nv_1

Thus as @ - 0 and as @ = ; (@> @y, 1), OHpg(jo) is

nv_1

dominated by the second term. Hence improvements in acceleration at low
frequencies and at frequencies above the unsprung mass resonant frequency

(@ > w,,, ) canonly be obtained with deterioration in rattle space.

11.6  CONCLUSIONS ON ACHIEVABLE ACTIVE

SYSTEM PERFORMANCE

From the results in the previous sections, we see that the following perform-
ance limitations will exist for state feedback control, irrespective of the
values of the state feedback gains used :

1)

2)

3)

4)

The acceleration transfer function has an invariant point at the unsprung

/ k
mass frequency @, , = |—- . The ride quality cannot be improved by
_ m,

state feedback at this frequency. High weights on the sprung mass
acceleration in the performance index result in deterioration of tire and
suspension deflection performances at the unsprung mass frequency
without any corresponding improvement in ride quality.

The use of tire deflection feedback results in the acceleration transfer
function rolling off at 20 dB/decade unlike the passive system which rolls
off at 40 dB/decade. This results in high requency harshness in the ride.

The active suspension deflection transfer function will have a constant
low frequency asymptote which results in higher suspension deflection
values compared to the passive system at very low frequencies. This
constant low frequency asymptote will exist as long as the feedback
gains on sprung and unsprung mass velocity are non-zero.

The suspension deflection transfer function has an invariant point at

k

t

. The suspension deflection cannot be
(m, +m,)

1

about4 Hz w,, , =

improved at this frequency by active control.
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5) Improvements in tire deflection at the unsprung mass natural frequency
can only be obtained at the expense of increased sprung mass
acceleration.

In order to improve ride quality without deterioration in the suspension
deflection and tire deflection transfer functions, the best one can do is

1) Achieve significant reduction in sprung mass acceleration at the sprung
mass frequency.

2) Simultaneously achieve significant reduction in suspension deflection
and tire deflection at the sprung mass natural frequency.

3) Avoid any deterioration in all three transfer functions at the unsprung
mass natural frequency.

4) Avoid high frequency harshness by ensuring that the sprung mass
acceleration rolls off at 40 dB/decade at high frequencies.

5) If possible, ensure that the suspension deflection transfer function does
not have a constant low frequency asymptote.

11.7 PERFORMANCE OF A SIMPLE VELOCITY
FEEDBACK CONTROLLER

Since very little performance improvement can be obtained at the unsprung
mass resonant frequency (10 Hz), it might be best to concentrate on improving
performance at the sprung mass resonant frequency (1.2 Hz). Almost all of
the performance improvement at the sprung mass resonant frequency can be
obtained by using a simple velocity feedback control law, also known as
“sky-hook” damping, defined as follows (Karnopp, 1986):

F, =—kyz, (11.50)

This control law is simpler, does not require full-state feedback and
provides almost all the performance improvement that the earlier full state
feedback LQR control law could provide. Note that the absolute (i.e. inertial)
sprung mass velocity is being used in the skyhook damping control law.

The figures (Figures 11-11, 11-12 and 11-13) show the performance of
this sky-hook damping control law. A feedback gain of k, = 4000 was used.

Note that the slower roll-off at high frequencies in the ride quality transfer
function is eliminated by the sky-hook damping controller.
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Figure 11-13. Tire deflection with sky-hook damping

11.8 HYDRAULIC ACTUATORS FOR ACTIVE
SUSPENSIONS

In all of the analysis so far, the active suspension control system has been
designed assuming that the force F, is the control input. Spool valve

controlled electro-hydraulic actuators are often used to provide the force F,.

Several papers in literature have focused on the control of a electro-
hydraulic actuator to track a desired force specified by an active suspension
controller of the type discussed in sections 11.2 — 11.7 (Rajamani and
Hedrick, 1994, Rajamani and Hedrick, 1995, Chantranuwathanl and Peng,
1999, Liu and Alleyne, 2000, Zhang and Alleyne, 2001).

The dynamics of a spool valve controlled hydraulic actuator can be
approximated by (Rajamani and Hedrick, 1994)

P -sen(u)
F,=ad,C wu f”—mj(z's ~z) (11.51)
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Here F, is the suspension force provided by the actuator while u is the

spool valve movement from equilibrium and constitutes the control input for
controlling the hydraulic actuator. The other parameters in the equation are
as follows —

4p

a) the parameter « is defined asa =—— where /V,

is the total

t
hydraulic cylinder volume and is equal to 2V, where V, is the
equilibrium volume of each chamber of the cylinder.
b) /S is the bulk modulus of the hydraulic fluid.
c) C, discharge coefficient of the spool valve.
d) w is the spool valve width.
e) A, is the piston area.

Assume that the desired suspension force is denoted by £, . This is

typically a force determined by an LQR controller or by a sky-hook damping
controller of the type discussed in sections 11.2 — 11.7. The goal then is to
determine a control law for the spool valve input u that ensures that the
desired suspension force is tracked.

The sliding surface control methodology or other nonlinear control
design methods can be used to ensure tracking of the desired suspension
force (Rajamani and Hedrick, 1994, Liu and Alleyne, 2000).

Define the surface

s=F,—F, . (11.52)

Differentiate equation (11.52) to obtain

P —sgn(u)j“
§=ad, Cowul|———2 —aqd X2, - 2,)- F
e,

(11.53)

Convergence to the surface s =0 can be ensured if the closed-loop
dynamics for the surface are § = —7s . Set § = —7s to get

P~ sen(u)
aApdeu Tp = —77S + OCAPZ(Z.S — Zu)+ F:zfdes
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Hence, the following control law can be used to ensure convergence to
the surface s =0

2(. . .
U== (_775+aAp (Zs_Zu)+F:17des) (1154)
R—sgn(u)fl"
ad Cow|——
1%

Note that sgn(u) appears in the denominator of equation (11.54). Thus
u appears both on the left hand side and the right hand side of this equation.
The value of sgn(u) is determined by the sign of the numerator in equation

(11.54). Hence the value of the numerator is calculated first. If this value is
negative, then sgn(u) takes on a value of -1. If the value of the numerator is

positive then sgn(u) takes on a value of +1. The denominator of equation
(11.54) is then calculated using the correct value of sgn(u) .

Considerable literature can be found on the dynamics and control of
hydraulic actuators for active automotive suspensions. The reader is referred
to Rajamani and Hedrick (1994), Rajamani and Hedrick (1995),
Chantranuwathanl and Peng (1999), Liu and Alleyne (2000), Zhang and
Alleyne (2001) and the references found therein.

11.9 CHAPTER SUMMARY

This chapter discussed control system design for active suspension systems
using quarter car suspension models. The LQR formulation was used for

control design. The relation between LQR and H,-optimal control for

disturbance rejection was also discussed.

The three transfer functions of interest for the quarter car system were the
ride quality, suspension deflection and tire deflection transfer functions. The
influence of a variety of different weighting factors in the LQR performance
index on these three transfer functions under closed-loop active control was
studied.

The suspension system was shown to have two invariant points — one
each for the ride quality and the suspension deflection transfer functions.
The analysis of these invariant points helped understand the limitations of
achievable performance with any active suspension control system. It was
found that in order to improve ride quality without deterioration in the
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suspension deflection and tire deflection transfer functions, the best that
could be achieved is as follows:

1) Achieve significant reduction in sprung mass acceleration at the sprung
mass frequency.

2) Simultaneously achieve significant reduction in suspension deflection
and tire deflection at the sprung mass natural frequency.

3) Avoid any deterioration in all three transfer functions at the unsprung
mass natural frequency.

4) Avoid high frequency harshness by ensuring that the sprung mass
acceleration rolls off at 20 dB/decade at high frequencies.

5) 1If possible, ensure that the suspension deflection transfer function does
not have a constant low frequency asymptote.

Section 11.7 showed that the “sky-hook damping” controller provides
almost all of the achievable performance described above. The sky-hook
damping controller can therefore be effectively used in place of a full state
feedback controller.

NOMENCLATURE

Z, sprung mass displacement

z, unsprung mass displacement

z, road profile input

m sprung mass

m, unsprung mass

k, suspension stiffness

b, suspension damping

k, tire stiffness

F, active suspension actuator force

K Laplace transform variable

H ,(s) sprung mass acceleration transfer function
H () suspension deflection transfer function
H,,(s) tire deflection transfer function

A,B,L matrices used in state space model of quarter car suspension
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X state space vector

A4, B, B, matrices used in explanation of F, -optimal control
C., D, matrices used in explanation of /1, -optimal control
J LQR performance index

O,R,N matrices used in LQR performance index

P> Py Pys Py weights used in LQR performance index for active

suspension system

G feedback gain matrix from LQR solution

g,8,, 8 8 feedback gains from LQr solution

()

1 invariant point for sprung mass acceleration transfer function

@, - invariant point for suspension deflection transfer function

a,(®), a,(®), r, functions used in the analysis of invariant points
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Chapter 12
SEMI-ACTIVE SUSPENSIONS

12.1 INTRODUCTION

A semi-active suspension system utilizes a variable damper or other variable
dissipation component in the automotive suspension. An example of a
variable dissipator is a twin tube viscous damper in which the damping
coefficient can be varied by changing the diameter of the orifice in a piston.

Figure 12-1 shows the schematic of a twin tube variable orifice damper
in which the orifice diameter can be varied with electronic control. As the
piston moves inside the cylinder, it causes fluid flow through the orifice.
A larger orifice provides less dissipative resistance while a smaller orifice
provides increased dissipative resistance.

To use the variable orifice damper as a semi-active actuator, the opening
of the orifice is determined in real time by feedback control laws. Thus the
damping provided by the device is varied in real time by feedback control.

Another example of a semi-active dissipator is a magneto rheological
(MR) damper which uses MR fluid. A MR damper is shown in Figure 12-2.
Magnetorheological (MR) fluids are materials that respond to an applied
magnetic field with a change in rheological behavior. Typically, this change
is manifested by the development of a yield stress that monotonically
increases with applied magnetic field. The dissipative force provided by the
damper can be controlled by controlling the electromagnetic field.

The dissipative force as a function of velocity across the piston of the
MR damper is shown in Figure 12-3 for different values of current in the
electromagnetic coil. Thus, with different levels of current, different levels
of dissipative force can be obtained.

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 329
DOI 10.1007/978-1-4614-1433-9 12, © Rajesh Rajamani 2012
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This chapter focuses on the development of control systems that utilize
variable dissipators in the suspension system to improve the performance of
the automotive suspension. Such a suspension system that utilizes a variable
dissipator which is controlled in real-time is called a semi-active suspension.

Advantages of a Semi-Active Suspension System

Compared to fully active suspension systems, semi-active systems consume
significantly less power. The power consumption in a semi-active system is
only for purposes of changing the real-time dissipative force characteristics
of the semi-active device. For example, power is used to change the area of
the piston orifice in a variable opening damper or to change the current in
the elecromagnetic coil of a MR damper. External power is not directly used
to counter vibratory forces. Another advantage of semi-active systems over
active systems is that they cannot cause the suspension system to become
unstable. This is due to the fact that they do not actively supply energy to the
vibratory suspension system but only dissipate energy from it.

12.2 SEMI-ACTIVE SUSPENSION MODEL

A quarter car semi-active suspension system is shown in Figure 12-4. The
variable damper b, (¢) is constrained to be between the following values:

0 < By (1) < bryax (12.1)

The equations of motion of the two-degree-of-freedom quarter-car suspen-
sion shown in Figure 12-4 are

mz +by(z, —z,)+ko(zg —2,) = =bgopi ()24 —Z,,) (12.2)
muéu + kt(zu _Zr) _bs(zs - Zu) _ks(zs _Zu) = bsemi(t)(z.s - Ztt) (12-3)

The state space model of the quarter-car active automotive suspension
system can be written as (Yue, et. al., 1988)

X=Ayx+BF,,; + Lz, (12.4)



332 Chapter 12

= Ayx + Nxb,,,; + Lz, (12.5)

= Aox — Bbyppi(x —X4) + Lz, (12.6)

Zs

Zy

Figure 12-4. Quarter car semi-active automotive suspension

where the variables are as follows

X =z,—z, suspension deflection (rattle space)

Xy =Zy absolute velocity of sprung mass

X3 =2z,-2, tire deflection

X4 =2z, absolute velocity of unsprung mass
Fiomi semi-active force (= —by,,,; (Z, — Z,) )

Xy — X4 relative suspension velocity
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0 1 0 -1 0
_k by b
Ay = my my my _ 1/m
0 0 0 1 | 0
kS‘ bS‘ kt bS
- = - —— -1/m,
| m, m, m, m, |
[0 0 0 0 |
1 1 0
O - — 0 —
—_ mS S —
,N = 0 0 0 0 and L= 1
0 L () _L 0
L m, my |

Equations (12.4), (12.5) and (12.6) are different representations that have
been used in literature for the same semiactive suspension system. In this
chapter, we will primarily use the representation (12.5).

Note that the term Nxb involves a product of the states Nx and the

semi

control input b Hence the semi-active suspension system is not linear,

semi *
but is a bilinear system.

12.3 THEORETICAL RESULTS: OPTIMAL
SEMI-ACTIVE SUSPENSIONS

This section presents theoretical results on how the semi-active control
system design problem is formulated and solved mathematically.

This section can be skipped during a first time reading of this chapter.
The reader who is more interested in the final control law (rather than its
derivation) can skip to section 12.4. The theoretical results in this section are
largely based on the original work of Tetsuro Butsuen (Butsuen, 1989).

12.3.1 Problem formulation

For the plant given by equation (12.5), assume that the road input Z,. is white
noise with intensity » . Assume that the passive system is by itself stable i.e.

Re{l(4y)}<0 (12.7)
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The performance index of this system is the same as that of the active
system in the previous chapter and is given by

T—o T

T
1 . .
J = lim — E[I 2oz =z )+ ooz + palen =2 ) + paz,”
(12.8)

where py, p,, pP3, P4 are weighting factors as before.

The integrand in the performance index in equation (12.8) can be
separated into two terms — one with b,,,; and one without b,,,;. With this

separation, equation (12.8) can be re-written as (Butsuen, 1989)

T
J = lim lE{ j xT(0g + Qo ) dt} (12.9)

T
—>0 0

where Q) is the same as () in the active chapter and is given by

2
b.k b.k
Evp Mo b
mS ms mS
bgkg Vz bS2
| e, 0 -
Q= m? w2 2 (12.10)
0 P3 0
2 2
_bsks _bs 0
2 2
L mg mg mg |

and where Q,,,,,; (Ds,,,; ) 1s a function of the control input b,,,,; and is given by

kb _ kb
0 msgmz 0 msezmz
ksbsemi (Zb + bseml )bsemi 0 (2b + bseml )bsemi
Osemi = ms2 ms2 ms2
0 0 0 0
_ ksbsemi _ (2bs + bsemi )bsemi 0 (2bs + bsemi )bsemi
L ms2 ms2 ms2

(12.11)
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The performance index can also be rewritten as

0

J=] (xT QX +2bgi’ S(X)X + by’ R(x)bseml-) di (12.12)
0
where
_ 1 2 R
R(x) =—F (x5 —x4)" = R(x3 —xy) (12.13)
m

S(x){— CE bsz}(xz—x4)=—50(x2_x4)
m

N S

(12.14)

1 kS N N
Thus, R =—— and S, :{— 5 ——5 0 7 |-
mS

N

Note that, as in section 11.2.2, minimizing the variance of the output for
a white noise road input profile is an H,-optimal control problem. The

output vector contains the variables of interest and would include suspension
deflection, tire deflection and sprung mass acceleration. Again, as in section

11.2.2, this H, -optimal control problem has the same solution as the quadratic

regulator problem in which one attempts to minimize the performance index
of equation (12.12) for all initial conditions.

12.3.2 Problem definition

The semi-active control design problem is defined mathematically as follows:

Find the optimal control input b emi* (¢) so as to minimize the performance
index (12.12) subject to the following constraints (12.15) and (12.16) and the

initial condition (12.17).

X = Ayx + Nxb (12.15)

semi
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0<b,,; <b (12.16)

semi max

x(0) = xq (12.17)

Before solving the above problem directly, we would like to consider the
problem which has no constraint on b,,,,; i.e. =00 <b,,,; <. This is the

result in Theorem 12.1.
12.3.3 Optimal solution with no constraints on damping

THEOREM 12.1

If there is no constraint on by, (¢), the optimal control bsemi*(t) can be
expressed as (Butsuen, 1989)
* -1 T .
Boomi = —R(x) [(Nx) P+S(x)]x if x, # x4 (12.18)
Deomi =0 if Xy =x4 (12.19)
where
2 2
R(x) =—5 (x2 —x4)" = R(xy - x4)
mS
k b b
S =--—5 ——5 0 —|x-x) =-So(x;-x4)
mS mS mS
and where P is determined by the following Riccati equation
PA+A"P+0-PBR'BTP=0 (12.20)
with
A=A4y-BR'S, (12.21)

0=0,-5"R""S, (12.22)
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Furthermore, the optimal cost J " s
* T
J =x" (0)Px(0) (12.23)

Equation (12.23) shows that the minimum cost of this system is exactly
the same as that of a fully active suspension system.

Proof: The statement of this theorem is taken from Butsuen, 1989. The
proof of the theorem is available in Butsuen, 1989.

Interpretation:
First, note that

mszso ¥ = [ksxl +b,(x, — x4)]

Xy =Xy Xy =Xy

—R(x)"'S(x)x = . Thus, the — R(x) ' S(x)x

term serves to cancel both the passive spring force and the passive damper
force.

Next, note that the — R(x)_l(Nx)TPx term is equal to a state feedback
term of the type — Kx. In fact, this term is exactly equal to the state
feedback term of F,, =—R™'B’ Px obtained in the fully active suspension

control law of equation (11.17).
Hence

Fsemi = {_ R(x)_l l(Nx)TP + S(x)l’(}(x2 — X4 ) = Fsl + FsZ
where
a) F,= —{R(x)*1 (Nx)TPx} (x, — x,) = —KXx is the state feedback force and

b) F, =—{R(x) "' S(x)x}(x, —x,) =k.x, +b,(x, — x,) is the component

that cancels the passive spring and damper forces.

Thus Theorem 12.1 says that the two systems shown in Figure 12-5
below (the force control and the modulated damper control systems) are

equivalent if the modulated damper rate , b,,,,; (¢), takes all real values.
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Figure 12-5. Equivalence of force control and unconstrained modulated damper control
systems

The force between the sprung mass and the unsprung mass for a fully
active suspension is equal to the total suspension force in the case of a

*
semiactive suspension if the modulated damper b is allowed to take all

semi
real values. If the state feedback component of the fully active suspension
after cancellation of the passive terms is given by

F, =-Kx=-R'B"Px (12.24)

then the total force that acts between the sprung mass and the unsprung mass
in the case of the optimal semi-active suspension is given by

F

semi _ksxl - bs (x2 - x4) - bs *(xz - x4) = _R_l (BTP)X = F:zl (1225)

Thus, if there were no constraints on the semi-active damping coefficient
b.,..(t), then the performance of the optimal semi-active suspension would
be completely equal to that of the fully active suspension system.

The next result takes the constraints 0 < b, < b, . into consideration.

Again, this result was originally obtained by Tetsuro Butsuen (Butsuen,
1989).



12. Semi-Active Suspensions 339
12.3.4 Optimal solution in the presence of constraints

THEOREM 12.2

In the presence of the constraints 0 < b, . < b ... , the optimal control b

can be obtained as (Butsuen, 1989)

semi

b" =0 if {(Nx)TP + S(x)}z 0 (12.26)
b =—R(x)"! {(Nx)TP + S(x)}x <0

if = R(x)byay < {(Nx)T P+ S(x)}< 0 (12.27)
b =b,, if {(Nx)T P+ S(x)}< —R(xX)b, 0 (12.28)

where the matrix P is determined by the same Riccati equation (12.20) as
before.

The optimal cost J " s

J" =xT(0)Px(0) + j R(x)"' A %dr + j R(x)"' A, %dt (12.29)
>0 A >0

where A; and A, are Lagrange multipliers for constraint equations (12.11)
and (12.12) such that

A = {(Nx)TP+ S(x)}x Ay =0 if {(Nx)TP+ S(x)}z 0 (12.30)
A =0, Ay =0 if = R(x)b,,, < {(Nx)TP+S(x)}<o (12.31)

2 =0, 25 = —{(Nx) P+ S(x)x = RO
if {(Nx)T P+ S(x)}< —R(x)byax (12.32)

Proof: The statement of this theorem is taken from Butsuen, 1989. The
proof of the theorem is available in Butsuen, 1989.
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12.4  INTERPRETATION OF THE OPTIMAL SEMI-
ACTIVE CONTROL LAW

Let the optimal active control force be given as

F =—Kx+kx +b(x,—x,) (12.33)
or

F, =—R(BTP+Sy )k
where

kox{ +by(xy —x4) =—R'Syx (12.34)
is the passive suspension force and
—Kx=R"'B"Px (12.35)

is the optimal state feedback force component obtained from the LQR
solution for the fully active system (see chapter 11, equation (11.17)).

Thus the total active force is F, = —R”! (BTP +8) }( .
Note that the term (Nx)" P+ S(x) appearing on the right hand side of

F
equations (12.26), (12.27) and (12.28) is equivalent to 4
X, — X,

The optimal semi-active control law derived in section 12.3 can therefore
be written in terms of the suspension variables as

bsemi* =0 if _Fa(xz —X4)SO (12.36)
* F F
Boppi =——2— if 0<——94—<bh_. (12.37)
Xy = X4 Xy =Xy
x , F,
bsemi = bmax if > bmax (12-38)
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and the corresponding semi-active force is given by

Foomi = _bsemi (xZ - X4) (12.39)
A Fa
F
_ a
bsemi -
x2 — X4
bsemi < bmax bsemi =0
Xy — Xy
F
_ _ a
bsemi =0 bsemi -
xZ — X4
bsemi < max

Figure 12-6. Semi-active control law shown schematically as a function of F’ o and relative

velocity

Figure 12-6 shows the semi-active control law schematically. When the
fully active force £, and the relative suspension velocity x, — x4 have the
same sign, then the required active force is in the same direction as the
relative velocity. Such an active force cannot be provided by a dissipative
device, since a dissipative device can only provide a force which is opposite

to the relative velocity. In this case the value of damping b,,,,; in the semi-

active device is chosen to be zero. When the fully active force /£, and the

relative velocity x, — x4 have the opposite sign, then a dissipative device
can indeed provide the desired force. In this case the value of the semi-active

is chosen to be b =——2% _ If this value

damping coefficient b comi
Xy — Xy

semi
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exceeds the maximum available damping coefficientd,,, , then b, . is set

to be equal to b,y -

The semi-active control law is also summarized in Table 12-1 of this
chapter.

Table 12-1. Summary of Semi-Active Control Law

SUMMARY OF SEMI-ACTIVE CONTROL LAW

Symbol Nomenclature Equation

Optimal fully- F =—Kx+kz +b(z, —-z)
active force
See equations (11.16) and (11.17)

in Chapter 11

.. "
bsemi Sern-l-acnve bsemi = 0 ]f - Fa (Zs - Zu) S 0
(variable)
damping " F F
a .
coefficient bsemi =—— if0< - - a_ < bmax
Xy — Xy By =%,
* F
a
bsemi = bmax if — > bmax
XZ — X4
and

*
Fsemi = _bsemi (x2 - X4)

12.5 SIMULATION RESULTS

The performance of the semi-active control laws of equations (12.36),
(12.37) and (12.38) is shown in Figures 12-7, 12-8 and 12-9. A road input
frequency of 1 Hz was used in the time simulations. As shown in these
figures, ride quality, suspension deflection and tire deflection are all improved
significantly at 1 Hz compared to the passive system.

In the case of the passive suspension system, in Figures 12-7, 12-8 and
12-9, the time response of the system is purely at 1 Hz due to the road input
being at this frequency. In the case of the semi-active suspension system,
however, the response contains higher frequencies in addition to the 1 Hz
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Figure 12-7. Acceleration at 1 Hz
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Figure 12-8. Suspension deflection at 1 Hz
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frequency. This is because of the switching nature of the nonlinear semi-
active control law. The semi-active damping coefficient b, switches between
zero and the equivalent active force value as the relative suspension velocity
changes sign with respect to the active force. Figure 12-10 shows the scaled
semi-active damping coefficient and the sprung mass acceleration on the
same plot. It can be clearly seen from this figure that the higher frequency in
the sprung mass acceleration is caused by the periodic switching in the semi-
active damping coefficient from active force value to zero or maximum
value and vice-versa.

12.6 CALCULATION OF TRANSFER FUNCTION
PLOTS WITH SEMI-ACTIVE SYSTEMS

Since the semi-active system is nonlinear, with the control law being the
switched nonlinear laws of equations (12.36) — (12.38), it is not obvious how
closed-loop transfer function plots can be calculated for this system. The
transfer function calculation is done in two steps (Butsuen, 1989):

1) The external road input excitation problem is represented as an equi-
valent initial condition problem and the time response of the semi-active
system to the equivalent initial condition is obtained by simulation.

2) A Fast Fourier Transform of the output signal from the simulation is
obtained and appropriately scaled to obtain the transfer functions for
sprung mass acceleration, suspension deflection and tire deflection.

To see how the road input excitation problem can be represented as an
equivalent initial condition problem note that the closed-loop system is given by

x=(A-BK)x+ Lz, (12.40)
In the absence of initial conditions, the transfer function is
x=(sI—A+BK) 'Lz, (12.41)
If z, is white noise of intensity « , its Laplace transform is ¢ . Hence
x=(s/—A+BK)'La (12.42)

This is equivalent to the response of the closed-loop system to the initial
condition
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0
xo=L=a (12.43)

with there being no road input.

In Butsuen (1989), it has been shown that the output-input amplitude
ratio for the transfer function in equation (12.42) is independent of the input
amplitude « , in spite of the fact that the semi-active system is nonlinear.

Hence the response of the closed-loop system to the white noise input z,

can be represented by an equivalent initial condition problem in which Z, is

assumed to be zero.

The time response of the semi-active system can be obtained to the initial
condition given in equation (12.43) and its Fast Fourier transform can then
yield the closed-loop transfer function.

Figure 12-11 shows the sprung mass acceleration time-response of
the semi-active system. The initial condition was assumed to be
Xg = [0 0 -0.01 O]T and the road input was taken to be zero. The
transfer function from road input to sprung mass acceleration obtained by

2.5

N
(&)
|

—_
1

o
T
|

acceleration (m/s/s)
o
(&)
|

0 0.5 1 1.5
time (sec)

Figure 12-11. Initial condition response of the semi-active system
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taking the Fast Fourier Transform of this time response is shown in Figure
12-12. A detailed study of the performance of the semi-active system and
comparison of the performance with passive systems is presented in the next
section.

acceleration

10"2 . L . L . L
10" 10° 10" 10°

frequency (Hz)

Figure 12-12. FFT of the initial condition response of the semi-active system

127 PERFORMANCE OF SEMI-ACTIVE SYSTEMS

12.7.1 Moderately weighted ride quality

The following plots (Figures 12-13, 12-14 and 12-15) show performance of
the semi-active system using the following weights in the performance

index: p;=400, p,=16, p3=400 and p, = 16. As explained in the pre-

vious chapter on fully active suspension systems, these weights are such that
the sprung mass acceleration (ride quality) is more heavily weighted and the
other states are less weighted.

The performance of the semi-active system with the above weights and
its comparison with the standard passive system is shown in Figures 12-13,
12-14 and 12-15. The sprung mass acceleration, suspension deflection and
tire deflection are all significantly improved at the first natural frequency.
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tire deflection

10 -1 ‘ ‘ “HH‘O ‘ ‘ “““‘1 ‘ ‘ “‘2
10 10 10 10
frequency (Hz)

Figure 12-13. Tire deflection transfer functions for a performance index with moderate
weights

suspesion deflection

10" 10° 10" 10°

frequency (Hz)

Figure 12-14. Suspension deflection transfer function for a performance index with moderate
weights
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However, there is no difference in performance in any of these transfer
functions at the second natural frequency. It can also be seen from Figure
12-15 that the switching nature of the semi-active system introduces some
high frequency variations in the sprung mass acceleration transfer function.

acceleration

10_21 T R .
10 10 10 10

frequency (Hz)

Figure 12-15. 15 Acceleration transfer functions for a performance index with moderate
weights

12.7.2 Sky hook damping

This section demonstrates the performance of a semi-active system which
attempts to provide the equivalent of sky-hook damping. The desired semi-
active force is defined as

F, =-4000z, (12.44)
The semi-active damping coefficient is determined as before, using

b =0 if —F,(xy—x4)<0 (12.45)



350 Chapter 12

pro—ta oo ta oy (12.46)

——a (12.47)
Xy — Xy

The performance of this system and its comparison with the standard
passive system is shown in Figures 12-16, 12-17 and 12-18. One can see that
the sprung mass acceleration, suspension deflection and tire deflection are
all significantly improved at the first natural frequency. There is no
difference in performance at the second natural frequency. The performance
achieved in sky-hook damping is similar to that achieved in section 12.7.1. It
is also clear from Figure 12-18 that the switching nature of the semi-active
system introduces some high frequency variations in the sprung mass
acceleration transfer function.

10+

tire deflection

10_31 Y X 2
10 10 10 10

frequency (Hz)

Figure 12-16. Tire deflection transfer functions for semi-active control with sky hook
damping
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suspesion deflection

10" 10° 10" 10°

frequency (Hz)

Figure 12-17. Suspension deflection transfer functions for semi-active control with sky hook
damping

10 -

10 |

acceleration

10 | Rk

107
10 10 10 10

frequency (Hz)

Figure 12-18. Acceleration transfer functions for semi-active control with sky hook damping
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12.8 CHAPTER SUMMARY

This chapter focused on the development of semiactive control systems for
automotive suspensions. Compared to fully active suspension systems, semi-
active systems consume significantly less power. The power consumption in
a semi-active system is only for purposes of changing the real-time
dissipative force characteristics of the semi-active device. External power is
not directly used to counter vibratory forces. Another advantage of semi-
active systems over active systems is that since they only use energy
dissipation, they cannot cause the suspension system to become unstable.

The rigorous development of a control system that utilizes a variable
damper as the control input for the semi-active suspension is a challenging
problem. It was found that if there were no constraints on allowable damping
(i.e. it is allowed to take any positive or negative value), then the perform-
ance obtained with a semiactive suspension is the same as that obtained with
a fully active suspension. With constraints on damping, the optimal control
system provided the same semi-active force as the fully active force as long
as the required damping coefficient for doing so was in the allowable range.
If the required damping coefficient was out of the allowable range, then the
optimal control system required the use of the constrained limit values of
damping.

Simulation results showed that the semi-active system could provide
significant improvements in the ride quality, suspension deflection and
tire deflection transfer functions at the sprung mass resonant frequency. The
ride quality has high frequency harshness due to the switching that occurs in
the semi-active control system. However, this high frequency harshness can
be reduced by reducing the switching bandwidth of the semi-active damper.

NOMENCLATURE

Z, sprung mass displacement
z, unsprung mass displacement
z, road profile input

m sprung mass

m, unsprung mass

suspension stiffness
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b,

kt

F,

Fsemi

Doomi

bmax

S

H ,(s)

H s (s)
Hip(s)

A, B, L

X

J

Oy Ouni» R, N
Pi> P> P3s Py
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Sy» R
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> &> 8- &
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Chapter 13
LATERAL AND LONGITUDINAL TIRE FORCES

13.1  TIRE FORCES

Forces and moments from the road act on each tire of the vehicle and highly
influence the dynamics of the vehicle. This chapter focuses on mathematical
models for describing these tire forces and moments.

side view
top view
contact patch
Figure 13-1. The contact patch of a tire
R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 355
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Unlike a rigid undeformable wheel, the tire does not make contact with
the road at just one point. Instead, as shown in Figure 13-1, the tire on a
vehicle deforms due to the vertical load on it and makes contact with the
road over a non-zero footprint area called the contact patch.

Figure 13-2 shows the sign convention adopted in this book for the
major forces and moments that act on the tire. The origin of the reference
axes is at the center of the contact patch. The X axis is defined by the
intersection of the ground plane with the mean plane of the wheel. Axis Z
is perpendicular to the ground and points upwards. To ensure a right handed
axes, the ¥ axes points rightwards.

The force the tire receives from the road is assumed to be at the center of
the contact patch and can be decomposed along the three axes. The lateral
force F, is the force along the Y axis, the longitudinal force F), is the force

along the X axis and the normal or vertical force £, is the force along the

Z axis. Similarly, the moment the tire receives from the road can be

VA
A

Figure 13-2. Tire forces and moments
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Fi

longitudinal axis of the
vehicle

tire

Figure 13-3. Lateral and longitudinal forces and restoring moment

decomposed along the three axes. The moment along the Z axes M, is
called the aligning moment. The moment along the X axes M, is called
the overturning moment and the moment along the Y axis M y is called the

rolling resistance moment.

In this chapter we shall be primarily concerned with the lateral force F,,
the longitudinal force F, and the aligning moment A . These are shown in
Figure 13-3.

13.2 TIRE STRUCTURE

The “carcass” of the tire is made up of a number of layers of flexible cords
of high modulus of elasticity encased in a matrix of low modulus rubber
compounds. The geometric disposition of the layers of rubber coated cords,
particularly their directions, play a significant role in the behavior of the tire.
Tires are commonly bias-ply or radial-ply (Wong, 2001).

In bias ply tires, the cords in the carcass have an angle (or bias) of
approximately 40 degrees with respect to the circumference. The cords in
adjacent plies run in opposite directions. A bias ply tire usually has 2 or
more plies (up to 20 plies for heavy-load tires).
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CARCASS PLIES
RUNNING AT BIAS ANGLE

CROWHN ANGLE
OF CORDS IN THE BELT

CARCASS PLIES
RUNMNING AT RADIAL ANGLE

(b}

Figure 13-4. Tire construction: a) Bias-ply tire and b) Radial-ply tire'

The radial ply tire is a belted tire and has one or more belts, in addition to
plies. A belt is a steel mesh placed between the body and the tread. Each belt
adds an additional layer in the tread area but leaves the sidewall area
untouched. Besides the belt, a radial tire also has plies just like the bias-ply
tire, but the cords in these plies are made of a softer material like polyester
instead of nylon. The cords in the plies run perpendicular to the
circumference of the tire. On the side walls of the tire, the direction of these
cords is radial and hence the name “radial” tires.

The use of radial ply tires has now become dominant for passenger cars
and trucks. The radial ply tire has low sidewall stiffness and provides a
smoother ride. The contact patch is also larger and more stable with radial
tires, hence providing better handling. The power dissipation of the radial
ply tire could be as low as 60% of that of the bias ply tire under similar
conditions and the life of the radial ply tire could be as long as twice that of
the equivalent bias-ply tire (Wong, 2001).

! Reprinted from “Ground Vehicles,” by Wong (2001), with permission from John Wiley and
Sons, Inc.
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13.3 LONGITUDINAL TIRE FORCE AT SMALL SLIP
RATIOS

Experimental results have shown that the longitudinal tire force at small
“slip ratio” is proportional to the slip ratio.

Slip ratio

The difference between the actual longitudinal velocity at the axle of the
wheel V, and the equivalent rotational velocity 7,,®,, of the tire is called

longitudinal slip. In other words, longitudinal slip is equal to (reffa)w - Vx).

Longitudinal slip ratio is defined as

r,o, =V
o, =L X during braking (13.1)
V.
r.o, —V ) )
o, =L % Juring acceleration (13.2)
Ve @
4000
3000 acceleration
2000
1000
z
[0
o 0
Rel
Q
~ -1000
-2000
-3000 deceleration
(braking)
_4000 | | | | | | |
-0. -0.3 -0.2 0.1 0 0.1 0.2 0.3 0.4

slip ratio

Figure 13-5. Longitudinal tire force as a function of slip ratio
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Experimental results have established that the longitudinal tire force
generated by each tire depends on the slip ratio, the normal (vertical) force
on the tire and the friction coefficient of the road surface.

If the friction coefficient of the tire-road interface is assumed to be 1 and
the normal force is assumed to be a constant, the typical variation of
longitudinal tire force as a function of the slip ratio is shown in Figure 13-5.

From Figure 13-5, it is clear that in the case where longitudinal slip is
small (less than 0.1 on dry surface), the longitudinal tire force is directly
proportional to the slip ratio. The tire force in this case can thefore be
modeled as

F

. =C, 0., (13.4)

Direction of longitudinal motion

start of conta>§\\ “end of contact

patch : : patch
. static region - sliding region

Contact patch

Figure 13-6. Longitudinal force in a driving wheel
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where Cyr and C, are called the longitudinal tire stiffness parameters of

the front and rear tire respectively. It should be noted that longitudinal slip
ratio is typically small during normal (gentle) driving on a dry surface road.

A rough explanation of why the longitudinal force is proportional to slip
ratio can be seen from Figure 13-6.

The lower portion of Figure 13-6 shows a schematic representation of
deformation of the tread elements of the tire. The tread elements are
modeled as a series of independent springs that undergo longitudinal
deformation and resist with a constant longitudinal stiffness. Such a model
of the tire is called a “brush” model or an “clastic foundation” model
(Pacejka, 1991, Dixon, 1991).

Let the longitudinal velocity of the wheel be V_ and its rotational

velocity be @, . Then the net velocity at the treads, as shown in Figure 13-6,
is 7,
First, consider the case where the wheel is a driving wheel, for example,
the front wheels in a front-wheel drive vehicle. In this case, since the wheel

is a driving wheel, Ty @, > V.. Hence the net velocity of the treads is in a

o, -V

X

direction opposite to that of the longitudinal velocity of the vehicle. Assume
that the slip 7,0, — V_ is small. Then there is a region of the contact patch

where the tread elements do not slide with respect to the ground (called the
“static region” in Figure 13-6). As the tire rotates and a tread element enters
the static region of the contact patch, its tip which is in contact with the
ground must have zero velocity. This is because there is no sliding in the
static region of the contact patch. The upper part of the tread element moves

with a velocity of 7,,@, —V, . Hence the tread element will bend forward as

shown in Figure 13-6 and the bending will be in the direction of the
longitudinal direction of motion of the vehicle. The maximum bending

deflection of the tread is proportional to the slip velocity 7, @, —V, and to

the time duration for which the tread element remains in the contact patch.
The time duration in the contact patch is inversely proportional to the

rotational velocity 7,,®, . Hence the maximum deflection of the tread

element is proportional to the ratio of slip to absolute velocity i.e.
L@, =V,

X

proportional to the slip ratio
V@,
Thus the net longitudinal force on the tires from the ground is in the
forward direction in the case of a driving wheel and is proportional to the
slip ratio of the wheel.
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In the case where the tire is on a driven wheel, the longitudinal velocity
is greater than the rotational velocity (V, >r,®,). In this case the net
velocity at the treads is in the forward direction and hence the bristles on the
tire will bend backwards. Hence the tire force on the driven wheel is in a

direction opposite to that of the vehicle’s longitudinal velocity. Again, for
small slip ratio, the tire force will be proportional to slip ratio.

13.4  LATERAL TIRE FORCE AT SMALL SLIP
ANGLES

Experimental results show that for small “slip angle”, the lateral force on a
tire is proportional to the slip angle at the tire.

tire longitudinal axis of the
F, vehicle
Figure 13-7. Tire slip angle and lateral force at front tire
Slip Angle

The slip angle of a tire is defined as the angle between the orientation of the
tire and the orientation of the velocity vector of the wheel (see Figure 13-7).
In Figure 13-7, the slip angle of the front wheel is
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where HVf is the angle that the velocity vector at the front wheel makes with

the longitudinal axis of the vehicle and ¢ is the front wheel steering angle.
The rear wheel slip angle is similarly given by

a, =0y, (13.6)

where 6y, is the angle that the velocity vector at the rear wheel makes with

the longitudinal axis of the vehicle.

Note that if a vehicle is not being steered and is traveling straight ahead,
then the velocity angle at the tire and the steering angle are both zero,
resulting in zero slip angle.

A rough physical explanation of why the lateral tire force is proportional
to slip angle is as follows. In the static region of the contact patch, the tip of
each tread is in contact with the ground and remains stationary. The top of
the tread therefore moves with respect to the tip of the tread resulting in

tread deformation. As seen in Figure 13-7, if the velocity at the wheel is V,,

the lateral component of the velocity is V,,, sin(er) . The magnitude of lateral

deflection of the tread is proportional both to the lateral velocity and to the
magnitude of time spent by the tread in the contact patch. Since the lateral
velocity is proportional to velocity and slip angle while the amount of time
in the contact patch is inversely proportional to the rotational velocity, the
lateral tread deflection is effectively proportional only to the slip angle.

The lateral force on the tire depends on the magnitude of lateral
deflection of the treads in the contact patch. Hence, for small slip angles, the
lateral force is proportional to slip angle.

A more detailed explanation of the relationship between lateral force and
slip angle can be found in section 13.6.

The lateral tire force for the front wheels of the vehicle can therefore be
written as

Fyr=Co(5=0y ) (13.7)

where the proportionality constant C,, is called the cornering stiffness, J is

the front wheel steering angle and 6 7 is the front tire velocity angle.

Similarly, the lateral tire force for the rear wheels of the vehicle can be
written as

F=Co(=0y,) (13.8)
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where C,, is the cornering stiffness and &, is the rear tire velocity angle.

The ratio of the lateral velocity to the longitudinal velocity at each wheel
can be used to calculate the velocity angle at that wheel. Hence the following

relations can be used to calculate 8,0 and 6,,.:

V,+10 ry
tang, f):yV—fl// (13.9)
X
v,y
tan(@Vr)zyV—rl// (13.10)

X

where Vy is the lateral velocity at the c.g. of the vehicle, V, is the
longitudinal velocity at the c.g. of the vehicle, ¥ is the yaw rate of the
vehicle and /¢ s and ¢, are the longitudinal distances from the c.g. to the

front and rear wheels respectively.

Using small angle approximations,

V,+0 y
9, =2 J" 13.11
vy v ( )

V, -0 .y
9, =2+ """ 13.12
v, v ( )
Hence

V. o+l -y
Fy= Ca(a—y—f"yj (13.13)
X

V, -0y
F :Ca(—y—rl//j (13.14)
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13.5 INTRODUCTION TO THE MAGIC FORMULA
TIRE MODEL

The linear tire force models discussed in sections 13.3 and 13.4 are good
approximations when the slip ratio and slip angle are small respectively. A
more sophisticated model is required for large slip angles and large slip
ratios. The Magic Formula tire model (Pacejka and Bakker, 1993) provides a

method to calculate lateral and longitudinal tire forces F, and F, and

aligning moment M, for a wide range of operating conditions including
large slip angle and slip ratios as well as combined lateral and longitudinal
force generation.

In the simpler case where only either lateral or longitudinal force is
being generated, the force generated Y can be expressed as a function of the
input variable X as follows:

Y(X)=y(x)+S, (13.15)
with

y(x)=D sin[C arctan{Bx — E(Bx —arctan Bx)}] (13.16)

x=X-5, (13.17)
where

Y is the output variable: longitudinal force F, or lateral force F ) or

aligning moment M ,

X is the input variable: slip angle o or slip ratio o .

The model parameters B, C, D, E, S, and §) have the following
nomenclature:

B stiffness factor

C shape factor

D peak value

E curvature factor

S, horizontal shift
S, vertical shift
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1500
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tire force
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-500 ¢

-1000 ¢
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slip ratio

-1500

Figure 13-8. Magic Formula tire force curve

This empirical formula is capable of producing characteristics (see Figure
13-8) that closely match measured curves for the side force F y and the

longitudinal force £, as functions of their respective slip quantities: slip

angle o and longitudinal slip ratio o .
To learn more about the Magic Formula tire model and how the
parameters B, C, D, E, S, and §, are chosen, see section 13.9 of this

chapter.
For small slip angles and small slip ratio values, the linear tire force

relation between Y and X can be approximated by

Y =(BCD) X (13.18)

The quantity BCD in equation (13.18) represents the cornering stiffness
C, or the longitudinal tire stiffness C,; .
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13.6 DEVELOPMENT OF LATERAL TIRE MODEL
FOR UNIFORM NORMAL FORCE
DISTRIBUTION

This section develops an analytical model for the relation between lateral tire
force and the variables slip angle, normal force, tire-road friction coefficient
and elastic tire properties. Section 13.6.1 deals with small slip angles while
section 13.6.2 deals with a general formulation where the slip angle is
allowed to be large.

side-slip angle lateral deformation due

to lateral velocity

/

Leading I\ "\ Trailing
N

edge \77 ) edge
y o2

frictional force

Figure 13-9. Lateral tire deflection and force generation

Lateral forces on the tire from the road occur primarily due to the
presence of side-slip angle i.e. due to the presence of non-zero lateral
velocity. Friction forces act in a direction opposite to that of the velocity (see
Figure 13-9). The tire force can take any value between + g, and — ufF,

where 1 is the value of the friction coefficient between the road and the tire

and F, is the value of the normal (vertical) load on the tire. The actual value

taken by the force depends on the slip angle and on the stiffness and elastic
properties of the tire.

As we have seen, the material of a tire is a multi-layered, non-uniform,
anisotropic, cord-rubber composite. In order to develop a tractable model for
the tire, significant simplification in the representation of the tire is
necessary.

The elastic foundation model is a simplification in which each small
element of the contact patch surface is considered to act independently; if
forced by the ground it can be displaced from its null position relative to the
foundation and resists with a given stiffness (Fiala, 1954, Dixon, 1991).
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Figure 13-10 shows a plan view of a tire during cornering, showing the
lateral deflection of the tire center-line in the contact patch. Each element is
constrained by a foundation stiffness spring, attempting to restore the
element to its central position. The elastic foundation model for lateral force
generation was developed by Fiala (Fiala, 1954).

center-line displacement

N
J

Y

contact patch

§§§ Foundation stiffness elements

Figure 13-10. Lateral tire deflection and foundation stiffness elements

The elastic foundation model is the simplest model - it allows a
discontinuous distribution of displacement and a discontinuous slope of the
center-line. A more sophisticated model is the so-called “string model”
which allows discontinuous change of slope, but not of deflection. The
“beam model” does not allow discontinuities of either. None of these models
reflect directly, in a physical sense, the true complexity of a real tire.
However, even the simplest model, the elastic foundation alone, produces
many of the interesting characteristics of a real tire, and this model will be
used in this chapter to predict various properties of tires and to illustrate
force generation behavior in the contact patch.

13.6.1 Lateral forces at small slip angles

Let « be the slip angle at the tire i.e. the angle between the orientation of
the wheel and the velocity of the wheel, as shown in Figure 13-11. Due to
friction forces, as explained in section 13.4, the treads of the tire bend in a
direction opposite to that of the velocity. Hence the deformation of the tire
caused by friction is as shown in Figure 13-11.

The maximum value that the lateral friction force can reach is g,

where ¢ is the tire-road friction coefficient and £, is the vertical (normal)
force on the tire. The actual value of the friction force depends on the force
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required to produce the deflection shown in Figure 13-11 but is limited to a
maximum of ufF’, .

y
.
]
Ve (e ) Trling }b
\Y /
-

Figure 13-11. Tire deformation at small slip angle

/4

v

dx 2a

Far

Figure 13-12. Tire deformation notation

Let ¢ be the lateral stiffness per unit length of the tire and y(x) be the
lateral displacement of the tire as a function of x . Then

dF = c(7)(dx) (13.19)

The total lateral force is given by

2a
F, = [ey(x)dx (13.20)
0
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Self-aligning moment is the moment about the contact patch center-point
and is given by

2a
M, = Ic;/(x)(x—a) dx (13.21)
0

As slip angle increases, tire deflection increases and hence tire force
increases, up to the maximum allowable value of £, .
In this section, we consider the case where

a) the vertical (normal) pressure distribution is uniform over the contact
patch

b) the slip angle is small, so that tire road forces are less than gF, over the
entire contact patch.

For the small slip angle regime with no sliding
y(x)=5x

where S= tana = a for small slip angles.

Hence
2a x2 2a

F, = .[cy(x) dx =cS7 = 2ca’S ~2ca’a
0 0

2
The force acts through the triangle centroid, a distance E(Za) from the
1
point of initial contact and hence E(Za) behind the patch center-point.
Hence the self-aligning moment is

_ F,(2a)
: 6
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Table 13-1. Summary of Lateral Tire Model for Small Side Slip Angle

SUMMARY OF LATERAL TIRE MODEL
FOR SMALL SLIP ANGLE

Symbol Nomenclature Equation
F, Lateral force F,=C,a
M, Self-aligning moment M, = a F

3 y
C, Cornering stiffness C, =2c a2

13.6.2 Lateral forces at large slip angles

Next we allow slip angle to be large and allow sliding between the road and

the tire.
Under the uniform contact pressure assumption, the pressure as a
function of x is given by

“A

max

dF

Figure 13-13. Tire deformation for large slip angle and uniform normal force distribution
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o HE
p(x)=p= Qa2 (13.22)

In this case the lateral deflection in the contact patch will be of the profile
shown in Figure 13-13.

Consider the case where the slip angle & and hence the lateral deflection
y(x) are positive. There will be no sliding at all in the contact patch if the
following condition is satisfied along the entire contact patch

2acy(x) < ufF, (13.23)

Hence the maximum possible lateral tire displacement with no sliding is

__HE
}/max - c(2a) (1324)

Now consider the case where the slip angle is larger so that sliding occurs
in a portion of the contact patch. In the presence of sliding, the lateral
displacement is given by

y(x)=@x 0<x<x (13.25)
xi‘
V(X)) =Vpx X SX<2a (13.26)

where x; is the value of x at which sliding begins to occur.

The lateral force in this case is given by

2a

F, = J.cy(x) dx

0
X X 2a

= Ic—ymaxdx + Ic;/maxdx
0 xs xS

=%c;/maxxs +cy o (2a—x,) (13.27)
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Define lateral slip as follows
S = tan(a) (13.28)

The initiation point for sliding x; can be calculated as follows:

tang = § = Lmex

xS
Hence
x, = fmax _ M (13.29)
S 2acS
Substituting x, = “— and y, . = HE, , we get a quadratic
c(2a)S c(2a)

relation for the lateral force F )

©F]

F = - 13.30
y ’UF'Z 8ca2S ( )

As an illustrative example, if the contact patch length is 180 mm, the

normal load is 5kN, the friction coefficient is 1.0, and effective foundation
stiffness is 3 Mpa, then this gives @4, = 2.95 degrees, S = 0.051,

Vi = 9.3 mm.

The self-aligning moment is given by

L 2
1 cay . X, ¢V, X
M. = cy(x)(x——fj dx = max’’s _ 7/ max’'s
! 2 2 6

or

S SN
_ _ (13.31)
8caS  48c¢%a3S?
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The pneumatic trail is defined as the ratio of the aligning moment to the
total lateral force on the tire. It can be interpreted as the distance behind the
center of the contact patch at which the equivalent lateral force vector acts.
The pneumatic trail in this case can be calculated to be

M

_ 12uF,ca®S-24°F,> _ 6uF,ca’S-p*F,’

F,  96c*a®S? —12uF,caS  48c*a>S? — 6 uF,caS
(13.32)

V4

Hence the self-aligning torque reduces as the slip angle increases, even
though the force increases. This is because the pneumatic trail goes to zero
due to the increasing value of the term S = tan() .

The reduction of self-aligning moment and hence of steering wheel
torque as the lateral force approaches its limit is a valuable form of feedback
to the driver. It is especially important in giving warning of a poor friction
surface.

It is more realistic to consider the contact pressure to have a parabolic
distribution. This will be considered in the next section.

Table 13-2. Summary of Lateral Tire Model for Uniform Normal Force Distribution

SUMMARY OF LATERAL TIRE MODEL
FOR UNIFORM NORMAL FORCE DISTRIBUTION

Symbol Nomenclature Equation
X, Initiation point in the _ Ymax _ UE,
contact patch for sliding § S 2acS
F, Lateral force ~ ,UFzz
Fy =k, ———
8ca”S
Self-aligni t 22 3p 3
M, elf-aligning momen Yy K F> iF,
z

8caS  48c%a’S?
S Lateral slip S = tan(a)
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13.7 DEVELOPMENT OF LATERAL TIRE MODEL
FOR PARABOLIC NORMAL PRESSURE
DISTRIBUTION

It is much more accurate to consider the normal force (pressure) distribution
on the contact patch to be parabolic. In this case the pressure distribution in
the contact patch is given by

2
w

where w = a — x, as shown in Figure 13-14. Again, 2a is the length of the
contact patch and 2b is the width of the contact patch.

start of
contact patch

end of
contact patch

Figure 13-14. Parabolic normal pressure distribution on contact patch

The constant p(, can be calculated as follows. Vertical force equilibrium

z

a
requires J-pr(w) dw = F, and hence

—a
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3F

Y4

" 8ab

Po

Hence , the normal pressure is

_3F, _(a—x)2
"(’C)‘gab{l . }

which can be rewritten as

3F,
)= "5 [x(2a-x)]

Chapter 13

(13.34)

(13.35)

(13.36)

In the case of parabolic normal force distribution, as we shall see, there
will always be a region of sliding in the contact patch, unless the slip angle is
zero. The overall lateral deflection in the contact patch will have a profile as

shown in Figure 13-15.

region of sliding

dF

> X

Figure 13-15. Lateral deformation with parabolic normal force distribution

Let the lateral stiffness of the tire per unit area be k N/ m?> . Note that

k is related to the lateral stiffness per unit length ¢ by
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C
=S 13.37
b (13.37)

Consider the case where the slip angle is positive (i.e. S =tan(a)>0).

The deflection profile in the region of sliding can be calculated from lateral
force equilibrium as follows:

kysliding ()C) =H p(x)

or
3uF
K7 siiding (¥) = === 1¥(2a - x)} (13.38)
8a’b
Define
2
g =20k (13.39)
3uF,
Then the lateral deflection profile in the region of sliding is
Y sliding = L x(2a-x)} (13.40)
2a6

Initiation of sliding

The point x =x, in the contact patch at which sliding begins can be
calculated from

1
7/(xs) = st = ﬁxs (2(1 _xs)

where §' = tan(«) . Hence 2a6S =2a —x,, or

x, =2a(1-65) (13.41)
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Note tht if § <0 then equation (13.41) becomes

x, =2a(1+65) (13.42)

From equation (13.41), it is clear that x; <2a . In fact x, can be equal

to 2a, only if § =0. Hence, there will always be sliding, unless the slip
angle is zero, i.e. § =0. In all other cases, x; <2a, and there will be a
region of sliding in the contact patch.

Total lateral force

Again, first consider the case § > 0. The total lateral tire force can be
obtained from the equation

X 2a
F,= 2bj/ocM dx+2bjL x(2a—x) dx
0 X T 2a0

s

where the first term is the force from the region with no sliding and the
second term is the force from the region of sliding. Hence

2a

X 2 2a6| 2 3

N

2 2 3
Fy= bk 705 2bk[2ax _x_}

20k x,Qa-x,) x,” 20k Pag 83 xf}

————ax,” +
2a0 X 2 2a0
_ bk \da_x
ad| 3 6
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or

3
xS
F,= lel_(zj ] (13.43)

Replacing x from equation (13.41), the lateral force is obtained as

S
8a°

1—

8a3(1—6’S)3}

F :yFZ_l—(l—QS)3]

F, = pF,[36S -36*5? +93S3] (13.44)

Note that since 0<x; <2a, it follows from equations (13.41) and

1
(13.42) that | S|< 7 Hence the total lateral force F', cannot exceed pF.
1 . . 1
Note that when S = rE then equation (13.44) yields F, = ul, . If | S |2 7’

1
then F = uF,sgn(S). |S|= 7 is the limit of slip and represents the value

of slip at which a situation of complete sliding is reached.

Hence, the complete expression for the lateral force can be more

explicitly written as

F, = uF, [30|S|—392|S|2 +6’3|S|3]sgn(S) S |sé (13.45)

F, = uF, sgn(S) | S |>% (13.46)
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4a’bk

with @ =

z

Self-aligning moment

For § >0, the self-aligning moment can be obtained from
a
M, = —2bJ.wadw or
-a

2a
M, :—2bij(a—x)dx or

3 Xg
- ) (12 i, <,

Hence, for both positive and negative values of S,

M, = ,qua[19|S|—392|S|2 +36°|S —6’4|S|4]sgn(S) |S|§% (13.47)

Mo—0 |S|>é (13.48)

The pneumatic trail is obtained by dividing M , by F Y which yields

1 1-36|S|+36° |S| -0°ls|
t(S)y=—2=—a |S|< (13.49)
3 - s+ LorsP
1(S)=0 |S|>% (13.50)

Hence M, =#(S)F,.
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Table 13-3. Summary of Lateral Tire Model for Parabolic Normal Force Distribution

SUMMARY OF LATERAL TIRE MODEL

FOR PARABOLIC NORMAL FORCE DISTRIBUTION

Symbol

S

13.8

Nomenclature Equation

Tangent of slip S = tan(ar)

angle

Constant 4a°bk
9 —

related to tire - 3F
zZ

parameters and

normal force
Lateral force ) ;
F, = 4fF, [39|S|—392|S| +6°|S| ]sgn(S)
if | S l
17

: 1
F, = pF, sgn(S)  if[S |>5

Selfaligning qua[t9|S|—3t92|S|2 +36°s|’ —94|S|“]

moment

1
S) if [S|<—
sen(s) if[3] < ¢

Z

M.=0 if |Sp-
6

COMBINED LATERAL AND LONGITUDINAL
TIRE FORCE GENERATION

The previous sections discussed generation of lateral or longitudinal tire
forces in the presence of pure lateral side slip angle or pure longitudinal slip
ratio respectively. In the presence of both side-slip angle and slip ratio, the
tire force equations have to be modified to account for the fact that the total

vector sum of the force generated cannot exceed .
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Figure 13-16. Friction circle for tire forces

Figure 13-16 shows the friction circle diagram obtained from an
analytical model for combined lateral and longitudinal tire forces. The inner
circles represent different combinations of lateral and longitudinal tire forces
corresponding to various levels of slip ratio and slip angle. The innermost
circle is the curve corresponding to a longitudinal slip ratio of o, =0.01
and various values of lateral slip angle increasing from 0.001 radians to 0.78
radians. It can be seen that for the same value of longitudinal slip ratio, the
magnitude of longitudinal tire force produced decreases as the lateral slip
angle (and hence the lateral tire force) increase. Thus, the magnitude of
longitudinal tire force that can be produced decreases with increase in the
lateral tire force, and vice-versa. The second circle is a curve corresponding
to a longitudinal slip ratio of 0y = 0.11 and the outermost circle is a curve
corresponding to a longitudinal slip ratio of oy = 0.61_ As the longitudinal
slip ratio increases, the longitudinal tire force that can be produced saturates.
The outermost circle shows that the total vector sum of lateral and
longitudinal forces generated cannot lie outside the circle of radius zF, .

In the presence of both significant side slip angle and longitudinal slip
ratio, the combined tire force model for a parabolic normal force distribution
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is described mathematically as follows. The magnitude of the total force is
(Pacejka and Sharp, 1991)

F= ﬂFZ{w —%(390)2 +%(3l90‘)3} ifo<o, (13.51)

F=ulF, ifo>o0, (13.52)

In the above equations, o is total slip, and o, is the value of the slip
where complete sliding is reached, and it is given by the following:

1
o = 13.53
m=y ( )
where
2
g - 4a bk (13.54)
3uF,

The total slip o is composed of the longitudinal and the lateral slip:

oc=\o,’ +c,’ (13.55)

Note that o as defined by equation (13.55) is always positive. Likewise,

the force /' defined by equations (13.51) and (13.52) is also positive.
The longitudinal and the lateral forces are given by:

F.=2xF (13.56)
O

Fo=20F (13.57)

y - o '

where o, and o, are defined as follows:

V5@, =V,
o, = T Tx , during acceleration (13.58)

reffa)w



384 Chapter 13

Table 13-4. Summary of Tire Model for Combined Force Generation

SUMMARY OF TIRE MODEL
FOR COMBINED FORCE GENERATION
(Adapted from results in Pacejka and Sharp, 1991)

Symbol  Nomenclature Equation
o Longitudinal [ W g
’ slip ratio Oy = oW x during acceleration
Tefy Dy
V@, =V
Oy = v x during braking
X
o Lateral side vV
g : o, =——tana
slip ¥ o,
o Total slip o W
_ Value of slip 4a’bk
Tm = for complete 3 e
sliding

F Total f
otal foree Fe ﬂpz{sea L300y +2—17(300')3}

ifo<o,
F=uF, ifoc>0,

F Lateral force

o
y y
F,=—F
Yo
F, Longitudinal . o, =
force g
M Self-alignin o
z S M_=—uF a[90—36?20'2 +30°c° —9404]
moment S
ifo<o,

M,=0 if c>0,
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1,4, —V,
o, = g Tx , during braking (13.59)
X
and
V
o,=——tana (13.60)
Ve @y

where @, is the wheel speed of revolution, 7,4 is the effective tire radius
and V_ is the longitudinal vehicle speed. F. and Fy have the same sign as
o, and o, respectively.

The following table (Table 13-4) summarizes the force and self aligning
moment equations for the combined tire model.

The above equations for combined force generation can be reduced to the
equations for pure lateral or longitudinal force generation as follows.

In the case of pure lateral slip, set o, =tan() and o, =0 in

equations (13.55) and (13.51). In the case of pure longitudinal slip, set
o,=0, calculate o, from equation (13.58)-(13.59) and use equations

(13.55) and (13.51).

13.9 THE MAGIC FORMULA TIRE MODEL

The analytical elastic foundation models or brush models developed in
sections 13.6, 13.7 and 13.8 are physically intuitive and appear quite
realistic. Results from these models can match experimental data well for
cases of pure lateral or pure longitudinal force generation. However, the
analytical models do not always lead to quantitatively accurate results
(Pacejka and Sharp, 1991). Differences from experimental data are observed,
especially at large slip and at combined slip. The following important
features which are not included in the simple brush model may be
responsible for these differences:

1) unequal stiffness in x and » directions,

2) non-symmetric and non-constant pressure distribution.

3) non-constant friction coefficient, including a difference between static
and kinetic friction coefficients

While these factors could be accounted for by introducing them into the
physical model, that would highly increase model complexity. An alternate
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way to obtain a more accurate mathematical model is to use empirical
expressions. A widely used empirical tire model is the so-called Magic
Formula (Pacejka and Bakker, 1993) presented below.

In the simpler case where either lateral or longitudinal force only is
being generated, the force generated Y can be expressed as a function of the
input variable X as follows:

y=D sin[C arctan{Bx —-F (Bx —arctan Bx)}] (13.61)
with

Y(X)=y(x)+S, (13.62)

x=X-8, (13.63)
where

Y is the output variable: longitudinal force F, or lateral force F ) or

aligning moment M ,

X is the input variable: slip angle « or slip ratio o, ..

The model parameters B, C, D, E, S, and S, have the following
nomenclature:

B stiffness factor

C shape factor

D peak value

E curvature factor

S, horizontal shift

S, vertical shift

For given values of the coefficients B,C,D and E the curve shows an
anti-symmetric shape with respect to the origin. Without the horizontal and
vertical shifts §;, and S, the Magic Formula y(x) typically produces a
curve that passes through the origin x = y =0, reaches a maximum and
subsequently tends to a horizontal asymptote. To allow the curve to have an
offset with respect to the origin, the two shifts .§;, and S|, are introduced
(Pacejka and Bakker, 1993) and a new function Y (X)) is obtained as shown
in Figure 13-17. The formula is capable of producing characteristics that
closely match measured experimental curves for the lateral force F ), and the
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longitudinal force F as functions of their respective slip variables: slip

angle o and longitudinal slip o, .

Figure 13-17 illustrates the meaning of some of the factors with the help
of a typical lateral tire force characteristic:

1) The coefficient D represents the peak value of the tire force (or
moment)

2) The product BCD corresponds to the slope at the origin (x = y =0).

3) The value y, is the asymptotic value of the output y at large values of
X.

4) The shape factor C controls the limits of the range of the sine function
appearing in the formula (13.61) and thereby determines the shape of the
resulting curve.

C=2sin™! [&j (13.64)
D

T

5) The factor B is left to determine the slope at the origin and is called the
stiffness factor.

6) The offsets S, and §, account for ply-steer and conicity effects and
possibly the rolling resistance which can cause the F' y and F, curves to
not pass through the origin (Pacejka and Bakker, 1993).

7) E is called the curvature factor. It does not change the value of stiffness
(slope at zero slip or zero slip angle). £ also does not change the value
of the peak. But £ can be used to change the shape of the curve i.e. the
curvature near the peak of the curve. £ also controls the value of the
slip x,, at which the peak of the curve occurs (if present):

T
Bx,, — tan(j
£ 2C

B Bx,, — tan ™! (me)

(13.65)

8) Wheel camber can give rise to a considerable offset of the F', versus «
curves. Such a shift may be accompanied by a significant deviation from
the pure anti-symmetric shape of the original curve (Pacejka and Bakker,
1993). To accommodate such an asymmetry, the curvature factor £ is
made dependent on the sign of the abscissa (x).

E =E, + AE sgn(x) (13.66)
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Also the difference in shape that is expected to occur in the /', vs o
characteristic between the driving and braking ranges can be taken care
of by this modification (Pacejka and Bakker, 1993).

9) The asymptotic value which y approaches at large slip values equals

y, = Dsin(% Cj (13.67)

tan "' (BCD ) Vs

|
l
. X
Is, '
:

Figure 13-17. Explanation of magic formula parameters

Functions of friction coefficient and normal tire load

The various parameters in the Magic Formula are functions of normal load
and wheel camber angle. The parameters B, C, D and E can be

expressed as functions of the normal load F, and friction coefficient 4 as
follows (Pacejka and Bakker, 1993):
D=a,F.” +a,F. (13.68)

BCD = ay sin(ay arctan(as F, )) (lateral force) (13.69)
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2
a3FZ + CZ4FZ

BCD = = (longitudinal force) (13.70)
ez

E =a4F,*> +a,F, +ag (13.71)

The variables «,, a,,"*- ,ag are constants that have to be determined

for each tire.

13.10 DUGOFF’S TIRE MODEL

13.10.1 Introduction

Dugoft’s tire model (Dugoff, et. al., 1969) is an alternative to the elastic
foundation analytical tire model developed by Fiala (1954) for lateral force
generation and by Pacejka and Sharp (1991) for combined lateral-
longitudinal force generation.

Dugoff’s model provides for calculation of forces under combined lateral
and longitudinal tire force generation. It assumes a uniform vertical pressure
distribution on the tire contact patch. This is a simplification compared to the
more realistic parabolic pressure distribution assumed in Pacejka and Sharp
(1991). However, the model offers one significant advantage — it allows for
independent values of tire stiffness in the lateral and longitudinal directions.
This is a major advantage, since the longitudinal stiffness in a tire could be
quite different from the lateral stiffness.

Compared to the Magic Formula Tire Model (Pacejka and Bakker, 1993),
Dugoff’s model has the advantage of being an analytically derived model
developed from force balance calculations. Further, the lateral and
longitudinal forces are directly related to the tire road friction coefficient in
more transparent equations.

The development of the Dugoff model is similar to the derivation
developed in section 13.6 of this book for pure lateral force generation under
the assumption of uniform vertical pressure distribution. The model
development is not presented in this book, only the final model equations
and their interpretation are presented.
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13.10.2 Model equations

Let o, be the longitudinal slip ratio of the tire under consideration and «
be the side slip angle. Let the cornering stiffness of the tire be given by C,,

and the longitudinal tire stiffness by C, . Then the longitudinal tire force is
given by (Guntur and Sankar, 1980, Dugoft, 1969)

Ox

l+o

X

F,

X

=C, £ (13.72)

and the lateral tire force is given by

tan(cr)

F,=C
“l1+o,

y

S(A) (13.73)

where A is given by

A= Hr(1+ o) — (13.74)
2 2
2{(CC,0'X) + (Ca tan(a)) }
and
f(A=2-DLif 1<1 (13.75)
f(H)=1lif 1>1 (13.76)
F, is the vertical force on the tire while x4 is the tire-road friction
coefficient.

13.10.3 Friction circle interpretation of Dugoff’s model

A friction circle interpretation of the Dugoff model was developed by
Guntur and Sankar (1980). Let

Ox (13.77)

1+o,

Fx_ué = CO'
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and

tan()
F _ul = C

13.78
“ 1+o, ( )

where F. , and F, ,, are the lateral and longitudinal tire forces that

X_u y_

would be generated if the friction coefficient @ were unlimited.

Define

( 2)[/2
Fx ul +F
Ly = = (13.79)

z

If A >1, then it follows from the definition of A in equation (13.74)
that the resultant of the lateral and longitudinal forces is less than half the
maximum available friction force (4, /2). In this case the lateral and

longitudinal tire forces generated are equal to the values F’ v w and F v ul
Fo=F, w (13.80)
F,=F, (13.81)

This is equivalent to the operating point being inside the friction circle.

If A <1, this is equivalent to the operating point being outside the
friction circle. In this case, the lateral and longitudinal forces are given by
(Guntur and Sankar, 1980)

Co0s . ] (13.82)
{(C o F +(C, tan(@)f] P\ bt

Cq tan(a) - j (13.83)
{(C o) +(C, tan(a)) } ? 4140
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Equivalently, if u< Hut

, then the operating point is outside the

friction circle and the lateral and longitudinal tire forces are given by

F.=F, , L[I—L] (13.84)
T Hy 4/uu€
% %
F,=F, ,*|1-—4 (13.85)
g r-u Huyp [ 4#1{5}

13.11 DYNAMIC TIRE MODEL

A typical dynamic model that can be used for lateral tire force dynamics is
first order and represented by

F

y_lag t Fy

F (13.86)

Tlag lag =1y

where F y is the tire lateral force from any of the quasi-static models

described in the previous sections of this chapter and F y is the dynamic

_lag
or lagged lateral force (Guenther, et. al., 1990, Heydinger, et. al., 1991). The
time constant 7;,, is the relaxation time constant and can be approximated

by

C

T, = —— 13.87
[ag KVX ( )
. OF, . .
where V_ is the longitudinal velocity, C, = — is the cornering
oo 40
aFy
stiffness and K :8_ is the equivalent tire lateral stiffness.
vV
y=0

Multiplying relaxation time constant by vehicle speed gives tire relaxation
length

I =% (13.88)
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The relaxation length is the approximate distance needed to build up tire
forces.

This model is not valid for low velocities (note the presence of
longitudinal velocity in the denominator in equation (13.87)).

It has also been shown that experimentally measured lateral tire forces
have under-damped characteristics at high speeds (Heydinger, et. al., 1991).
Changing the tire dynamic model from first-order lateral tire force dynamics
to second-order slip angle dynamics helps capture the under-damped tire
dynamics accurately (Heydinger, et. al., 1991).

13.12 CHAPTER SUMMARY

This chapter discussed models for lateral and longitudinal tire force
generation. In addition to tire parameters, the primary variables these tire
forces depend on are slip angle, slip ratio, normal tire load and tire-road
friction coefficient. At small slip angles, the lateral tire force is proportional
to slip angle. At small slip ratios, the longitudinal tire force is proportional to
slip ratio. The reasons for this linear dependence were explained physically
by analyzing the tire tread deformations in the contact patch.

An analytical elastic foundation model was developed which could be
used to describe tire force at larger slip angles and slip ratios. The analytical
elastic foundation model has been found to be accurate and convenient to
use when either longitudinal or lateral force only is generated. For combined
force generation, the Pacejka Magic Formula tire model which is an
empirical model can be utilized. The Magic Formula model was presented
and the parameters used in the model were explained. The Magic Formula
model, with appropriate choice of parameters, can be very effective in
representing both lateral, longitudinal and combined tire force generation.
An alternative model for combined force generation is the Dugoff tire model
which has the advantage of being an analytically developed model.

NOMENCLATURE

Tire related variables

a slip angle at a tire

S lateral slip (= tan() )

o, longitudinal slip ratio
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X

reﬁww

o total slip = ,laxz + O'y2

o lateral slip = tan(«)

X distance from leading edge of the tire at which sliding
initiates
a half-length of contact patch
b half-width of contact patch
k isotropic stiffness of tire elements per unit area of the
belt surface
c=2bk lateral stiffness of tire defined per unit length
F ¥ lateral force on a tire
M, self-aligning moment of a tire
o, rotational velocity of tire
Vogr effective tire radius
y7] tire-road friction coefficient
F, normal (vertical) load
4a’bk
0 Inverse of the limiting value of slip= a
z
i 1
(o limiting value of slip = 5
y7] tire-road friction coefficient
A variable used in Dugoff tire model
() function used in Dugoff tire model
F, w. F. variables used in Dugoff tire model
)7y variable used in Dugoff tire model
Tiug relaxation time constant used in dynamic tire model
L tire relaxation length

B,C,D,E,S,,S; Magic Formula factors
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Vehicle related variables

F ¥ ’F yr lateral forces at front and rear tires respectively

ar,a, slip angles at the front and rear tires respectively

Cy» C, cornering stiffness of each front and rear tire
respectively

Cor» Gy, longitudinal stiffness of each front and rear tire
respectively

V. longitudinal velocity

Vy lateral velocity at the c.g. of the vehicle

I, yaw-moment of inertia of the vehicle

m mass of the vehicle

/ £ l, distances from c.g. to the front and rear tires respectively
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Chapter 14

TIRE-ROAD FRICTION MEASUREMENT
ON HIGHWAY VEHICLES

This chapter focuses on real-time tire-road friction coefficient measurement
systems that are aimed at estimating friction coefficient and detecting abrupt
changes in its value. The main type of friction estimation systems presented here
are systems that utilize longitudinal vehicle dynamics and longitudinal motion
measurements. The algorithms and experimental results presented in this chapter
are largely adapted from the paper published by Wang, et. al. (2004).

14.1 INTRODUCTION
14.1.1 Definition of tire-road friction coefficient

Let F,, F,, and F_ be the longitudinal, lateral, and normal (vertical) forces

acting on a tire. The normalized traction force for the tire, o, is defined as:

JF2+F?
L (14.1)

pi=

V4

If we consider only longitudinal motion, and assume that the lateral
force F , can be neglected, then

F,
pi=—" (14.2)
F z
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From the discussions on longitudinal tire forces in Chapter 13, it is clear
that o must be a function of both slip ratio o, and the tire-road friction
coefficient . The tire road-friction coefficient & on any given road
surface is defined as the maximum value that o can achieve on that surface
for any slip ratio value.

For a given normal force F, the longitudinal tire force F\ initially

increases as slip ratio is increased and at an optimum value of slip ratio can
reach a maximum value equal to gF,. If u is equal to 1, the maximum

longitudinal force generated can be as much as the normal force F, and this

happens at an optimum value of slip ratio that depends on the particular tire
under consideration. If g is less than 1, then the maximum longitudinal

force that can be generated will only be a fraction of the normal force F, .

Some researchers refer to the normalized traction force p itself as the
friction coefficient and refer to 4 as the “maximum” friction coefficient.
This book will, however, refer to p as the normalized traction force and to
M simply as the tire-road friction coefficient.

14.1.2 Benefits of tire-road friction estimation

Many vehicle control systems, especially active safety control systems such
as ABS, traction control, vehicle stability control, collision warning, collision
avoidance, adaptive cruise control (ACC) and four-wheel-steering can greatly
profit from being made “road-adaptive,” i.e., the control algorithms can be
modified to account for the external road conditions if the actual tire-road
friction coefficient information is available in real time. For example, in an
ACC system, road condition information from friction coefficient estimation
can be used to adjust the longitudinal spacing headway from the preceding
vehicle that the ACC vehicle should maintain. In the case of vehicle stability
control systems, as discussed in Chapter 8, the value of tire-road friction
coefficient is needed for estimating the target value of yaw rate for the vehicle.

The estimation of tire-road friction coefficient is also useful for winter
maintenance vehicles like snowplows. In the case of such vehicles, which
have to operate in a harsh winter road environment, the knowledge of
friction coefficient can help to improve the safety of operation. Further, the
vehicle operator can use this information to adjust the amount and kind of
deicing material to be applied to the roadway. It can also be used to
automate the application of deicing material.
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14.1.3 Review of results on tire-road friction coefficient
estimation

Several different approaches have been proposed in literature for the real-
time estimation of tire-road friction coefficient. These include the use of an
acoustic microphone to listen to the tire (Eichorn, et. al., 1992, Breuer, et. al.,
1992) and the use of optical sensors to investigate road reflections (Eichorn
and Roth, 1992).

Researchers have also tried to utilize the measurement of the vehicle
motion itself to obtain an estimate of the tire-road friction coefficient. Two
types of friction estimation systems have been studied in this area:

a) Systems that utilize longitudinal vehicle dynamics and longitudinal
motion measurements

b) Systems that utilize lateral vehicle dynamics and lateral motion
measurements

The lateral system can be utilized primarily while the vehicle is being
steered. A recently published paper by Hahn et al. (2002) discusses a lateral
dynamics approach in which differential GPS signals are used to estimate
the tire-road friction coefficient. Lateral systems are not studied in this
chapter. The reader is referred to Hahn, et. al. (2002) for a discussion of
lateral vehicle motion based systems.

A major portion of this chapter discusses longitudinal motion based
systems which are applicable during vehicle acceleration and deceleration.
The most well known research in this area is on the use of “slip-slope” for
friction coefficient identification (Gustaffson, 1997, Yi, et. al., 1999, Hwang and
Song, 2000, Muller, et. al., 2001, Wang, et. al., 2004). Results on the slip-slope
based approach are discussed in a separate sub-section (section 14.1.4) below.
In addition to the slip-slope based approaches, a Kalman filter based approach
to tire-road friction coefficient identification has been studied by Ray (1997).

14.1.4 Review of results on slip-slope based approach to
friction estimation

Let the longitudinal velocity at the tire under consideration be ¥ and the
equivalent rotational velocity of the tire be 7,,®,, where Yol is the effective
radius of the tire and ®,,is the angular velocity of the wheel. Then the
longitudinal slip ratio of the tire is defined as

_ Ty @~ V

o = during braking (14.3)

X
X
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r.0, =V ) )
o, =L X during acceleration (14.4)
Ve @

At low values of slip ratio, as discussed in Chapter 13, the normalized

F
longitudinal force p = Fx is proportional to the slip ratio o, . The slope of

z

the relation between p and o, at low values of o, is called the “slip

slope.” The basic idea behind the use of slip-slope for friction coefficient
estimation is that at low slip ratios the tire-road friction coefficient is
proportional to the slip-slope. Thus by estimating slip-slope, the tire road
friction coefficient can be estimated.

Gustafsson first proposed the slip-slope based friction coefficient estimation
method in 1997. In Gustafsson (1997) a Kalman filter was designed to
estimate slip-slope and the friction coefficient was then obtained from a
stored map that related slip-slope to friction coefficient based on test data in
the low-slip regions. The system worked in acceleration (traction) on a front
wheel drive passenger car, with the rear wheel ABS sensor providing the
absolute velocity reference and front wheels serving as the slipping wheels.
The traction contribution of rear wheels was assumed to be zero. The slip
was calculated directly from the difference between the speed of front
wheels and rear wheels. The normalized traction force, p, was calculated
from the estimated engine torque (based on measured injection time and
engine speed) and the normal force. A Kalman filter recursively calculated
the slip-slope during acceleration. Extensive testing on icy, snowy, gravel,
wet, and dry surfaces with four different types of tires indicated that the
estimated slip-slope could be used to reliably classify the friction levels of
different road surfaces when the vehicle longitudinal slip ratio was adequate.

Yi et al. (1999) and Hwang and Song (2000) also provide more
experimental evidence that the slip-slope could be used to classify the road
surface during normal acceleration. However, a common disadvantage for
all the approaches described above is that they need to use the driven wheel
speed as an estimate of the absolute speed. This will not be accurate for an
all-wheel drive vehicle and/or during braking (in which all wheels will slip
and contribute forces). Another shortcoming of the results was that the
estimator could work only at low slip ratios during acceleration in order to
accurately estimate the friction coefficient.

In 2001, Miiller, et.al. broadened the slip-slope friction coefficient
estimation to braking situations. The rear wheel brakes of an experimental
vehicle were turned off and served as the absolute velocity reference. Hence
only the front wheels were considered as the source of the braking force and
these were measured using brake pressure sensors. However, in practice, all
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of the wheels would contribute tire forces and hence this approach cannot be
directly used in the real world.

The results by Wang, et al. (2004) addressed the above shortcomings of
the previous slip-slope based friction coefficient estimators. Their friction
estimation utilized differential GPS in addition to wheel speed measurements
and an accelerometer for longitudinal motion measurements. The estimation
system was also extended to work during both low-slip (linear model) and
high-slip (nonlinear model) maneuvers. Further, both front/rear-wheel drive
and all-wheel drive vehicle acceleration and braking situations were
accommodated. The experimental performance of their friction coefficient
estimation system was demonstrated on an instrumented winter highway
maintenance vehicle called the SAFEPLOW for a variety of different road
surfaces under different operating maneuvers. The experimental results
described in this chapter are taken from Wang, et. al., 2004.

14.2 LONGITUDINAL VEHICLE DYNAMICS AND
TIRE MODEL FOR FRICTION ESTIMATION

14.2.1 Vehicle longitudinal dynamics

Figure 14-1. Vehicle longitudinal dynamics schematic diagram
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Consider a bicycle type model (the difference between right and left tires
is ignored) shown in Figure 14-1. Ignoring the road gradient and wind speed,
the longitudinal dynamics can be represented as:

ma, = Fyy + F,. — R~ D,V,’ (14.5)

where m is the total mass of the vehicle., a_ is the longitudinal acceleration/
deceleration, F,, and F, are the front and rear wheel traction/braking
forces, R, =Ry + Ry, = C,,ymg is the rolling resistance force with C,
being the rolling resistance coefficient, D, is the aerodynamic drag force
constant and V. is the longitudinal velocity. Let Lf be the distance from
c.g. to the front axle; L  the distance from c.g. to the rear axle and
L =L, +L, be the wheelbase of the vehicle.

The total longitudinal tire force F therefore can be calculated as
follows:

F, =Fy +F,. =ma,|+|R |+ |D,V,’

,if a_ > 0 (acceleration) (14.6)

F, =Fy +F, =ma,]-|R|-|DJV,”

,ifa, <0 (deceleration) (14.7)

Thus, once the vehicle longitudinal acceleration/deceleration, a_, is

measured by using an accelerometer and corrected for bias, the total vehicle
longitudinal force, F_, can be obtained based on equations (14.6) and

(14.7).
14.2.2 Determination of the normal force

It is important to calculate the value of the normal force F, for each tire as

accurately as possible for the friction estimation algorithm. The weight of
the vehicle contributes the major part of the normal forces on the tires.
Longitudinal acceleration and deceleration forces acting on the vehicle
redistribute the normal forces between the tires. If the vehicle is traveling in
a straight line on level road, the normal forces at the front and rear tires can
be calculated using a static force model of the vehicle as described in
(Gillespie, 1992):



14.Tire Road Friction Measurement 403

mglL, —ma h—D,V’h,

sz = L
mgL +ma h+D,V’h,
F =— ; (14.8)

Thus an acceleration of the vehicle causes the normal forces on the front
tires to decrease and the normal forces on the rear tires to increase.

The above normal force calculation method is based on a static force model
and ignores the influence of the vibrations of the suspension. This method
gives a fairly reasonable estimate of the normal force, especially when the
road surface is fairly paved and not bumpy. However, if the road surface is
very bumpy, a dynamic normal force estimation method incorporating the
suspension dynamics will provide a more accurate calculation of the normal
force. Such a method was proposed by Hahn, Rajamani, et. al in (2002).
However, in practice, it requires vertical acceleration and suspension
deflection sensors which are expensive.

Note also that during cornering, the normal forces of the right and left
tires on both front and rear axle are different due to vehicle roll moment.
However, since we are using a bicycle model, the differences in the left and
right tires cannot be considered in this formulation.

14.2.3 Tire model

The longitudinal force generated at each tire is known to depend on the
longitudinal slip ratio, the tire-road friction coefficient, and the normal force
applied at the tire. As discussed in Chapter 13, the Magic Formula tire model
with appropriate choice of model parameters can be used to represent the
influence of these variables on the tire force for any tire. The explicit influence

of the normal force £, and the friction coefficient £z on the Magic Formula

tire parameters A, B, C, D and E was also discussed. Unfortunately,
due to the large number of parameters involved in the Magic Formula, it
cannot be directly used conveniently for tire-road friction coefficient
identification. In place of the Magic Formula, the tire model can instead be
described using slip slope for purposes of tire-road friction coefficient
identification.

Figure 14-2 shows the traction and braking force vs. slip ratio
relationship for a variety of road surfaces computed using the Magic

F
Formula model. As the figure shows, o =—* is an increasing function of

z
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slip ratio o, until a critical slip value, where o reaches a value equal to

M and then starts decreasing slowly.

1 T T T T T T T

— Dry concrete
0.8+ | =% Wet asphalt e ) ‘ |
—& Hard snow " —
—& |ce

0.6

Normalized longitudinal force

1 L I L 1 1
0.2 0.15 -0.1 -0.05 ] 0.05 0.1 0.15 02
Slip

Figure 14-2. Longitudinal force vs. slip computed using Magic Formula model

In the slip-slope model used for tire road friction coefficient identification,
we merely assume that the slip-slope is proportional to the tire road friction
coefficient at small slip ratios. In other words the force ratio p is modeled

as being proportional to the slip ratio, with the proportionality constant being
a function of the tire road friction coefficient. At high values of slip ratio, the
force ratio is constant and independent of the slip ratio. The constant value
of the force ratio is a function of the friction coefficient. Hence the tire is
modeled at high slip ratios with a constant p, with the value of the constant

being dependent on the tire-road friction coefficient.

14.2.4 Friction coefficient estimation for both traction
and braking

This section develops a unified slip-slope based friction coefficient estimation
method for front or rear-wheel drive as well as all-wheel drive vehicles in
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both traction and braking situations. Knowledge of the traction and braking
force distribution ratios between front and rear axles is not required.

As described in the previous section, the normalized longitudinal force
generated at an individual tire is proportional to its slip ratio in the low-slip
region (or the linear part of the friction curve) for any given road surface and
normal force. This relationship can be described as:

p=tr_ ko (14.9)

z

where K is the slip-slope, whose value changes with road surface conditions
and could be used to predict the tire-road friction coefficient 1. However,

the above equation holds only for an individual tire, which means that the
longitudinal force F_, normal force F,, and the slip o, in the equation

have to be the values for the same single tire. For the longitudinal vehicle
bicycle model, we can consider the right and left tires together, but there are
still two sets (front and rear) of tires that will contribute longitudinal force
during all-wheel driving and braking. Thus, in order to apply the slip-slope
estimation method, the forces and slip ratios for the front and rear tires need
to be calculated separately.

For an all-wheel drive vehicle, the linear relationships between slip and
normalized longitudinal force for the front and rear tires can be written as:

pr= FX/ =K 0, (14.10)
Zy
F
P, = Fxr =Ko, (14.11)
zr
F,=F,+F, (14.12)

where, F_ is the total vehicle longitudinal tire force, which can be
calculated as described in section 14.2.1. K, and K, are the slip-slopes of
the front and rear tires whose values are determined by the front and rear tire
properties and road surface characteristics. Combining the above three
equations, we get

szFxf +Fxr=KszfO-xf + K F er (1413)

r- zr
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If we assume that the front and rear tires are on the same road surface
condition, which is true for many driving situations, then the difference
between the values of K, and K is mainly dominated by the tire properties
(including the tire type and number of tires for front and rear axles), which
are independent of the road surface condition. Therefore, K , and K, can be
related as:

K, =0k, (14.14)

where, « is a ratio coefficient determined by the front and rear tire
properties and independent of road surface condition. Thus, the relationship
between total force and slip ratios can be written as:

F;C :F;Cf +F;C}’ :KfF;fO-xf +K .F. O-XV :Kr(aszfO'xf +Fzro-xr) (1415)

rezr

where, F,, F.r, F,

zr» Oy and o, can be measured or calculated in real-

time, and @ can be determined experimentally for each vehicle. For
example, if the vehicle chassis configuration is as shown in Figure 14-3,
with two tires on the front axle and four tires on the rear axle (which is the
configuration of the SAFEPLOW used in Wang, et. al., 2004), and all tires

are exactly the same, then o = A . If the front tires are different from the

Front

Figure 14-3. Chassis tire configuration example
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rear tires in terms of wear level and tread pattern, then the value of & could
be experimentally determined as some value less than 0.5. But, its value will
stay constant for a considerably long time once it is determined and will not
change with road surface friction coefficient. Adaptation for « can
potentially be used also.

If the vehicle is rear-wheel drive instead of all-wheel drive, then oz =0
during acceleration by ignoring the traction force of the front tires. During
braking ¢ can be chosen as a specific value determined by the chassis

configuration. If the vehicle is front-wheel drive, the equations for K, can

be derived similarly as:

r Zr— Xxr

1
Fo=Fy+Fy =K Fys + K Fys, =K (Fys, +—F,s,) (1416

where — =0 or @ = during acceleration and « is a different specific
a

value determined by the chassis configuration during braking.

Along the lines of Wang, et. al. (2004), we present the rear-wheel drive
case for the friction coefficient identification in the estimation algorithm
derivation in the following section. However, the same algorithm can also be
used for front-wheel drive and all-wheel drive vehicles.

The equation (14.15) can be rewritten into a standard parameter
identification format as:

y(t) =" ()6(1) (14.17)

where, y(f)=F, is the system output, O(f)=K, is the unknown

parameter, and @(¢) = aF s, +F,s, is the measured regression vector.

The only unknown parameter K, can be identified in real-time using a
parameter identification approach as will be described in the next section.
Once the slip-slope K is identified, it can be related to the road surface
condition or the maximum friction coefficient 4 by a classification function.

Since the above method incorporates both front and rear tire forces and
slip ratios, it can be used to identify the friction coefficient for both traction
and braking situations on rear or front-wheel drive as well as all-wheel drive
vehicles.

Note that the above slip-slope based approach is for operation in the low
slip ratio region (linear part of the friction-slip curves) only. If the slip ratio
is high, as in hard braking situations, the tire will work outside the region of
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linear relationship between normalized force and slip ratio. The slip-slope
based method will fail in this region. Fortunately, in the high slip ratio
region, the magnitude of the normalized longitudinal force is different for
different road surfaces and this difference can be used to classify the road
surfaces. Thus, for the high slip ratio region, the normalized force

p=F,/F, is directly used to classify the road surface friction level.

Similar to the earlier slip-slope method, it can be written in standard
parameter identification form as:

y(0) =" ()O(1) (14.18)

with y(¢) = F_ as the measured longitudinal force, &(¢)= u as the

X

unknown parameter, and (pT (1) = FZT = F_ as the regressor variable.

14.3 SUMMARY OF LONGITUDINAL FRICTION
IDENTIFICATION APPROACH

The following flow chart (Figure 14-4) summarizes the overall approach to
tire-road friction coefficient estimation discussed in this chapter. Note that at

Determine real-time normalized tire force from
vehicle longitudinal dynamics

l

Determine slip ratios at front and rear tires

Low slip ratios / \High slip ratios

At small slip ratios, use the RLS

algorithm to determine the slip-slope At high slip ratios,
relation between normalized tire force friction coefficient is
and slip ratio proportional to the

normalized tire force

|

Friction coefficient is
proportional to slip-slope

Figure 14-4. Summary of algorithm for tire-road friction estimation
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low slip ratios, the slip-slope is used to identify the friction coefficient while
at high slip ratios, the magnitude of the normalized longitudinal force itself
is used to identify the friction coefficient.

14.4  IDENTIFICATION ALGORITHM DESIGN

14.4.1 Recursive least-squares (RLS) identification

The slip-slope model described in the previous chapter can be formulated in
the parameter identification form as:

y(1) = 9" (1)0(1) + e(t) (14.19)

where (1) is the vector of estimated parameters, ¢(¢)is the input regression
vector, e(?)is the identification error between the measured output y(¢) and

estimated value @ (¢)0(1).
In the case of the tire-road friction estimation problem at small slip
ratios, y(¢f)=F, is the measured output, €(¢f)=K, is the unknown

zr = Xxr

parameter, and @(¢) = af s, + F..s,,. is the measured regression vector.
At high slip ratios, y(¢) = F_ is the measured longitudinal force, 8(f) = u

is the unknown parameter and ¢’ (¢) = FZT = F_ is the normal force.

The RLS (recursive least squares) algorithm (Sastry and Bodson, 1989,
Gustaffson, 2000 and Kailath, et. al., 2000) provides a method to iteratively
update the unknown parameter vector, @(¢), at each sampling time, using
the past data contained within the regression vector, @(¢). The RLS algorithm
updates the unknown parameters so as to minimize the sum of the squares of

the modeling errors. The calculations in the RLS algorithm at each step ¢
are as follows:

Step 1: Measure the system output, y(¢), and calculate the regression
vector @(t).

Step 2: Calculate the identification error, e(¢), which is the difference
between system actual output at this sample and the predicted
model output obtained from the estimated parameters in previous
sample, (¢t —1), i.e.

e(t) = y(t)— " (Ot -1) (14.20)
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Step 3: Calculate the updated gain vector, K(¢), as

P -Do@)

K@) = 14.21
O e OPa- 10 ey
and calculate the covariance matrix, P(¢), using

— T —
P(t) = 2P —1y - P DeWo (P -1), (14.22)

2 2+ 9" (P~ Dp(0)

Step 4: Update the parameter estimate vector, &(¢), as
O(t)=0(t—-1)+ K(t)e(t) (14.23)

The parameter, A, in the above equations is called the forgetting factor,
which is used to effectively reduce the influence of old data which may no
longer be relevant to the model, and therefore prevent a covariance wind-up
problem. This allows the parameter estimates to track changes in the process
quickly. A typical value for A is in the interval [0.9, 1]. The size of the
forgetting factor can be intuitively understood as follows: the RLS algorithm

data to update the current estimation (Gustaffson,

2
uses a batch of N = N

2000). When A =1, the RLS uses all the previous data from the starting
time to update the current estimation. The smaller the value of 4 chosen the
faster the parameters converge. However, decreasing A will increase the
sensitivity of the estimation procedure to noise, causing parameter estimates
to become oscillatory. This brings about a trade-off between the ability to
track changes in parameter values quickly and high immunity to noise for
the RLS algorithm. This trade-off will be addressed in the next sub-section.

14.4.2 RLS with gain switching

In a traditional RLS with a constant forgetting factor, there is a trade-off
between fast convergence and sensitivity to noise. If a relatively big
forgetting factor (such as 4 =0.995) is used then the convergence rate is
slow but the estimated parameter is stable and does not have significant
oscillations after convergence. On the other hand, if a relatively small value
of forgetting factor (such asA =0.9) were used then the estimated
parameter converges quickly. This high convergence rate makes the system
more perceptive and able to promptly respond to sharp changes in road
condition, which is very desirable for vehicle control systems. However, this
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high convergence rate is achieved at the expense of decreased immunity to
noise. The estimated parameter value will oscillate around its true value. For
illustrative details, the reader is referred to Wang, et. al., 2004.

In Gustaffson (2000), a change detection algorithm running in parallel
with a Kalman filter was used to trigger the amplification of the covariance
matrix entries of the Kalman filter and thus to increase the tracking ability of
the filter during parameter transition.

Similarly, in Wang, et. al. (2004), an approach that combines the change
detection algorithm in parallel with the ordinary RLS estimator was proposed
to solve the convergence rate vs. noise immunity trade-off mentioned above.

There are several change detection algorithms available in literature. The
CUSUM (Page, 1954) change detection algorithm was chosen in Wang, et.

al. (2004) to monitor the identification error e(t) = y(t)— ¢’ (1)0(t —1).
An alarm signal is generated if the absolute value of identification errors

have been bigger than a specific threshold value for a specified time
duration. The recursive formulae of this algorithm are as follows:

a, =max(a, , +|e,|-d.0) (14.24)
a, =0 (14.25)

The input of the change detector is the ordinary RLS identification error
e, , and the output is the alarm signal a, . If the output of the change detector

a, > h, the entries of the matrix P(¢) will be increased by a constant factor

to track the sudden change of friction coefficient quickly. This increase in
the entries of P(¢) will remain until the absolute value of the identification

error drops below a certain level and a, becomes 0. Here, the drift parameter d

is used to high-pass bigger identification errors and ignore small errors. The
threshold value 7 is used to determine when the alarm signal should trigger
the gain amplification.

A relatively big forgetting factor 4 = 0.995 can now be used, since
quick convergence during parameter transition can now be obtained even
with a large value of A. During parameter transition, the change detector
catches the large identification error and generates an alarm signal, which
triggers the gain amplification and makes the estimated slip-slope converge
quickly to the true value. After the estimated slip-slope converges to the true
value, the identification error becomes small enough to be high-passed by
the change detector, and the alarm signal disappears correspondingly. Then,
the covariance matrix resumes its normal value and quells the influence of
noise.
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[lustrative examples of the use of the change detection algorithm can be
found in Wang, et. al. (2004).

14.4.3 Conditions for parameter updates

The precision of the estimate of the friction coefficient value depends on the
qualities of the estimator input signals, the longitudinal force (traction/
braking) and slip. If the longitudinal force or the slip is very small, the
experimental data obtained is then around the origin of the tire force-slip
curve, where the estimate will be stochastically uncertain. Besides, since the
longitudinal force is calculated from the output signal of an accelerometer, if
the acceleration/deceleration is small, then the signal-to-noise ratio (SNR) of
the acceleration/deceleration will be small, which may lead to overestimation of
the friction coefficient. Therefore, to ensure good estimator performance, the
friction coefficient is not updated when the absolute value of the measured
acceleration is less than 0.3 m/s” and the absolute value of the slip is less
than 0.005. The experimental results in Wang, et. al., 2004, verified that these
threshold values could ensure reliable updates for the friction coefficient
estimation.

145 ESTIMATION OF ACCELEROMETER BIAS

In the friction identification algorithm described in this chapter, the
accelerometer plays a key role in obtaining a real-time estimate of the
longitudinal tire force using equations (14.6) and (14.7). An accelerometer
typically suffers from bias errors due to changes in temperature, supply voltage,
and orientation of the device. Therefore, to calculate the acceleration/
deceleration of the vehicle accurately, the bias needs to be estimated and
removed from the accelerometer output signal. A sensor fusion method that
incorporates both accelerometer and GPS signals through a Kalman filter
can be used to estimate the accelerometer bias in real-time. This is described
below and was used in Wang, et. al., 2004.

Note that the longitudinal velocity of the vehicle can be obtained from
differential GPS (DGPS) signals as:

Vi gps =X (14.26)

The x in equation (14.26) can be obtained by numerical differentiation
of the DGPS position signal, which is quite accurate but very slow, usually
with an update rate around 10Hz. On the other hand, the longitudinal
velocity can also be obtained by integrating the measured longitudinal
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acceleration V.

. ac- Due to bias present in the acceleration signal, the
velocity obtained by integration of the accelerometer output signal usually
drifts. However, a combination of these two signals (GPS and accelerometer)
provides a way to estimate the accelerometer bias. This methodology is
adapted from the gyro bias estimation method suggested in Bevly, et. al.,

2000. In the following state space system, the accelerometer measurement

V. ace 1s used as input and the GPS signal V. 5pg as output. The states of
the system include both the estimated longitudinal velocity, I}x, and the
estimated accelerometer bias, I}x_acc_ b-
% 0o -1y 7. 1.
~n ! :( ] A + Vx acc +w
Vx acc_b O O I/xiaccib 0 -
- . (14.27)
VX
V. aps =1 0) +e
- Vx_acc_b

where, W and eare unknown process noise and measurement noise,
respectively.
The time updates and measurement updates in the Kalman filter are:

X, = A%, + Bu, (14.28)
B, =AP,A" +0 (14.29)
Xy =%, +K, (v, —Cx,) (14.30)
P,=P, -K.CP, (14.31)

1t

where Q, = Cov(w)is the covariance matrix of the stochastic noise w.

K,=P, ,C"(CP,_,C" +R,)" is the Kalman gain. P,

-1 w18 the covariance
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-1
matrix for the state estimate. 4 = {O 0 } ,B=[1 0], C= [1 0], and
X, =| s © |isthe system state.
x_acc_b

Figure 14-5 shows one of the experimental results from Wang, et. al.,
2004, in which the SAFEPLOW performs both acceleration and deceleration.
The Kalman filter is used to estimate the accelerometer bias and a 4™ order
Elliptic digital low-pass filter is designed to attenuate the high frequency
noise in the accelerometer signal. As the figure indicates, both the Kalman
filter and low-pass filter work well in estimating the accelerometer bias and
hence the acceleration.

Raw Accelerometer Signal
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Figure 14-5. Experimental results for accelerometer bias and acceleration estimation
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14.6 EXPERIMENTAL RESULTS

This section summarizes some of the experimental results on tire road
friction identification obtained in Wang, et. al., 2004. For a description of
the complete set of experimental results, the reader is referred to the original

paper.
14.6.1 System hardware and software

The vehicle used to conduct the experiments was a full sized snowplow
(referred to as SAFEPLOW) manufactured by Navistar International Truck
Company as shown in Figure 14-6.

The main parameters of the SAFEPLOW related to the friction coefficient
identification algorithm are listed in Table 14.1.

Figure 14-6. The SAFEPLOW used for the experiments

Table 14-1. SAFEPLOW main parameters

Parameter | Total L ; L Height of Vehicle
Mass C.G. Front Area
Kg) | M| ™ | m (m?)

Value 9834 | 2.339 | 2.716 1.2 6.0




416 Chapter 14

In order to experimentally implement the designed friction coefficient
estimator in real-time, the SAFEPLOW was equipped with a differential GPS
system, an accelerometer, and ABS wheel speed sensors. The Mathworks xPC
system was used to serve as the real-time system and included a host PC
(TOSHIBA 4200 laptop) and a target PC (DELL GX110). Details of the
experimental hardware can be found in Wang, Alexander and Rajamani (2004).

After designing the estimation algorithm, extensive experimental tests
were carried out to improve and verify the estimation system performance.
This section presents some of the experimental results.

14.6.2 Tests on dry concrete road surface

The experiments for this part were carried out on the dry concrete testing
track at the MnRoad Research Facility on sunny days. The track was a well-
paved concrete surface and completely dry. So, the friction level of the surface
was very good.

Acceleration (Traction) Test

The slip-slope based friction coefficient estimation method was evaluated
for acceleration with different starting speeds. At the beginning of the test,
the speed of the vehicle was kept constant for about 6 seconds to allow the
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Figure 14-7. Acceleration starting at 20mph on dry concrete surface
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Figure 14-8. Slip-slope estimation during acceleration and braking

low-pass filters to initialize and the Kalman filter to estimate the accelerometer
bias. After that, the vehicle starts accelerating. Figure 14-7 shows the slip-
slope estimation results for acceleration with the starting speed at 20 mph (9
m/s). As the results indicate, the slip-slope for the acceleration on dry
concrete converges to a value of about 9.8.

Combination of Acceleration and Braking Test

Experiments for a situation of sequential acceleration and braking were also
studied on the same dry concrete surface. Figure 14-8 shows one of the test
results. The SAFEPLOW first stays at a constant speed for a while to let the
filters initialize and estimate the accelerometer bias, then it starts accelerating
for about 20 seconds and then gently brakes for about 10 seconds. As the
result indicates, the slip-slope consistently converges to about the same
value around 9.8.

From the experimental results, it was observed that for acceleration and
braking in the small slip region, the slip-slope consistently converges to
some value around 9.8 on this surface. Therefore, we can use this slip-slope
value to classify the road surface as dry concrete, dry concrete like surface or
to classify the friction coefficient 4 as being close to 1.



418 Chapter 14
14.6.3 Tests on concrete surface with loose snow covering

The experiments for this part were carried out also on the concrete test track
at the MnRoad Research Facility, but on a day after a heavy snow day. The
track had already been plowed, but since no salt and sand were put on it, it
was still lightly covered by loose snow brought on by wind. Figure 14-9
shows a photograph of the exact road surface condition for the experiments
presented in this section. The right side lane in the figure was used for the
testing. Since the road surface is slightly slippery, the friction coefficient u
is expected to be noticeably less than 1.

Figure 14-9. The road surface used to conduct the experiments for this section

Combination of Acceleration and Braking Test

Similar to the tests described earlier, experiments for the situation of sequential
acceleration and braking were also conducted on the same concrete surface.
Figure 14-10 shows one of the test results. The SAFEPLOW first stays at a
constant speed for a while to let the filters initialize and estimate the
accelerometer bias, then it starts accelerating for about 16 seconds and then
gently brakes for about 16 seconds. As the result indicates, the slip-slope
consistently converges to about the same value around 7.0. Note that the
estimator stops updating the slip-slope at about 32 seconds because the wheel
speeds are below a threshold value. Thus, the system just keeps the last
estimated value before stopping the updating.
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From the experimental results, we can see that for acceleration and
braking in the small slip region, the slip-slope consistently converges to
some value around 7.0, which is quite different from the slip-slope value
(9.8) obtained on dry concrete surface. Therefore, we can use this slip-slope
value to classify the road surface as a slightly slippery surface or to classify
the friction coefficient 4 as being about 0.7.
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Figure 14-10. Acceleration and braking on surface with light covering snow

14.6.4 Tests on surface consisting of two different friction
levels

The purpose of the experiments in this section is to test the system’s
transient response performance and its ability to detect a sudden change of
the road friction level. The tests were conducted on a track at Minnesota
Highway Safety and Research Center (St. Cloud, Minnesota). The test track
consists of two surfaces with different friction levels — dry asphalt surface
and icy surface. Figure 14-11 shows a photograph of the transitional part of
the track.
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Figure 14-11. The track used to conduct the experiments for this section
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Figure 14-12. System response when braking through the transitional part
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Combination of Acceleration and Braking Test

Figure 14-12 shows experimental results from a test in which the SAFEPLOW
accelerates on the dry asphalt surface and brakes through the transitional part of
the track. As before, on the dry asphalt surface, tires work in the low-slip linear
region and the slip-slope is used to classify the surface friction level for both
acceleration and braking. However, the wheels lock up once the vehicle reaches
the icy surface when performing braking. Thus, the slip ratio will be almost as
high as 100% and the tires are working in the nonlinear region of the tire force
characteristics. Therefore, the normalized force is used to classify the surface
friction level. As the result indicates, the friction coefficient estimate promptly
converges to a value of about 0.22 once the vehicle reaches the icy surface.

14.6.5 Hard braking test

This section is used to further verify the system performance in high-slip region
(nonlinear part of the force-slip curves). The SAFEPLOW performs hard
braking on a dry concrete surface at MnROAD Research Facility. Figure 14-13
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shows a test result. Since the tires are working outside the linear region, the
normalized force is directly used to classify the surface friction level. As the
result indicates, the system behaves well even in the nonlinear region. The
estimated friction coefficient converges to about 0.96 once the vehicle starts
hard braking.

147 CHAPTER SUMMARY

This chapter discussed real-time tire-road friction coefficient measurement
systems aimed at estimating road surface friction levels and quickly detect
abrupt changes in friction coefficient. Vehicle based friction estimation
systems of two types have been studied in literature:

a) Systems that utilize longitudinal vehicle dynamics and longitudinal
motion measurements

b) Systems that utilize lateral vehicle dynamics and lateral motion
measurements

This chapter only discussed longitudinal motion based systems which are
applicable during vehicle acceleration and deceleration. The friction coefficient
at small slip ratios can be estimated in real-time by estimating the “slip-
slope” of the normalized longitudinal force versus slip ratio data. At large
slip ratios, the magnitude of the normalized longitudinal force itself provides
an estimate of the tire-road friction coefficient.

A real-time estimation algorithm from Wang, et. al. (2004) was presented
which was applicable during both vehicle acceleration and braking and worked
reliably for a wide range of slip ratios, including high slip conditions. The
developed system can be utilized on front or rear-wheel drive as well as all-
wheel drive vehicles. A summary of experimental results from Wang, et. al.
(2004) was presented and discussed and included data from various different
types of road surfaces. The experimental tests were done with a winter
maintenance vehicle called the “SAFEPLOW.” The experimental results
showed that the system performed quite reliably and quickly in estimating
friction coefficient on different road surfaces during various vehicle maneuvers.

A limitation of the developed system is that it requires sufficient tire slip
in order to estimate the friction coefficient accurately. If the slip is extremely
small, (as can happen during vehicle coasting) the system will not be able to
update the friction coefficient information at that time. Limitations of
utilizing differential GPS include the slow update rates and the lack of wide
availability of differential correction. Limitations involved with using an
accelerometer to estimate longitudinal tire force include its sensitivity to
vertical vibrations as well as road grade inputs and bias errors.
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NOMENCLATURE
F, longitudinal force
F, X longitudinal force from front tires
F,, longitudinal force from rear tires
F, lateral force
F, normal force
F of normal force of front tires
F, normal force of rear tires
Yo normalized traction force
MU tire-road friction coefficient
o slip ratio
Oyf slip ratio of front tires
Oy slip ratio of rear tires
Yeff effective tire radius
V. longitudinal speed
w,, wheel speed
D, aerodynamic drag force constant
R, rolling resistance
Rxf rolling resistance of front tires
R, rolling resistance of rear tires
h height of application of aerodynamic drag forces
L 0 longitudinal distance from c.g. to front axle
L, longitudinal distance from c.g. to rear axle
L wheel base (=L, +L,.)
slip slope
(04 coefficient relating front and rear slip-slopes

slip slope of front tires
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K, slip slope of rear tires

e(t) error in RLS algorithm

o(t) parameter estimates in RLS algorithm

o(t) regression variables in RLS algorithm

A forgetting factor in RLS algorithm

P(1) covariance matrix in RLS algorithm

K(1) gain vector in RLS algorithm

a,, ay parameters used in change detection algorithm
Ve Gps longitudinal velocity from GPS

Vx ace longitudinal acceleration from accelerometer
Ax estimate of longitudinal velocity

Vv v acc b  estimate of bias value in accelerometer
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Chapter 15

ROLL DYNAMICS AND ROLLOVER
PREVENTION

Vehicle rollovers account for a significant fraction of highway traffic
fatalities. While only 3% of vehicle accidents result in rollovers, 33% of all
fatalities have vehicle rollover as a contributing factor (NHTSA, 2011).
Hence there is significant research being conducted on development of
rollover prevention technologies (Liu, et.al., 1997, Odenthal, et.al., 1999,
Chen and Peng, 2001, Carlson and Gerdes, 2003, Liebemann, et.al., 2004,
Yoon, et.al., 2007, Piyabongkarn, et. al., 2010).

15.1 ROLLOVER RESISTANCE RATING
FOR VEHICLES

The National Highway Traffic Safety Administration (NHTSA) provides
rollover resistance ratings for all new vehicles, as part of its new car
assessment program (NCAP) for consumer information. The rollover rating
system ranges from one star (40% or greater risk of rollover) to five stars
(10% or less risk of rollover). Initially, the NCAP rollover resistance ratings
were provided during 2001-2003 purely on the basis of the static stability
factor of a vehicle (Boyd, 2005, TRB, 2002). The static stability factor of a
vehicle is defined as

14
SSF =% (15.1)
2h
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where 7, and 4 are the track width and the height of the c.g. of the vehicle

measured from the ground respectively, as shown in Figure 15-1.

4, ——

Figure 15-1. Parameters for vehicle static stability factor (TRB, 2002)

L %

— -

5

Figure 15-2. Roll moment balance in steady state cornering
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The motivation behind the SSF definition of equation (15.1) can be
understood from the moment balance shown in Figure 15-2. This figure
shows a vehicle under steady state cornering with a lateral acceleration a,, .
The normal (vertical) load on the left or inner tires is denoted by F,, and on
the right (or outer) tires is denoted by F,.. The weight of the vehicle is
denoted by mg . The bank angle of the road is assumed to be zero. The force
ma,, shown in the figure is the d Alembert’s force that makes the system a

quasi-static system. Taking moments about the right (or outer) wheel contact
point A, assuming the roll angle @ is small,

4
mayh+FZ€€W—mg7W:O (15.2)
Hence the force on the left (or inner) wheels is given by

mgg—w—mayh
F., =2£— (15.3)

w

When the lateral acceleration of the vehicle is zero, the normal force on the
inner wheels is Tg’ as seen from equation (15.3). As the lateral
acceleration of the vehicle increases, the normal force decreases until it
becomes zero at a high enough lateral acceleration. This is the point at which
the inner wheels lift off the ground and this could be considered the
initiation of a rollover. The lateral acceleration at which the inner wheels lift

off is therefore given by setting F,, = 0 in equation (15.3) to obtain

¢
ay_lifi-off =7, 8 (15.4)

The factor i—z in equation (15.4) is called the static stability factor (SSF).

The lower the SSF, the lower the lateral acceleration level at which a
rollover occurs.
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Since 2003, NHTSA has added dynamic maneuver tests, in addition to
use of the SSF, in calculating rollover resistance ratings for vehicles.

Rollovers, in general, can be either tripped or untripped rollovers. The
vast majority of rollovers are tripped rollovers and occur due to the influence
of an external mechanical force input on the vehicle, for example, due to
impact of the vehicle with a curb, with guard rails, due to wheel rims digging
into a pavement, pot holes, soft soil, etc. Untripped rollovers, on the other
hand, occur due to sharp steering, for example going around a curved road at
high speed or undertaking a quick lane change. The resulting lateral forces
generated at the tires cause the vehicle to rollover.

Since 2004, the J-turn maneuver test and the fishhook test are used by
NHTSA as dynamic maneuver tests to evaluate the transient properties of
vehicles. Dynamic maneuver tests evaluate the ability of a vehicle to avoid
untripped rollovers during driving maneuvers. However, since untripped
rollovers constitute only a small fraction of all rollovers, it is necessary to
also use the SSF in rating the overall rollover resistance of a vehicle.

It should be noted that the SSF represents rollover resistance to both
tripped and untripped rollovers. The shortcomings of SSF come from the
fact that it includes only geometric properties. It does not include the effect
of suspension properties or electronic stability control (ESC), both of which
can reduce the rollover propensity of a vehicle.

The results from the dynamic maneuver tests complement the SSF and
help determine the overall rollover resistance rating of a vehicle. The SSF
still plays a larger role than the dynamic maneuver tests in calculation of the
rollover rating.

J-Turn Maneuver

The NHTSA J-Turn maneuver represents an avoidance maneuver in which
a vehicle is steered away from an obstacle using a ramp steering input
(Forkenbrock, et.al., 2003). This is a common maneuver in test programs
conducted by vehicle manufacturers and others. Since the differences between
various vehicles in steering ratio, wheelbase and linear range understeer
properties (Forkenbrock, et.al., 2002, Boyd, 2005) need to be taken into
account, equivalent steering wheel angles have to be defined for all vehicles.
Hence the handwheel angle that would produce a steady-state lateral
acceleration of 0.3 g at 50 mph on a level paved surface is first measured for
a particular vehicle. The 0.3 g lateral acceleration value is used because

a) the steering angle variability in achieving this lateral acceleration is
quite low for any given vehicle, and

b) stability control intervention cannot influence the test results at this
low acceleration.
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A: SS* handwheel position at 0.3g
SS: Steering scalar
T : 4 second pause

T, :2 seconds
Initial steering rate: 1000 deg/sec

T T,

X

Figure 15-3. NHSTA J-turn maneuver

Since the magnitude of the handwheel position at 0.3 g is small, it is
multiplied by a scalar value of 8 to provide a maneuver of adequate roll-
inducing severity. This typically results in a handwheel angle of approximately
330 degrees (Forkenbrock, 2002). The ramp rate used for the handwheel is
1000 degrees per second. Figure 15-3 illustrates the J-Turn maneuver in
terms of the automated steering inputs commanded by the programmable
steering machine during the test.

To begin the maneuver, the vehicle is driven in a straight line at a speed
slightly greater than the desired entrance speed. The driver releases the throttle,
coasts to the test speed, and then triggers the commanded handwheel input.
The nominal maneuver entrance speeds used in the J-Turn maneuver range
from 35 to 60 mph, increased in 5 mph increments until a termination
condition is achieved. Termination conditions are simultaneous two inch or
greater lift of a vehicle’s inside tires or completion of a test performed at the
maximum entrance speed without two wheel lift. If two-wheel lift is
observed, a downward iteration of vehicle speed is used in 1 mph increments
until such lift is no longer detected. Once the lowest speed for which two
wheel lift could be detected is isolated, two additional tests are performed at
that speed to verify two-wheel lift repeatability.

Fishhook Maneuver

The original version of the fishhook maneuver test was developed by Toyota,
and variations of it were suggested by Nissan and Honda (Forkenbrock,
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et.al., 2003). Figure 15-4 describes the Fishhook maneuver in terms of the
automated steering inputs commanded by the programmable steering machine.
NHTSA has experimented with several versions since 1997, and the present
test includes roll rate feedback in order to time the counter-steer to coincide
with the maximum roll angle of each vehicle in response to the first steer.
The initial steering magnitude and countersteer magnitudes are symmetric,
and are calculated by multiplying the handwheel angle that would produce a
steady state lateral acceleration of 0.3 g at 50 mph on level pavement by 6.5.
When this scalar is multiplied by handwheel angles commonly observed at
0.3 g, the result is approximately 270 degrees (Forkenbrock, 2002, Boyd,
2005). As in the case of the J-Turn, the procedure above is an objective way
of compensating for differences in steering gear ratio, wheelbase and understeer
properties between vehicles. The fishhook maneuver dwell times (the time
between completion of the initial steering ramp and the initiation of the
countersteer) are defined by the roll rate achieved by the vehicle being
evaluated, and can vary on a test-to-test basis. Roll rate is monitored in real-
time. The counter steer begins when the roll rate reaches £1.5 deg/sec. The
handwheel rates of the initial steer and countersteer ramps are 720 degrees
per second.

As in the case of the J maneuver, the fishhook maneuver begins by
driving the vehicle in a straight line at a speed slightly greater than the
desired entrance speed (Boyd, 2005). The driver releases the throttle, coasts
to the target speed, and then triggers the commanded handwheel input
described in Figure 15-4. The nominal maneuver entrance speeds used in the
fishhook maneuver range from 35 to 50 mph, increased in 5 mph increments
until a termination condition is achieved. Termination conditions include
simultaneous two inch or greater lift of a vehicle’s inside tires or completion
of a test performed at the maximum maneuver entrance speed without two-
wheel lift. If two-wheel lift is observed, a downward iteration of vehicle
speed is used in 1 mph increments until such lift is no longer detected. Once
the lowest speed for which two-wheel lift could be detected is isolated, two
additional tests are performed at that speed to verify two-wheel lift
repeatability. NHTSA observed that during the Fishhook tests, excessive
steering caused some vehicles to reach their maximum roll angle response to
the initial steering input before it had been fully completed (this is
essentially equivalent to a “negative” T1 in Figure 15-4). Since dwell time
duration can have a significant effect on the Fishhook maneuver’s ability to
produce two-wheel lift, excessive steering may stifle the most severe timing
of the counter steer for some vehicles. In an attempt to better insure high
maneuver severity, a number of vehicles that did not produce two-wheel lift
with steering inputs calculated with the 6.5 multiplier were also tested with
lesser steering angles by reducing the multiplier to 5.5. This change
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increased the dwell times observed during the respective maneuvers. Some
vehicles tipped up in Fishhook maneuvers conducted at the lower steering
angle (5.5 multiplier) but not at the higher steering angle (6.5 multiplier).
NHTSA adopted the practice of performing Fishhook maneuvers at both
steering angles for NCAP (Boyd, 2005, Forkenbrock, et.al., 2002).

A SS*handwheel position at 0.3g
SS: Steering scalar
T, : Time from completion of first handwheel ramp to +1.5deg/sec roll velocity

4 T, : 3second pause
Tl T, : 2seconds
N Initial steer and counter steer performed at 720 deg/sec
A
-A
T, , T,

Figure 15-4. NHSTA fishhook maneuver

15.2 ONE DEGREE OF FREEDOM ROLL DYNAMICS
MODEL

The simplest roll dynamics model for a vehicle can consist of just one-
degree-of-freedom motion, as shown in Figure 15-5. To begin with, assume
that the axles and tires have negligible mass compared to the vehicle chassis.
In other words the vehicle is modeled as consisting of just a sprung mass,
with the unsprung mass assumed to be zero. Also, assume that the vehicle is
on a flat road with zero bank angle. These simplifying assumptions will be
later removed to obtain more accurate equations. The single degree of
freedom considered is the roll angle ¢, as shown in Figure 15-5.
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(a) Schematic for vehicle roll dynamics, 1 dof model

(b) Free body diagram for 1 dof roll model

Figure 15-5. Roll dynamics and free body diagram

Assume that the total vehicle mass is m , the roll moment of inertia
about the c.g. is 1, , the distance between left and right suspension locations

is ¢, and the height of the c.g. of the sprung mass from the roll center is
hg - Let a,, be the lateral acceleration experienced by the vehicle. Let the left
and right dynamic suspension forces be denoted by F, and F,, respectively
and the total lateral tire force be denoted by F},, . From the lateral dynamics

of the vehicle, we have Fj,, =ma,, . It should be noted that the d’Alembert’s
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force Fj,, =ma, has been applied at the c.g. of the vehicle in Figure 15-5 in

order to make it a quasi-static system.
Taking moments about the roll center O, the roll dynamics equation can
be written as

(L +mhp?)p=> M,
. T
= FlathR COS¢ + mghR Sln¢ + EM 7 _Esr 7 (15.5)

or
2\ . /
(Ixx+mhR )¢:F}atthos¢+mghRsm¢+7S(FM—Fsr) (15.6)

The suspension forces F,, and F,, act on both sides of each of the

suspension springs (Figure 15-6). The sprung mass deflection on the left side
due to roll is as follows:

l .
Zgy :_351n¢ (15.7)
-2
and on the right side is

g .

Zg, =——-sin¢ (15.8)
2

Hence, the dynamic suspension forces are

st

F,, =k, %Ssin(;zs) (15.9)

F, = ks%ssin(m (15.10)
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Fy—F, =—k/ sing (15.11)
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Figure 15-6. Suspension forces
Substituting from equation (15.11) into (15.6)
. . 1 .
(Ixx + mth);/ﬁ = Fj,,hp cos@+mg hp sin ¢ —Eksﬁf sin ¢ (15.12)

The equation of motion (15.12) does not have any damping forces.

Including suspension damping in addition to stiffness, the roll dynamics can
finally be written down as

(e + i J§ = ma i cos g+ mg iy sin g

L, T (15.13)
—Eksés s1n¢—5bsﬁs ¢cos @

It should be noted that the roll dynamics depend on the lateral dynamics
through the lateral acceleration term a,,. By avoiding further expansion of

this term in terms of lateral tire forces and lateral dynamic states, a complicated

coupled set of equations between roll and lateral dynamics is avoided.

Instead, the variable a, is assumed to be measured and is assumed to be a

known input.
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The static tire forces on the ground, in the absence of roll angle, are Tg

on the left tires and on the right tires. The total tire forces on the ground
(including both dynamic and static forces) are

m m l. . l. .
F, ZTg+FM :Tg_ S7Ssm(¢)—bsys¢cos(¢) (15.14)
and
mg mg ly . l, .
FZI’ :T+EW :T+k‘q751n(¢)+b‘q7¢(§05(¢) (1515)

Direction of Suspension Forces

In the derivation of the one-degree of freedom model, it was assumed that
the suspension forces always act perpendicular to the sprung mass in Figure
15-5. This leads to the sprung mass roll motion given by equation (15.16).

(Ixx +mhR2)¢'5 = F, hgp cos ¢+ mghy sin¢+%(FS[ —F,) (15.16)

Consider the case where the suspension forces always act in the vertical
direction, as shown in Figure 15-7 (a).
The sprung mass roll dynamics in this case are given by equation (15.17).

(IXX +mhR2)é5 =F,, h, cos ¢+ mgh, sin ¢
1
+—(F —F, Jeos¢ (15.17)
~(F, +F, Xy =h)sing
Since F,, + F, = mg , this leads to

(Ixx + mth)éf = Fj,hg cosg+ mgh sin¢+%(FS( -F, )cos¢
(15.18)
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......

a) Suspension forces are always vertical. b) Suspension forces are perpendicular to
the sprung mass.

Figure 15-7. Different directions for suspension forces

Thus the major difference between equations (15.16) and (15.18) is the
presence of the coefficient 4, instead of /g in the gravity term. Both models
are quite similar. Since the parameters A, and 4z will be never be perfectly

known, the difference between the two models is not of great importance. To
keep the presentation consistent and simple, the sprung mass roll dynamics
as described by equation (15.16) will be used in the rest of this chapter.

Inclusion of road bank angle

Next, let us consider the presence of road bank angle. In Figure 15-8, the
road bank angle is shown as ¢, and is assumed to be positive in the direction

opposite to that of the roll angle ¢ .
Moment balance about the roll center yields

)\ , ¢ ¢
(]xx+mhR »:FlathRCOS¢+mghRSln(¢_¢r)_Fsr7s+st?s
(15.19)

In order to see how the lateral tire force Fj,, is related to the measured
lateral acceleration of the vehicle in this case, consider the lateral dynamics
of the vehicle. From the lateral dynamics, the translational equation gets
modified due to the bank angle as follows:

m(y-l,-VxW):Fyf +Fyr _mgsin¢r (1520)



15. Roll Dynamics and Rollover Prevention 439

3
yroll
i center

—

< jo:% =

—

Vi

Lcenter

o

Figure 15-8. Roll dynamics and free body diagram

Hence

Fige = Fyp + Fyp =m(3 4V, — gsing,) (15.21)

An accelerometer placed on the unsprung mass in the lateral direction
reads the total lateral acceleration plus the component of gravity in the

lateral direction (with appropriate sign). Hence, the lateral acceleration
measured with a lateral accelerometer is (Piyabongkarn, et.al., 2009)

ay meas :j}+Vxl/'/_gSin¢r (15.22)
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Hence Fj,; =ma,, ;045 includes the effect of both lateral forces as well

as the component of gravity due to the road bank angle. Substituting
Flgt =may, peqs into equation (15.19)

2\ )
(]xx +mhp )¢ = may’meashR cos@+mg hp sm(¢—¢r)
’ ’ (15.23)
ety

Next substituting for the dynamic suspension forces F;, and Fy,, the final
roll dynamics equation in the presence of road bank angle is written down as

(Ixx +mhR2);}5 = May, yeqshp cos@+mg hy sin(¢—¢r)

1, 2. 2 -
—Eksés sing ——byl ;“(cos¢)@

| (15.24)
2

It should be noted that this equation differs from the case with zero bank
angle only in the term due to the gravity moment mghg sin(¢—¢,). The

mghp sing term is replaced with the term mghp sin(¢ —¢,.).

15.3 FOUR DEGREES OF FREEDOM ROLL
DYNAMICS MODEL

The four degrees of freedom considered in this model are

a) vertical translation of the sprung mass, called heave, and denoted by z;
b) roll motion of the sprung mass denoted by ¢
c) vertical translation of the left unsprung mass, denoted by z,,,

d) wvertical translation of the right unsprung mass, denoted by z,,.

The four degrees of freedom z,,, z,,., z; and ¢ are shown in Figure
15-9. The variables z,, and z,,. are road inputs that act on the system.

Inclusion of the influence of the road inputs implies that roll motion induced
by road bumps and road potholes can also be analyzed by this model in
addition to roll motion induced by lateral acceleration.

Assume that the motions z,,, z,., and z; are measured from the

position of static equilibrium. Let the dynamic suspension forces on the left
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and right sides be denoted by Fy, and Fj, respectively and the dynamic tire
forces on the left and right tires be denoted by F;, and F,. respectively, as
shown in Figure 15-10.

Figure 15-9. Four degree-of-freedom roll dynamics model
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Figure 15-10. Four degree-of-freedom model with suspension and tire dynamic forces
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Vertical force balance on the sprung mass and the two unsprung masses
yield the following equations

mez, =F,+ F,, (15.25)
myZy =—Fy +Fy (15.26)
My Zyy = —Fg + Fp, (15.27)

The roll dynamics of the sprung mass are given by the following
equation as developed in section 15.2:

(Ixx +mShR2)é5 =mga,hp cosg+myg hy sin¢+%(FS€ ~F,) (15.28)

The dynamic suspension forces are given by

Fy = _ks (Zs(’, —Zw )_ by (ésf - Zuﬁ)
0, ol .
—k, zs+7sm¢—zu[ - b, zs+7¢cos¢—zu4 (15.29)
Fsr = _ks(zsr - Zur)_bs (Zsr _Zur)
l. .
:—ks(zs—yssm¢—zwj (z ——¢cos¢ z, J (15.30)

and the dynamic tire forces are given by
Fy ==k (zur ~2,1) (15.31)
Fy = k(24 ~21) (15.32)
From equations (15.29) and (15.30)

F.

N

! _F;r = _kszs Sin¢_bs£s¢3cos¢+ks(zuf _Zur)+bs(2u€ _Zur)
(15.33)

Substituting from equation (15.33) into (15.28)
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(Ixx +mshR2)¢' =ma,hp cosP+mg hp sing

2 2
—kSLsin(é—bSLgﬁcowﬁ (15.34)
2 2
kg bl, . .
+—2 ( Zye — ur)+ . (Zuf _Zur)

Hence the overall equations of motion are
.. ly . .l .
myz, =—kg| zg +751n¢—zug —by| Z, +7¢cos¢— Zyp

—ks(zs—%sin¢—sz (z ——¢COS¢ z, j

(15.35)
mz., =k z +£—Ssin¢—z +b,| z +€—s¢5cos¢—z'
u“ul s| “s ) ul s| “s 7 ul (15.36)
_kt(Zuf _Zré)
m,z,. =k z —g—ssin¢—z +by| Z, ——¢cos¢ Zyy
u=-ur N S 2 ur (1537)
_kt(Zur _er)
and
2\ )
(Ixx+mshR )¢=msath cos@+mgg hpsin g
2 2
_ KL sin¢—l)ngz‘5cos¢ (15.38)
2 2
kl

+SS

bt . .
(Zuf _Zur)+ s2 . (Zuf _Zur)

The total tire forces on the ground include both static forces due to
weight and dynamic forces. Including both static and dynamic forces, the
total tire forces on the ground are given by
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Fop=Fy +%g+mug (15.39)
F,. =F, +%g+mug (15.40)

where m,, is the total unsprung mass on each of the left and right sides of
the vehicle and m is the vehicle sprung mass.

154 ROLLOVER INDEX

A rollover index is a real-time variable that indicates the likelihood of the
vehicle to rollover and is computed in active rollover prevention systems in
order to trigger differential braking to prevent rollover. Accurate calculation
of the rollover index is important in order to ensure that rollovers can be

prevented in time while at the same ensuring that active rollover prevention
is not triggered unnecessarily.

ma, c.g.
- ‘\‘\‘{I¢ - _._i_._ r
S &
S l? roll E&: w
i | center nae
= ! 38
ag (NE
Fzr FZZ

Figure 15-11. Rollover index using lateral load transfer
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A common method of defining the rollover index is based on the use of
the real-time difference in normal (or vertical) tire loads between left and
right sides of the vehicle. Figure 15-11 shows a schematic of a vehicle with a
sprung mass that undergoes roll motion. The difference between the vertical
tire forces F,, and F,. caused by the roll motion of the vehicle is used to

define the rollover index R (Liu, et.al., 1997):

R:Fzr_sz
Fzr+Fz[

(15.41)

As the sprung mass experiences a positive roll angle, as shown in Figure
15-11, the vertical tire force on the right (or outer) tires increase while the
vertical tires forces on the left (or inner) tires decrease. At a sufficiently
large roll angle, the vertical tire forces on the inner tires can reach zero,

leading to the inner wheels lifting off from the ground. In this case, F,, =0.

F -
Hence, at left wheel lift off, R = LO =1. Likewise, for a sufficiently

zr+0

large negative roll angle, right wheel lift off occurs at /. =0 and R =—1.
Thus wheel lift-off occurs when R =1 or R=-1. When the vehicle is
being driven straight with zero steering, so that F,. = F,,, the value of the

rollover index isR =0.

Other names for the rollover index in literature include load transfer
ratio and lateral load transfer ratio.

The rollover index in equation (15.41) cannot be directly computed in
real-time because the tire forces F,, and F,, cannot be easily measured.

Hence, an estimate of the rollover index has to be obtained by using roll
dynamic models to relate the values of F_,. —F,, and F,.+F,, to other

easily measured variables.

From equations (15.14) and (15.15) for the one degree-of-freedom roll
dynamics model, we have the total tire forces as

Fy+F,. =mg (15.42)
F, —F,, =k sing+b,/ pcosd (15.43)

Then the rollover index is
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R__EW—FQ__kﬁsmn¢+b¢g¢am¢
Fzr+FzZ mg

(15.44)

Equation (15.44) requires measurement of the roll angle and roll rate of
the sprung mass. Unfortunately, the roll angle is also not a measurement that
is typically available on most vehicles. Measurement of roll angle requires
use of LVDTs or other relative deflection sensors to measure left and right
suspension deflections and hence compute the roll angle. Such sensors are
expensive and typically not available on most passenger vehicles. Furthermore,
equation (15.44) also assumes linear spring and damper behavior for the
suspension and requires knowledge of suspension parameters.

The term kg sing + bl pcos¢ can be further estimated from the one
degree roll dynamic model under certain assumptions.

In the roll dynamics equation of motion (15.13), set ¢ =0, for ignoring
transient dynamics. Then

%kfsz sin¢+%b£s2¢cos¢ = mayhp cos@+mg hy sing

or

2mayhg cos$+2mg hp sing

kl sin¢+b€sg/5 cosg = ;

(15.45)

N

Assume /¢ =/ . Hence the rollover index can be estimated as

2hpa, cos@+2ghy sin
R=_"1 §+2ghgsing _ 2he a, cos¢+%sin¢ (15.46)
4 (8 4y

Rollover index (15.46) involves the lateral acceleration of the vehicle

a, measured on the unpsrung mass, and the roll angle of the vehicle ¢ . The

unsprung mass does not undergo any roll motion and a lateral accelerometer
placed on the unsprung mass therefore retains its direction and measures
vehicle lateral acceleration. The parameters in the equation that need to be
known are the height of the center-of-gravity (c.g.) 4, and the track width

14

W
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At small roll angles, the requirement to measure roll angle can be
removed. Assumingsing ~ 0 and cos¢@ = 1, the rollover index of equation

(15.46) can be approximated for small roll angles by

2hRay

approx — / g
W

(15.47)

The index of equation (15.47) requires measurement of lateral
acceleration only, a measurement which is typically available on all cars
equipped with electronic stability control systems.

* k %
oooR Rapprox

0.7 \ \

0.6

0.5

o
~

©
w

roll over index

0.2
0.1
0 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10
lateral acceleration (m/s/s)
Figure 15-12. Rollover indices R and R as a function of lateral acceleration

approx

Figure 15-12 shows the original rollover index R of equation (15.46)

and its approximation R, for a typical SUV as a function of lateral

acceleration during steady state cornering around a circular track. It can be
seen that the difference between the two curves increases as lateral
acceleration increases, resulting in higher error during tight cornering
maneuvers. Further, the error increases with increase in height of the c.g.
Hence, if the roll angle can be estimated, a more accurate computation of the
rollover index can be obtained from equation (15.46) compared to (15.47).
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It should be noted that the height of the c.g. is a constant parameter.
However, it changes with change in the passenger and freight load on the
vehicle.

Results on estimation of roll angle and c.g. height can be found in
Rajamani, et.al., 2009, and other recent publications.

15,5 ROLLOVER PREVENTION

Once it has been determined that the vehicle is close to rollover from the
computed real-time rollover index, an effective rollover prevention action
needs to be initiated. Rollovers, in the case of untripped rollovers, can be
prevented by stiffening the suspension in the vehicle, by braking to reduce
the vehicle speed and by differential braking to reduce both yaw rate and
vehicle speed. Rollover prevention is often incorporated as an additional
function of the electronic stability control system of the vehicle (Piyabongkarn,
et.al. 2010, Liebemann, et.al., 2004). In this case, differential braking or
differential drive torque is the mechanism utilized for rollover prevention.
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0 50 100 150 200 250 300 350 400 450 500
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Figure 15-13. Circular trajectory executed by vehicle
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Figure 15-14. Rollover index at different speeds

Consider a vehicle navigating a circular segment of a road. Figure 15-13
shows the trajectory executed by the vehicle and consists of a straight road
travel segment followed by travel on a circular segment of radius 300
meters. Figure 15-14 shows the rollover index for three different speeds of
15, 30 and 40 m/s (33.75 mph, 67.5 mph and 90 mph respectively). As seen
in Figure 15-14, R is only 0.1 at 15 m/s, but is 0.38 at 30 m/s and 0.66 at 40
m/s. Since the exact same trajectory is being executed at all 3 speeds, the
radius of the circular portion of the trajectory R is the same, but the yaw

Ve
rate =?x is lower at smaller speeds. Hence the steady state lateral

2
X

acceleration given by a =V = is significantly lower at smaller

y_Sss

speeds. This explains why lowering the speed reduces rollover propensity.
The reduction of yaw rate without reducing vehicle speed also reduces
rollover propensity. In the case of the dynamic rollover assessment tests
conducted by NHTSA, the rollover performance of the vehicle is tested at
various speeds. For example, the fishhook maneuver performance is evaluated
at a range of speeds from 35 to 50 mph. Cruise control can be used to maintain
constant speed during the fishhook maneuver. Without reducing speed, an
ESC system can reduce yaw rate using differential braking. The cruise
control system controls throttle in this case to provide a constant speed.
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Consider the simulation results shown in Figures 15-15 — 15-18 for
execution of a fishhook maneuver. The steering angle input is of the form
shown in Figure 15-4. An ESC system with bounds on the desired yaw rate
is implemented. The desired yaw rate is first computed from the driver’s
steering input, as described in chapter 8. However, the desired yaw rate is
subsequently bounded so that the rollover index remains less than a
maximum threshold. Use the rollover index definition

2hRay

(15.48)
.8

If the rollover index needs to remain below a threshold value Ry, 01014 >
then the corresponding maximum allowable lateral acceleration is given by

ay < Rthresholdf w8 (1 549)
2hyp

Set the lateral acceleration term to be equal to the centripetal
accelerationa ), = Vy . In doing this, the translational sliding term y is being

ignored.

R
Vi g < threszh;)lldg w8 (15.50)
R

By doing yaw stability control with this bound on the desired yaw rate,
rollover prevention is naturally incorporated as a part of electronic stability
control.

Since the translational sliding term and the roll angle term in the rollover
index were both ignored, a bound of *0.3rad/s was conservatively used for
the simulation results shown in the following figures. The simulations
involved a SUV with a c.g. height of 0.8 meters. Cruise control is used in
these simulations so that the longitudinal speed stays approximately at 15
m/s (33mph) throughout the simulation. Differential braking is used for ESC
with bounded desired yaw rate, as described above. The dotted curves in all
the simulation results describe open-loop execution of a fishhook maneuver,
while the solid curves describe execution of the same fish-hook maneuver
under the use of electronic stability control (ESC). As seen in Figure 15-15,
the yaw rate obtained is bounded by 0.3 rad/sec due to the use of bounded-
yaw-rate ESC.
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The rollover index is as high as 0.8 for the system without ESC, while
the ESC system with bounded yaw rate has a rollover index with a
maximum value of only 0.55, as shown in Figure 15-16. Likewise, the roll
angle is much smaller for the ESC system, as shown in Figure 15-17. Thus
the rollover propensity is significantly reduced with the bounded-yaw-rate
ESC system. However, due to the yaw rate being different, the planar
trajectory executed by the ESC based system is different from the trajectory
executed by the non-ESC system, as shown in Figure 15-18. If the same

trajectory is desired with a lower yaw rate, then a lower longitudinal speed
should be used.

15,6 CHAPTER SUMMARY

This chapter described the static stability factor (SSF) and the dynamic
maneuver tests used in the rollover resistance ratings for vehicles by NHTSA.
Models for roll dynamics of a vehicle were presented. A one degree of
freedom model was presented that provides roll dynamic response of a vehicle
to lateral acceleration maneuvers. A 4-degree of freedom model was presented
that provides roll dynamic response to both lateral acceleration and road
vertical inputs.

A rollover index is a real-time variable that indicates the likelihood of the
vehicle to rollover. A fundamental way to calculate the rollover index is
based on detection of wheel lift and utilizes the difference between inner and
outer tire normal forces. The rollover index can be approximated by a
formula that uses lateral acceleration and roll angle.

If the rollover index exceeds a threshold indicating a high danger of
rollover, rollover prevention can be triggered. Rollover prevention implemented
as an accessory to an electronic stability control typically uses differential
braking to reduce both vehicle speed and yaw rate for prevention of rollover.

NOMENCLATURE

SSF static stability factor

l, track width

L lateral distance between left and right suspensions
h height of vehicle c.g. from grounnd

hg height of vehicle c.g. from roll center



Ay meas

Ay _lifi-off
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height of vehicle c.g. from suspension location
lateral acceleration of vehicle

signal measured by lateral accelerometer

lateral acceleration for wheel lift off

steady state lateral acceleration on a circular curve

vehicle mass

vehicle sprung mass

unsprung mass on either left or right side of vehicle
roll moment of inertia about c.g.

acceleration due to gravity

total lateral tire force (from front and rear tires)

left suspension dynamic force

right suspension dynamic force

left tire dynamic force

right tire dynamic force

total left tire force

total right tire force

roll angle

road bank angle

vertical deflection of c.g. of vehicle

vertical deflection of left side of sprung mass
vertical deflection of right side of sprung mass
vertical deflection of left unsprung mass
vertical deflection of right unsprung mass

left road displacement input

right road displacement input
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V., vehicle longitudinal velocity

7% yaw rate of vehicle

V des desired yaw rate

b% translational lateral velocity

kg suspension stiffness

b suspension damping coefficient
k, tire stiffness

R rollover index

Rypprox approximate rollover index
Rieshold threshold on rollover index for rollover prevention initiation
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Chapter 16

DYNAMICS AND CONTROL OF HYBRID GAS
ELECTRIC VEHICLES

A hybrid automobile is one that has two or more major sources of

propulsion power. Most hybrid vehicles currently available to consumers are
gas-electric hybrids. They have both gasoline engines and electric motors
and can be powered by either power source or both sources at the same time.

Compared to a conventional engine-only vehicle, a hybrid gas-electric

vehicle can offer significantly reduced fuel consumption and can also help
reduce polluting emissions. The improvement in fuel consumption comes
due to the following reasons:

a)

b)

In some hybrid vehicles, both the engine and the motor can simultaneously
power the wheels of the vehicle. This allows the engine size to be
downsized and allows the choice of an engine designed for average
torque demands during driving. The peak torque demand can be met
using additional torque from the electric motor.

In other hybrid vehicles, the engine is not directly connected to the
wheels and is instead used as a generator to charge a battery. The battery
powers a motor that drives the wheels of the vehicle. Since the engine is
not directly connected to the wheels, it can operate at its optimum speed-
torque points, allowing for significantly more efficient operation and
lower fuel consumption.

In all hybrid vehicles, the electric motor is used in reverse as a generator
during deceleration. This is called regenerative braking and is used
instead of friction brakes to achieve deceleration of the vehicle.
Regenerative braking allows recapture of the kinetic energy of the

R. Rajamani, Vehicle Dynamics and Control, Mechanical Engineering Series, 457
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vehicle to a re-usable form. In a regular vehicle, friction brakes would
waste the kinetic energy of the vehicle as heat.

d) Other means to reduce fuel consumption include the ability to completely
stop the engine when the vehicle is stopped at a traffic light or stop sign.
This saves fuel and cuts the significant emissions that would otherwise
occur during idling of the engine.

The engine in a regular car is sized for peak power (when the driver
floors the accelerator pedal for fast acceleration). Most drivers, however,
only use peak power less than 1% of the time, if at all. A typical engine with
150 hp might be able to accelerate from 0-60 mph in 10 seconds. A hybrid
vehicle like the Toyota Prius is able to achieve the same level of acceleration
using only a 76 hp engine. Due to the smaller size of the engine, significantly
higher fuel economy can be achieved.

16.1 TYPES OF HYBRID POWERTRAINS

The types of common powertrains seen in gas-electric hybrid automobiles
are as follows.

Parallel Hybrid

As the name implies, in a parallel hybrid vehicle, both the engine and the
motor can simultaneously drive the wheels of the vehicle. This is enabled by
use of an appropriate transmission system, as shown in Figure 16-1. The
battery in a parallel hybrid is charged during regenerative braking and during
other times from the engine when the power demand of the vehicle is very low.

Mot
Battery [€—p| MO/ lq p

Generator

Fuel —»| ICengine [P

Transmission

,.
1
1

Figure 16-1. Schematic of powertrain for a parallel hybrid vehicle
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The parallel hybrid obviates the need for conversion of the engine power
to electric power before its use at the wheels. This eliminates the inefficiency
associated with mechanical-to-electrical energy conversion. However, unlike
the series hybrid, the engine cannot operate at its most efficient speed-torque
conditions and must operate over a wide range of speeds and torque demands.

The Honda Insight, Civic and Accord cars use the parallel type of hybrid
propulsion system.

Series Hybrid

In a series hybrid, only the electric motor drives the wheels of the vehicle.
The motor receives power either from a battery pack or from an engine-
generator set, as shown in Figure 16-2. The control system determines in
real-time what fractions of the power come from the battery-pack and from
the engine-generator. The battery pack can be recharged both from the
engine-generator and from the motor-generator during regenerative braking
(deceleration).

The engine in a conventional vehicle is forced to operate over a wide
range of operating conditions, while in a series hybrid it can operate at its
most efficient operating conditions. This is because the engine is used in a
series hybrid purely to recharge the battery and does not have to change its
operating conditions to meet the power, torque and speed demands of the
vehicle. This also eliminates the need for a multi-speed transmission system.

A series hybrid needs a larger battery and motor than a parallel hybrid,
since these are used to entirely meet the driving demands of the vehicle. The
engine is typically smaller than in a conventional vehicle. The engine has to

Motor /
Generator >

Battery

Generator

Transmission

Fuel P 1C engine

Figure 16-2. Schematic of powertrain for a series hybrid vehicle
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meet the average power demand while the peak power demands can be met
by the battery and motor. A series hybrid is likely to be more expensive than
a parallel hybrid, due to the larger motor and battery and due to the need for
a separate generator. However, a series hybrid is also likely to have a
simpler drivetrain due to elimination of the transmission.

A series hybrid is a good powertrain for buses and other urban vehicles
involved in a lot of stop-and-go driving.

Power-split or Series-Parallel Hybrid

The power-split hybrid combines the advantages and the hardware of the
parallel and series drivetrains. By combining the two designs, the engine can
be used to drive the wheels directly (as in the parallel drivetrain) and also be
effectively disconnected from the wheels so that only the electric motor
powers the wheels (as in the series drivetrain). As a result of this
combination, the engine operates at near optimum efficiency more often. At
lower speeds where efficient engine operation is more important to achieve
due to the stop-and-go nature of driving, the power-split drivetrain operates
more as a series vehicle. At high speeds, where the series drivetrain is less
efficient, the engine connects directly to the wheels and energy loss in going
from mechanical operation to electricity generation is minimized. This
system is more expensive due to the more complex hardware and also
requires a sophisticated control system. However, the power-split hybrid has
the potential to perform better than either of the series or parallel systems alone.
The schematic of a power-split hybrid powertrain is shown in Figure 16-3.

Mot
Battery <P otor / P

Generator

!

Fuel —»| ICengine [—P

Transmission

,.
1
1

Figure 16-3. Schematic of powertrain for a power-split hybrid vehicle

The Toyota Prius is one of the most well known vehicles with a power-
split hybrid powertrain.
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Other Power Sources

In addition to gasoline engines and electric motors, other types of power
sources that have been used in hybrid vehicles include hydraulic systems, fuel
cells and pneumatic actuator systems (Wu, et. al., 2002, Rodatz, et. al., 2005,
and Vahidi, et. al., 2006). The U.S. Environmental Protection Agency (EPA)
and its industry partners have developed a delivery van with a series hydraulic
hybrid drivetrain in a UPS vehicle (US EPA, 2006). This hydraulic hybrid
demonstration vehicle has been shown to achieve 60-70% better fuel economy
in laboratory tests and 40% or more reduction in carbon dioxide emissions.
UPS has purchased 7 such vehicles from EPA for deployment by 2010.

16.2 POWERTRAIN DYNAMIC MODEL

16.2.1 Dynamic Model for Simulation of a Parallel
Gas-Electric Hybrid Vehicle

Inertial Dynamics:
The longitudinal vehicle dynamics remain the same as that for any other
automobile and can be represented by

mV,=F.—C,V.> R, —mgsin(6) (16.1)

where V. represents the longitudinal vehicle velocity, F, is the total
longitudinal tire traction force, R, is the force due to rolling resistance, € is

the road grade angle, m is vehicle mass and C, is the aerodynamic drag

coefficient.

For purposes of determining the total drive torque at the wheels, the
dynamics of the wheels can be represented using one virtual wheel. The
dynamics of the wheels of the vehicle (lumped into one virtual wheel) are
given by

[wd)w:Td_berake_reﬁ”Fx (16.2)

where [, is the moment of inertia of the wheels, 7, is the drive torque

supplied to the drive wheels, 7', is the total frictional brake torque and

Vofr 18 the effective tire radius.
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Power Split Ratio:

Driver throttle command, speed, desired speed, desired inter-vehicle spacing,
or other longitudinal control criteria are used to determine the required total
drive torque 7, . This wheel drive torque 7,; needs to be provided by a
parallel combination of the engine and the motor through a transmission.
Hence

1
Td :E(T[CE +TEM) (163)

where R is the transmission gear ratio, T, is the torque from the electric

motor and 7y is the torque from the IC engine. Note that R <1 and is the

ratio of the wheel speed to the engine/motor speed.

Tem
d

torque provided by the electrical motor to the total torque from the motor
and the engine and is called the power split ratio.

The required torque from the engine 7;-r is determined based on

The variable u = is chosen as the control input. This is the ratio of

knowledge of desired total drive torque and the value of the control input. A
discussion of how the desired total drive torque is determined is presented in
section 16.6.

Engine Fuel Consumption:
The motor and engine rotational speeds are given by

1
Wpy = Ocp = Eww (16.4)

The fuel consumption rate of the engine can be modeled as an algebraic
function of the engine torque and engine angular speed:

my = f(Ticg>@rcE) (16.5)

Often the fuel consumption for a given vehicle is calculated using a map.

The map provides 7, for various values of TicE and @jcp . An example of

a fuel consumption map from the Toyota hybrid Prius vehicle is provided in
section 16.2.2.

Motor and SOC dynamics:
Power discharge from the battery to the motor is given by
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Poast = 1" Tppr 01 (16.6)
where 77 is the electrical-mechanical conversion efficiency and

k=-1 if Tg, 20 (16.7a)

k=1if Tg, <0 (16.7b)

Note that the power discharge from the battery is positive when
T)s 2 0and negative when T, <0 (during braking , when regenerative

action occurs).
The state of charge dynamics of the battery is given by

iSOC - _ ]batt

(16.8)
dt Qbatt_o

where SOC represents the state-of-charge of the battery, I, represents
the current flowing from the battery and Op,, , represents the total or

maximum charge at full charge for the battery.

The power discharge dynamics of the battery system are given by
2
Fpatt = Vot barr = RpartL bar (16.9)

where V. is the open circuit battery voltage and R, includes the internal

and terminal resistance of the battery. /,,, is obtained by solving the

quadratic equation (16.9) as

2
_ Voc * \/Voc B 4PbattRbatt
o = (16.10)
2Rbatt

Of the two possible solutions in equation (16.10), only 1 solution is
viable. The viable solution is given by

2 k
Voc - \/Voc - 477 T, EM@PEM Rbatt
2Rbatt

Tpan = (16.11)
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The battery resistance Ry, is a function of the SOC of the battery and

of temperature.
Hence the state of charge dynamics are given by

2 k
iSOC __ Voc _\/Voc - 477 TEMwEMRbatt

dt 2Rbatt Qbatt _o

(16.12)

16.2.2 Dynamic Model for Simulation of a Power-Split
Hybrid Vehicle

The Toyota Prius utilizes a power-split or series-parallel hybrid powertrain
system that combines the advantages and the hardware of the series and
parallel hybrid powertrains. A planetary gear system enables the engine to
both drive the wheels directly when desired and also to be disconnected from
the wheels so as to only charge the battery.

Planetary Gear System

motor/power shaft

_
Qf\

Figure 16-4. Planetary gear based power split system

engine

generator

The power split device in the Toyota Prius THS-II system uses a
planetary gear to transmit torque from the engine to both the generator as
well as the wheels. As shown in Figure 16-4, the engine is connected to the
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carrier gear in the planetary system. By using appropriate pinion gears on the
carrier, it is possible for the engine to connect to the motor, the generator, or
both. Thus the carrier gear can transmit torque both to the ring gear and the
sun gear. The sun gear is linked to the generator which charges a battery.
The ring gear is on a common shaft with a motor and drives the front axle
through a reduction gear. The torque that drives the wheels is the sum of the
ring gear torque and the torque produced by the electric motor.

The rotational speeds of the ring gear, sun gear and carrier gear satisfy
the following relationship

o,R;+o,R, =o.(R,+R,) (16.13)

where R, and R, are the radii of the ring gear and sun gear respectively, and
w,, o, and @, are rotational speeds of the sun, ring and carrier gears.

Since the generator is connected to the sun gear, the motor is on a
common shaft with the ring gear, the wheels are connected to the ring gear
through a reduction gear, and the IC engine is connected to the carrier gear,

we have o, = 0, 0. = 0 ,and

1
@, = o, (16.14)

»
T final

where 7,4 is the final reduction gear ratio. Hence

wGR, + ®,, R _ ocp(Rg +R,) (16.15)
T final

This means only 2 independent variables exist between wg;, ®,, and

Ok .

According to equation (16.15), the relation between the engine speed
and the wheel speed is determined not only by a gear ratio, but also by the
generator speed @g. There are two independent variables in equation

(16.15) which could be chosen to be ;g and @,,. The power split device

is therefore a type of continuously variable transmission (CVT). The gear
ratio in this CVT is determined by the value of @g. The power-split

transmission system is therefore sometimes called an electronic variable
transmission (Liu and Peng, 2008, Kimura, et. al., 1999).
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Let the gear ratio between the sun gear and the ring gear be denoted by

o
RS
= (16.16)
P R
Then dividing equation (16.15) by R, , it follows that
1
wgp+w,——=o;cp(1+p) (16.17)
T final
or
Yo, @, 1
g T = W (16.18)
I+p (rﬁnal](1+p)

Torque transferred from the IC engine to the ring gear is given by

1

T =
l+p

r

Tyce (16.19)

and from the IC engine to the generator is

Ty (16.20)

The drive shaft is connected to the ring gear through a final reduction
gear with gear ratio 7y, . Hence the total drive torque at the wheels is

Td:

1 1 1
(Tr+TEM): [TEM +—TICEJ (1621)
T final T final 1+,0

Motor speed and wheel speed are proportional:

1

T final

Wy,

Oy = (16.22)
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Vehicle Dynamics:
The longitudinal vehicle dynamics remain the same as that for any other
automobile and can be represented by

mV,=F,—C,V,”> =R, —mgsin(6) (16.23)

Wheel Dynamics:
The dynamics of the wheels of the vehicle (lumped into one virtual wheel)
are given by

de)w = Td - ijrake - reijx (1624)

SOC dynamics:
Power discharge from the battery to the motor and charging from the

generator to the battery is given by
_ .k k
Boan =1 T +1" Tpy Opy (16.25)
where 77 is the electrical-mechanical conversion efficiency and

k =—1 during discharging
k =1 during charging.

The state of charge dynamics is given by

d I

= 850C = ——batt__ (16.26)

dt Qbatt_o
The electrical dynamics of the battery system are given by

2

Fpait = Voelbar = Roalban (16.27)

1,,, is obtained by solving the quadratic equation (16.27) as
2
V.tV .~ —4B, R
Ibatt _loc \/ oc batt*\batt (16.28)

2 Rbatt

Of the two possible solutions in equation (16.28), only 1 is viable. Hence
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2 k k
Voc - \/Voc - 4(77 TGCOG +77 TEMa)EM )Rbatt

Tpon = (16.29)
2Rbatt
Ry, 1s a function of the SOC and of temperature.
Hence the state of charge dynamics are given by
2 k k
d Ve =AVoe =4 Toowg +n" Ty o
4 soc = _Loc \/ oc (77 G%c 1 Lgm EM)Rbatt (16.30)
dt 2RpattOpane 0

Engine Fuel Consumption

Since a major objective in hybrid vehicle system design is to lower the fuel
consumption, an engine map that provides fuel consumption rates for
different operating conditions is necessary in the engine dynamics model for

. T —————
g b == =5 Basic operating |ine |

Engine torque (Nm)

o0 Fil ===

s _:_ g LN | bl
1 1 ] 1 m—
oo e s e =g
[] L 1 I3 I} 1 ]
1000 2000 3000 4000

Engine operating speed (rpm)

Figure 16-5. Engine map for the 1.5L engine in the THS-II powertrain system (Meisel, 2006)"

! Reprinted with permission from SAE paper 2004-01-0064 © 2004 SAE International
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analysis. From the reference (Meisel, 2006), the engine map for the THS-II
powertrain system in the Toyota Prius is shown in Figure 16-5. Each contour
on the map represents a constant fuel consumption contour for a range of
torque and engine speed conditions. The “basic operating line” shown on the
map is the locus of the minimum BSFC (brake specific fuel consumption,
g/kW-hr) for a given engine power level. This operating line represents the
best engine torque-speed combinations for a given engine power level.

A 2-D lookup table model can be chosen to represent the engine map.
For the engine map shown in Fig. 16-5, the engine speed and engine torque
can be chosen as the column and row vectors, respectively.

For example, the engine torque vector could be

Engine torque in Nm (row): [0 10 20 30 40 50 60 70 80 90 100]; and the
engine speed vector could be

Engine speed in rpm (column): [1000; 1500; 2000; 2500; 3000; 3500;
4000; 4500].

The brake specific fuel consumption in grams/kW-hr would then be a
matrix with each element of the matrix corresponding to an engine speed-
torque combination. Such a matrix could be constructed from the data shown
in Figure 16-5.

The values of fuel consumption at operating points between the grid
points in the matrix can be obtained by interpolation.

In the case of the power-split hybrid powertrain, there are two
independent control inputs — these could be chosen as the generator speed
and the ratio of power to be provided by the IC engine. For each candidate
value of the power to be provided by the IC engine, the corresponding
engine speed that offers optimum efficiency can be chosen. The engine
speed is not proportional to wheel speed and can be determined independently
by adjusting the generator speed. The generator torque is determined so as to
provide the desired generator and engine speeds, according to equation
(16.18). The engine torque is then determined from equation (16.20). Once
engine torque and engine speed are known, the fuel consumption rate can be
determined from the map.

16.3 BACKGROUND ON CONTROL DESIGN
TECHNIQUES FOR ENERGY MANAGEMENT

16.3.1 Dynamic Programming Overview

Dynamic programming is a numerical method of finding the optimal
solution to a many-stage decision making problem. It is based on Bellman’s
principle of optimality, which can be described as follows (How, 2008):
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If the optimal solution for a problem passes through an intermediate
state (x,?), then the optimal solution to the same problem starting at (x,)
must be the continuation of the same path.

To understand how Bellman’s principle is useful in determining the
optimal solution, consider the following illustrative example shown in
Figure 16-6. In this problem, one desires to go from point A to point Z. The
cost of each section of all possible paths is shown in the Figure. The
objective is to find the path of least cost.

Figure 16-6. lllustration of dynamic programming

It can be seen that there are nine possible paths to go from point A to
point Z, and they are as follows:
ABEZ, ABFZ, ABGZ
ACEZ, ACFZ, ACGZ
ADEZ, ADFZ, ADGZ
At point B, the costs associated with different paths from B to Z are
BEZ:3+6=9
BFZ:2+4=6
BGZ: 7+7=14
Hence the best choice of path to go from B to Z is BFZ. The associated cost is 6.
At C, the costs associated with different paths from C to Z are
CEZ: 6+6 =12
CFZ:5+4=9
CGZ: 4+7=11
Hence the best choice of path to go from C to Z is CFZ. The associated cost is 9.
At D, the costs associated with different paths from D to Z are
DEZ: 4+6 =10
DFZ: 3+4 =7
DGZ: 5+7 =12
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Hence the best choice of path to go from D to Z is DFZ. The associated
costis 7.

In order to go from A to Z, the optimal path can go through either B, C or
D. From Bellman’s principle of optimality, it follows that if the optimal path
goes through B, then the optimal path must include BFC (the best choice to
go from B to Z). Likewise, if the optimal path goes through C, it must
include CFZ and if it goes through D, it must include DFZ. The optimal path
can therefore be determined by comparing ABFZ, ACFZ and ADFZ.

Cost of ABFZ= Cost of AB + optimal cost from B=4+ 6 =10
Cost of ACFZ= AC + optimal cost from C =5+ 9 =14
Cost of ADFZ= AD + optimal cost fromD=2+7=9

Hence the optimal solution is ADFZ.

How is dynamic programming applied for control system design in a
hybrid electric vehicle? Consider the schematic shown in Figure 16-7 for the
control decisions to be made in a parallel hybrid electric vehicle. The choice
of power split ratios at each time step is illustrated in the figure. At time

wy  X; h
O .. O O

W, X, Y
@) -0 @)

Wy Xj
@) -0 @)

Wy, X,

@) @)

Wl’l X}’l
0 1 2 n-2 n-1 n  Time step

Figure 16-7. Dynamic programming for hybrid vehicle control system design
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stepl, the choice is between A4;, A,, A3, .... and A, . Here 4;, A,, A3,
....and A4, represent the fraction of torque provided by the electrical motor,
for example, 4, =0.1, 4, =0.2, 43 =0.3, etc. The initial condition could
consist of purely electric start, for which the power split ratiois 4 =1.0.

The costs ), &y, a5, .... and «, in going from one time step to the

next are determined from operating conditions and vehicle models. Assume
that the desired vehicle speed and desired acceleration as well as road grade
are known for the entire duration of the optimal control problem. From the
desired speed and acceleration, the total desired torque at each time instant
can be computed. Given the total desired torque, the required IC engine
torque is determined for each candidate value of the control input. This
engine torque value together with engine speed determines fuel consumption

rates. The fuel consumption rates typically make up the costs ;, a,, as,

....and ¢, in the choice of power split ratios at each time step. The SOC of

the battery also needs to be determined for each choice of power split ratio,
in order to ensure that upper and lower constraints on SOC are not violated.

For each X;, compute the optimal cost to reach Z. If the optimal path
passes through X;, then the optimal path will include the optimal path from
X; to Z. Use this information to find the optimal path from W; to Z.
Proceed backwards in the same way to find the optimal path from V; to Z.
Keep proceeding backward in the same manner all the way to initial state 4
to find the complete optimal path solution.

Of course, the question that arises at this stage is how can the operating
conditions (speed, acceleration, road grade) be known in advance? Since
the solution must be obtained by iterating backwards from the final state in
the case of dynamic programming, how will the operating conditions for the
entire trip be known? This problem is addressed through one of the
following methods:

a) Different energy management algorithms for hybrid electric vehicles are
often compared based on their performance for standard duty cycles such
as the EPA Urban Driving Cycle or the EPA Highway Driving Cycle. In
this case the entire trip, consisting of the driving cycle, is known in
advance. These driving cycles are discussed in more detail in section 16.4.

b) From GPS navigation guidance systems wherein the destination is
entered by the driver, the operating conditions of the trip can be
approximately known in advance. Of course traffic congestion conditions
can significantly affect operating conditions, even if the route and speed
limits are known. In this case wireless traffic updates would be useful in
order to determine optimum energy management control inputs for the trip.
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c¢) When no trip information is available, assumptions such as constant
speed for an assumed finite time horizon can be used.

The dynamic programming problem can be solved numerically after
discretization of the state and control variables with finite grids. At each step
of the optimization search, the cost function is evaluated at the grid points of
the state variables. Linear interpolation is used to evaluate the cost function
at other intermediate points. Kang, et. al. (2001) provides a numerical
algorithm for dynamic programming that can be implemented in Matlab.

16.3.2 Model Predictive Control Overview

Model predictive control (MPC) or receding horizon control is a control
design technique that utilizes a model of the plant to find the numerical
solution to a constrained optimal control problem over a finite time horizon
(Camacho and Bordons, 2007).

To illustrate model predictive control design, consider a linear discrete-
time plant model described by

x(k+1) = Ax(k)+ Bju(k) + Byw(k) (16.31)
y =Cx(k) (16.32)

The linear system (16.31)-(16.32) is considered here for purposes of
illustration for the first-time reader. Of the two inputs in equation (16.31),
w(k) is assumed to be a known external input while u(k) is the control
input that needs to be determined by model predictive control. In the case of
the parallel hybrid vehicle system, w(k) could be the wheel speed or motor
speed in the vehicle at each time step while the state x(k) could be the SOC
of the battery.

The objective of the control design is to minimize a performance index.
For instance, a quadratic performance index that penalizes tracking error and
control energy could be described by

N-1
J = y(N)' Sy N)+ 2 () Ov()+u()" Ru()) (16.33)
Jj=0

The performance index is defined over a time horizon N . The function

V(N )TSy(N ) represents the terminal cost and could be used to penalize
deviation from a final desired state. In the case of a hybrid vehicle, the
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terminal cost could be a constraint on the final SOC, for example a
constraint that the final SOC should be equal to the initial SOC.

Constraints on the state and the control input could be added, for
example,

Umin S| u |S Umax (16~34)

on each control input, and
g(x,u)=0 (16.35)

as a constraint on the states. The constraints on the states are used to ensure
that highly undesired events are not allowed to occur. For example, in the
use of MPC for adaptive cruise control (Bageshwar, et. al., 2004), the hard
constraint on the states can be used to ensure that a collision is not allowed
to occur, as far as possible.

Without the constraints on the inputs and the states, without the
disturbance w(k), and with the time horizon Ji allowed to go to infinity, the
above problem is the same as the LQR problem and has an analytical
solution.

With constraints added and with future unknown disturbances that can
act on the system, a finite time horizon problem is solved numerically. The
procedure is as follows.

The evolution of the state as predicted by the model is described by

k=l =
x(k) = A*x(0)+ > A'Bu(k —1-i)+ > A" Byw(k —1-i) (16.36)
i=0 i=0
Hence, the output y(k) is given by
= k-1
y(k)=CA x(0)+ > CA Bu(k —1-i)+ > CAByw(k —1-i)  (1637)
i=0 i=0

Equation (16.37) can be rewritten in matrix form as
Y = Ax(0)+ B,U + B,W (16.38)

where
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(D) ]
»(2)
Y=|y03)

L V(NV) ]

[ u(0)

u(1)
U=| u2)

| u(N-1)]
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0 0
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CB, |

The performance index can be rewritten as
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(16.39)

(16.40)

(16.41)

(16.42)
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J = y(N)T Sy(N)+ 3(0)" Qy(0) +++-+ y(N =1)" Qp(N —1)

(16.43)
+u(0) Ru(0)+---+u(N -1)T Ru(N -1)
or
J =0 oy(0)+Y'OY+UTRU (16.44)
where
0O 0 0 - 0]
0 0 0 - 0
0=(0 0 0 (16.45)
: 0 0
0 0 0 S|
'R 0 0 - O]
0 R 0 - 0
R=|0 0 0 (16.46)
: 0
0 0 0 R]
Substituting from equation (16.38) into (16.44)
_ T
J(U, »(0)) =y(0)" Oy(0) (16.47)

+{A4x(0)+ B,U + ByWw}T O {Ax(0)+ BU + B,W}+U ' RU

J(U,x(0)) =x(0)T {cToC+ 4T 04}x(0)+UT HU +2GU

S = (16.48)
+wTB,"OB,W +2G,w +2U" B," OB,w
where
H=R+B'0B, (16.49)

G =x(0)" 470B, (16.50)
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G, =x(0)' 470B, (16.51)

The term x(O)T{C TQC +4 TQ_A}X(O) is constant and independent of

the control input. Also, WT§2T§§2W and 2G,W are independent of the
control input. Hence the term to be minimized is

minUT HU +2G(x(0))U +2wTB," OBU (16.52)
U

subject to inequality constraints on the input

LiyU < My (x(0) (16.53)
and equality constraints on the input given by

LU = M o (x(0)) (16.54)

Note that the disturbance input w(k) for the entire time horizon needs to
be known.
C w0
u(l)

An optimal control sequenceU =| u(2) is obtained for the given

|[u(N-1)]
initial condition x(0) by solving the optimal minimization problem in
equation (16.52). However, only the first control input in this sequence #(0)

is actually applied to the plant. Subsequently, the state measurement is
updated and a new control optimal sequence is generated

u(j)
u(j+1)
U:=| u(j+2) | corresponding to eachtime j for j=1,2,---,N . At

(u(j+N-1)
each time, only the first control input #( j) is actually applied to the plant.
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Implementation in Matlab

The function quadprog in Matlab can be used to obtain the optimal control
sequence to the model predictive control problem described above. The
function quadprog finds a minimum for a problem specified by

minluTHu+fTu such that Lu <b, L, u =b,, and Ib<u<ub
u

where H, L, and Leq are matrices, and f, b, beq, [b, ub, and u are vectors.

u = quadprog(H,f,A,b) returns a vector u that minimizes 1/2*u'*H*u + f'*x
subject to A*u <b.

u = quadprog(H,f,A,b,Aeq,beq) solves the preceding problem while
additionally satisfying the equality constraints Aeq*u = beq. If no inequalities
exist, the following settings can be used: A=[] and b =].

u = quadprog(H,f,A,b,Aeq,beq,lb,ub) defines a set of lower and upper bounds
on the design variables, u, so that the solution is in the range Ib<u<ub. If no
equalities exist, the following settings can be used: Aeq =[] and beq =[].

16.3.3 Equivalent Consumption Minimization Strategy

The equivalent consumption minimization strategy (ECMS) reduces the
global-time performance index minimization problem to that of an
instantaneous minimization problem that can be solved at each instant in
time. Unlike the model predictive and dynamic programming techniques
described in the previous two sections, the ECMS technique does not require
any knowledge of future operating conditions for the hybrid vehicle system.

The performance index is defined based on the instantaneous equivalent
fuel consumption as

J(t,u) = AE o (t,u) + s()AE,(t,u) (16.55)

where the variables AE »(¢,u) and AE,(¢,u) are the fuel energy use and
the electrical energy use in the time interval Af. The equivalence factor
s(t) determines the relative weighting between the fuel energy use and

electrical energy utilization.
The performance index can be equivalently rewritten as

J(t,u) =g (t,u) +s(t)@(z,u) (16.56)
Oy
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where ri1,(f,u) is the instantaneous rate of fuel consumption, B, is the

lec
instantaneous power consumption of the electrical system, and Oy, is the

energy content per unit mass of the fuel (fuel lower heating value).

The range of acceptable values of the control input is determined. This
range is discretized into a set of candidate values for the control input. For
example, the candidate values could be 0.1, 0.2, .... 1.0 for the power split
ratio. For each candidate value, the value of the performance index in
equation (16.56) is calculated. The candidate that yields the lowest value of
the performance index is then chosen as the optimal control input.

It should be noted that the electrical energy term in the performance
index can be positive or negative (during regenerative braking), depending
on the value of the candidate control input.

The choice of the equivalence factor s(f) plays an important role in
determining how well the ECMS technique performs for optimizing fuel
economy. At any given time ¢, if s(¢) is too large, then the use of electrical
energy can be highly penalized and consequently the fuel consumption of
the vehicle can increase. On the other hand, if s(¢) is too small, then fuel
consumption is more highly penalized and consequently fuel consumption
decreases while electrical energy consumption increases by decreasing the
SOC of the battery.

In order to ensure charge sustainability, the equivalence factor s(¢)
needs to be chosen such that the use of electrical energy is more strongly
penalized as the SOC becomes low, and is lightly penalized when the SOC is
high. This requires that the control system incorporate a SOC sensor or a
real-time estimator to estimate the SOC of the battery.

Researchers (Sciarretta, et. al., 2004) have demonstrated that performance
comparable to that obtained with dynamic programming can also be
obtained by the ECMS technique, if the equivalence factor s(¢) is chosen so

that it switches between two constant values s., and s, during

charging and discharging of the battery respectively. The exact values of
s., and s;.., are chosen optimally depending on the drive cycle, so that

the performance matches that of the performance from a control system
designed by dynamic programming. This, in effect, requires that the drive

cycle be known, since the values of the constants s, and s, depend on

the specific drive cycle under consideration.

Potential techniques to overcome the requirement on the knowledge of
the drive cycle have been proposed by Pisu and Rizzoni, Gu and Rizzoni,
and others. In the method proposed by Pisu and Rizzoni (2007),
autoregressive models are used to predict future driving conditions using
data on driving conditions from the recent past. In the method proposed by
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Gu and Rizzoni (2006), a pattern recognition algorithm is used to identify
the drive cycle from a set of drive cycles pre-stored in the system (city,
highway, etc).

16.4  DRIVING CYCLES

A driving cycle is a standardized driving pattern described by means of a
table showing velocity as a function of time. Examples of a city or urban
driving cycle and a highway driving cycle are shown in Figure 16-8 and
Figure 16-9 respectively.

EPA Urban Dynamometer Driving Schedule
Length 1369 seconds - Distance = 7.45 miles - Average Speed = 19.59 mph
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Figure 16-8. EPA Urban Driving Cycle (EPA, 2011)

EPA Highway Fuel Economy Test Driving Schedule
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The EPA city driving cycle shown in Figure 16-8 represents urban
driving, in which a vehicle is started with the engine cold and driven in stop-
and-go rush hour traffic.

The EPA highway driving cycle shown in Figure 16-9 represents a
mixture of rural and Interstate highway driving with a warmed-up engine,
typical of longer trips in free-flowing traffic.

The fuel economy of each brand of vehicle is determined by the EPA by
measuring it under controlled conditions in a laboratory using a series of
driving cycles. For 2007 and earlier model year vehicles, only the city and
highway schedules were used for determining fuel economy. Beginning with
2008 models, three additional tests are used to adjust the city and highway

Table 16-1. Summary of Driving Cycles
(obtained from EPA web site, May 2011)

Driving Test Schedule

Schedule City | Highway | High Speed AC Cold

Attributes Temp

Trip Type Low Free-flow | Higher AC use City test w/
speeds in | traffic at | speeds; under hot | colder
stop-and- highway harder ambient outside
go urban | speeds acceleration | conditions | temperature
traffic & braking

Top Speed 56 mph 60 mph 80 mph 54.8 mph | 56 mph

Average 21.2 mph 48.3 mph | 48.4 mph 212 mph | 21.2 mph

Speed

Max. 3.3 3.2 8.46 5.1 3.3 mph/sec

Acceleration | mph/sec mph/sec mph/sec mph/sec

Simulated 11 mi. 10.3 mi. 8 mi. 3.6 mi. 11 mi.

Distance

Time 31.2 min. 12.75 9.9 min. 9.9 min. 31.2 min.

min.
Stops 23 None 4 5 23

Idling time 18%  of | None 7% of time | 19% of 18% of time
time time

Engine Cold Warm Warm Warm Cold

Startup*

Lab 68-86°F 68-86°F 68-86°F 95°F | 20°F

temperature

Vehicle air | Off Off Off On Off

conditioning

* A vehicle's engine doesn't reach maximum fuel efficiency until it is warm.
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estimates to account for higher speeds, air conditioning use, and colder
temperatures. Manufacturers test their own vehicles—usually pre-production
prototypes—and report the results to EPA. EPA reviews the results and
confirms about 10-15 percent of them through their own tests at the National
Vehicles and Fuel Emissions Laboratory.

In the laboratory, the vehicle's drive wheels are placed on a dynamometer
that simulates the driving environment. The energy required to move the
rollers can be adjusted to account for wind resistance and the vehicle's
weight. A professional driver then runs the vehicle through standardized
driving cycles. For vehicles using carbon-based fuels (e.g., gasoline, diesel,
natural gas, etc.), a hose is connected to the tailpipe to collect the engine
exhaust during the tests. The carbon in the exhaust is measured to calculate
the amount of fuel burned during the test. This is more accurate than using a
fuel gauge. This method does not work for vehicles using non-carbon-based
fuels, such as fuel cell vehicles and electric vehicles.

The EPA Urban Dynamometer Driving Schedule (UDDS) shown in
Figure 16-8 is commonly called the "LA4" or "the city test" and represents
city driving conditions. It is used for light duty vehicle testing. The Highway
Fuel Economy Driving Schedule (HWFET) represents highway driving
conditions under 60 mph. The EPA Heavy Duty Urban Dynamometer
Driving Schedule is for heavy duty vehicle testing. Detailed velocity-time
tables of the driving cycles are available at the following web site:
http://www.epa.gov/nvfel/testing/dynamometer.htm

16,5 PERFORMANCE INDEX, CONSTRAINTS AND
SYSTEM MODEL DETAILS FOR CONTROL
DESIGN

Performance Index:

In general, a performance index that can be used in dynamic programming
or model predictive control design for a hybrid vehicle energy management
system is given by

tf
J = [ Lltu(de+ glsoc( ) (16.57)
0

where L[t,u(t)] is used to penalize fuel consumption while ¢[SOC (t f)] is

used to penalize low SOC of the battery at the end of the trip or the driving
cycle.
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For example, the function
L[t,u(®)] =1 [t,u(0)] (16.58)

leads to the simplest performance index J equal to the total fuel mass
consumed over a time duration of 7,. In order to account for pollutant

emission performance, the emission rates of specific pollutants can be
included in the performance index using weighting factors for each pollutant
species (see, for example, Johnson, et. al., 2000). For SI engines, only the
mass fuel rate is often used in the performance index.

The function
glsoc )= alsoc,)-soco)P (16.59)

can be used to penalize the deviation of the final state-of-charge of the
battery from the initial state-of-charge. However, a quadratic cost function
penalizes not only a decrease in the state-of-charge of the battery, but also an
increase in the state-of-charge. Since an increase in the state-of-charge is
available to the vehicle for later use, an increase should not be penalized.
Hence, the terminal cost function can be changed to the linear function

dlsoc)|=—-alsoc,)-soc) (16.60)

This can be rewritten in integral form as
t/
d
dlsoca )= —aJ.E SOC(1)dt (16.61)
0
Hence the performance index becomes
t J
J= j {m Cltu®)]- aESOC(z‘)} dt (16.62)
0

with
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a= Ebatt,rnax Ce]ec
O Cliel

(16.63)

where C g, is the cost of fuel in dollars per unit of energy, C,,. is the cost

elec
of electricity in dollars per unit of energy ($/kWh), Oy, is the fuel energy
content per unit of mass, and Ep,; max is the amount of energy that the

battery can hold when it is fully charged. The terminal cost in this case has
units of mass (the mass of fuel and its equivalent in cost to the amount of
charge spent from the battery). Alternately, the weighting factor @ can be
derived from the regulatory standard SAE J1711 of 38kWh per gallon of
gasoline.

Constraints:

The constraints imposed on the optimal problem formulation include the
following:
The state of charge must remain within an allowable range

SOCin < SOC(t) < SOCp (16:64)

The control variable (power split ratio) must remain within an allowable
range

Upin < u(t) = Umax (16.65)

If the hybrid is NOT a plug-in hybrid, so that the total charge must be
substantially unchanged at the end of the trip, a terminal constraint on the
state-of-charge could be added. For example,

SOC(t ;) = SOC(0) (16.66)

States

In the case of dynamic programming algorithms, the computational burden
increases linearly with the final time 7, but increases exponentially with
the number of state variables (Sciaretta and Guzzella, 2007). Hence long

trips can be analyzed and optimal control laws determined even for very
long trips. However, the number of state variables is required to be small.
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Hence only a single state model is often used for purposes of finding the
solution to the optimal control problem. The full model, as described in
section 16.2 (16.2.1 and 16.2.2) is used for simulation and evaluation of the
designed controller.

In the case of a parallel hybrid electric vehicle, the following equation
describing the SOC dynamics is used as the state equation.

2 k
iSOC __ Voc _\/Voc _477 TEMa)EMRbatt

dt 2 Rbatt Qbatt _o

(16.67)

In the case of the power split hybrid electric vehicle, the following
equation describing the SOC dynamics is used as the plant model for
controller design:

2 k k
iSOC __ Voc _\/Voc _4(77 TGa)G +7 TEMa)EM )Rbatt
dt 2RpautOpan 0

(16.68)

The plant model can be linearized and discretized in time to obtain a
discrete time model suitable for dynamic programming or model predictive
control design.

For the parallel hybrid electric vehicle, the power split ratio is the sole
control input.

In the case of the power split hybrid vehicle, the generator speed and the
ratio of power to be provided by the IC engine are both control inputs. The
generator speed can be determined so that the engine speed is optimum for
the required IC engine power. This subsequently determines the engine
torque. To achieve a desired engine speed, equation (16.18) is used to
calculate the corresponding generator speed. The generator torque is
controlled to provide the desired generator speed. The corresponding IC
engine torque is then obtained from equation (16.20). Thus, for each
candidate value of IC engine power, a corresponding generator speed is
automatically obtained to achieve efficient IC engine operation. The ratio of
power to be provided by the IC engine is then the only remaining control
input to be determined by dynamic programming, model predictive control
or the equivalent consumption minimization strategy.
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16.6 ILLUSTRATION OF CONTROL SYSTEM
DESIGN FOR A PARALLEL HYBRID VEHICLE

Control system design for a parallel hybrid vehicle can be typically done
using the following step-by-step procedure:

a) First calculate the desired torque and speed at the wheels.
If the desired longitudinal speed of the vehicle isV, and the desired

longitudinal acceleration is a, , then the desired traction (longitudinal
tire force) is

F,=ma,+CV.>+R,+mgsin6 (16.69)
where @ is the road grade angle and R, is the rolling resistance.

The rolling equations for the 4 wheels lumped together as one equivalent
wheel can be represented as

]d)w:Td_berake_reﬁFx (1670)
Hence, the desired drive torque at the wheels is obtained as
. 2 .
Td:IwW+r¢ﬁ(max+CVx +Rx+mgs1nt9) (16.71)
The desired speed at the wheels is

. = 2x (16.72)

b) Assume a candidate value for the power split ratio between the electric
motor and the IC engine. This candidate value is the candidate control
input and is defined as

_Tem (16.73)
RT,

where T}, is the torque provided by the electrical motor, T, is the
torque provided by the IC engine and 7, is the total torque at the wheels.
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Calculate the engine torque and engine speed and the motor torque and
motor speed for this candidate power split ratio. For a candidate control
input value u , the torque provided by the motor is given by

and the torque provided by the IC engine is

where R is the gear ratio (typically smaller than 1).

The engine speed is given by

V.
W = (16.76)
Rl’eﬁf
and, likewise, the motor speed is given by
P (16.77)
Rl"ef'

¢) For the computed candidate values of engine torque and speed, calculate
the fuel consumption rate. The fuel consumption rate of the IC engine is
available as a look-up table or a map, as discussed in section 16.2.2.

my = f(Tice, @rcE) (16.78)

d) For the computed candidate values of motor torque and speed, calculate
the state of charge as given by equation (16.12).

e) Use the above calculations to compute the performance index for the
assumed candidate value of the control input. In the case of the equivalent
fuel consumption based control design technique, calculate the
performance index based on the value of the instantaneous equivalent fuel
consumption as

J = i {m‘f [t,u(t)]—a%SOC(t)} dt (16.79)
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f) Repeat the entire procedure for all the candidate values of control input.
g) Then determine the optimum control input that minimizes the
performance index and meets the system’s constraints.

The candidate control input that provides the lowest value of the
performance index (lowest value of equivalent fuel consumption) is selected
as the optimal control input at each time step.

In the case of the dynamic programming technique, start from the final
state and compute the performance index for each candidate control input.
Proceed backwards one step at a time to the present time, computing the
performance indices and optimal control inputs at each time step. Follow the
procedure described in section 16.3.1.

In model predictive control, the SOC dynamics equation is used as the
plant model. This equation is linearized at the operating point at each time
step during calculation of the optimal control input. For the parallel hybrid,
the power split ratio or the motor torque input 7, serves as the control

input and the motor speed @pg,, serves as the known external input. The

linearized matrices H, L, and Leq ,

computed. Then follow the procedure described in section 16.3.2 to compute
the optimal power split ratio.

and the vectors f, b, beq, Ib, and ub are

16.7 CHAPTER SUMMARY

This chapter presented the types of powertrains typically used in hybrid gas
electric vehicles. Dynamic models used for control system design and for
simulation were presented for parallel hybrid powertrains and for power-
split hybrid powertrains. A review of the techniques used for energy
management system design in hybrid vehicles was presented. The techniques
included dynamic programming, model predictive control and the
instantaneous consumption minimization strategy. Finally, the steps in
control system design for the energy management system in a parallel hybrid
electric vehicle were illustrated.

NOMENCLATURE
V. longitudinal velocity at c.g. of vehicle
m total mass of vehicle
F, total longitudinal tire force (sum of longitudinal tire forces)
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r final

Tty
})lmtt
1 batt
oc

Rbatt

Qbatt o
thv

aerodynamic drag parameter

longitudinal force due to rolling resistance
acceleration due to gravity

road gradient angle

moment of inertia of wheels
rotational speed of wheel

rotational speed of electric motor
total drive torque supplied to wheels
frictional brake torque at wheels
torque from IC engine

torque from electrical motor

torque supplied to generator

torque supplied to ring gear
effective tire radius

control input, typically the control input is the power split ratio
gear ratio

final reduction gear ratio

gear ratio between sun gear and ring gear in planetary system
fuel consumption rate

battery power discharge

current flowing from the battery

open circuit battery voltage

internal and terminal resistance of battery

electromechanical conversion efficiency

total charge at full charge for battery

energy content per unit mass of fuel (fuel lower heating value)

rotational speed of ring gear
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a, rotational speed of carrier gear

o) rotational speed of generator

J performance index used in various control design techniques
s(t) equivalence factor

Sen equivalence factor during charging of battery

Sgzisen  €quivalence factor during discharging of battery

SOC  state of charge of battery
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